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Abstract

The Riemann surface for polylogarithms of half-integer index, which has the topology
of an infinite dimensional hypercube, is studied in relation to one-dimensional KPZ uni-
versality in finite volume. Known exact results for fluctuations of the KPZ height with
periodic boundaries are expressed in terms of meromorphic functions on this Riemann
surface, summed over all the sheets of a covering map to an infinite cylinder. Connections
to stationary large deviations, particle-hole excitations and KdV solitons are discussed.
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1 Introduction

KPZ universality in 141 dimension [1-9] describes large scale fluctuations appearing in a va-
riety of systems such as growing interfaces [ 10], disordered conductors [11], one-dimensional
classical [12-14] and quantum [15-17] fluids, or traffic flow [18]. The height field h;(x, t)
characterizing KPZ universality depends on position x € R, time t > 0, and on a parameter
A > 0 quantifying the strength of non-linear effects and the non-equilibrium character of the
dynamics. The fluctuations of h,(x, t) are believed to be universal in the sense that for a given
geometry (infinite system, presence of various kinds of boundaries) and a given initial con-
dition, the probability distribution of the appropriate height field h,(x, t) is independent of
the specific setting in KPZ universality and of the precise microscopic model studied at large
scales. A prominent model, which has given its name to the universality class, is the KPZ
equation [19], defined as the properly renormalized [20-22] non-linear stochastic partial dif-
ferential equation 8,y = £82h; —A(8,h;)?+mn with 1 a unit space-time Gaussian white noise,
and which is related by the Cole-Hopf transform Z, (x, t) = e 2*12(x0) o the stochastic heat
equation with multiplicative noise J,Z, = %EXZZ 2 — 2AZ;m and Ito prescription in the time
variable.

Of particular interest is the limiting object h(x,t) = lim;_,oo(hy(x, t/A) — A%t/3) into
the regime where non-linear effects dominate, and for which a number of exact results have
been obtained in the past 20 years [23-34] for the infinite system geometry x € R. Most
notably, connections to random matrix theory have been identified: for given time t — oo and
position x € R, the probability distribution of h(x, t) for specific initial conditions are equal to
Tracy-Widom distributions [35], known for describing fluctuations of extremal eigenvalues in
random matrix theory.

We are interested in this paper in KPZ universality in finite volume, specifically with pe-
riodic boundary conditions x = x + 1, in the strongly non-linear regime A — oo. There, the
standard deviation of h(x, t) grows as t'/3 at short times like in the infinite system x € R,
before eventually saturating after the statistics of fluctuations has relaxed to a stationary dis-
tribution where x — h(x, t) is Brownian. Large deviations in the stationary state away from
typical Gaussian fluctuations are known explicitly [36,37], and long time corrections to large
deviations have been obtained explicitly [38] for a few specific initial conditions. Interestingly,
the exact expressions in [ 36—-38] involve polylogarithms with half-integer index. The analytical
and topological structure of these special functions is at the heart of the present paper.

The complete evolution in time of KPZ fluctuations with periodic boundaries, crossing over
between the short time limit, where the correlation length is much smaller than the system
size and the fluctuations of the infinite system are recovered, and the long time limit where
stationary large deviations appear, has been studied recently. Exact expressions have been
obtained for the one-point [39-41] distribution P(h(x, t) < u) of the height field for specific
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(sharp wedge, stationary and flat) initial conditions, as well as for the general, multiple-time
joint distribution P(h(xq,t;) < uq,...,h(x,,t,) < u,) for sharp wedge initial condition [42].
All these exact expressions have a somewhat complicated structure involving combinations of
square roots and half-integer polylogarithms.

A goal of the present paper is to show that the full crossover regime for KPZ fluctuations
in finite volume have rather simple expressions using objects from algebraic geometry directly
connected to stationary large deviations. More precisely, considering the (infinite genus) Rie-
mann surface R on which polylogarithms with half-integer index are defined globally, the
exact expression for the probability P(h(x, t) < u) with flat initial condition is rewritten as the
integral around an infinitely long cylinder C of a holomorphic differential on R summed over
all the sheets of a ramified covering from R to C, see equation (1). Similar expressions are
obtained for sharp wedge and stationary initial conditions, with an additional summation over
finite subsets A of Z + 1/2, and R replaced by related Riemann surfaces R, see equations
(6), (11). Multiple integrals around the cylinder as well as meromorphic functions on pairs
of Riemann surfaces R® x R! are additionally needed for the multiple-time joint distribution
with sharp wedge initial condition, see equation (16).

The paper is organized as follows. In section 2, our main results expressing KPZ fluctua-
tions with periodic boundaries in terms of infinite genus Riemann surfaces %, R and ramified
coverings from them to the infinite cylinder C are given. Interpretations in terms of particle-
hole excitations and KdV solitons are pointed out at the end of the section. In section 3, we
recall some classical aspects of the theory of Riemann surfaces and ramified coverings used
in the rest of the paper, and define the Riemann surfaces R and R2. In section 4, we study
several meromorphic functions defined on these Riemann surfaces and needed for KPZ fluc-
tuations. Finally, we explain in section 5 how our main results from section 2 are related to
earlier exact formulas [39-42]. Some technical calculations are presented in appendix.

2 KPZ fluctuations and Riemann surfaces

In this section, we give exact expressions for KPZ fluctuations with periodic boundary condi-
tions equivalent to those obtained in [39-42], but written in a more unified way by interpreting
various terms as natural objects living on Riemann surfaces evaluated on distinct sheets. Con-
nections to stationary large deviations and interpretations in terms of particle-hole excitations
and KdV solitons are discussed in some detail toward the end of the section.

2.1 Riemann surfaces R and R*

The exact formulas for KPZ fluctuations given below involve Riemann surfaces R and R%,
quotient under groups of holomorphic automorphisms of a Riemann surface R which has the
topology of an infinite dimensional hypercube and which is a natural domain of definition for
some infinite sums of square roots with branch points 2ima, a € Z + 1/2. An introduction to
several topics related to Riemann surfaces used in this paper is given in section 3, starting with
a finite genus analogue Ry of R before giving precise definitions of R and R2.

The Riemann surface R has a kind of translation invariance inherited from that of the
branch points 2ira, and which is eliminated by definition in R. The Riemann surfaces R*
are indexed by finite sets A of half-integers, which we write as A  Z + 1/2. The elements
a € A index branch points 2ira that have been removed from the infinite sum of square
roots defined on R. The translation invariance of R implies that R* ~ R*"! are isomorphic
Riemann surfaces.

The Riemann surface R can be partitioned into sheets Cp, P = Z + 1/2, copies of the
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Figure 1: Summary of several useful covering maps between the Riemann surfaces
considered in this paper.

complex plane glued together along branch cuts of the square roots, and we write [v, P],
v € C, P C Z+ 1/2 for a point of R with branch cuts chosen as in figure 18 right. The
Riemann surfaces R and R are identified as fundamental domains for corresponding group
actions on R, see respectively sections 3.8.2 and 3.8.3, and may be partitioned by portions of
the sheets Cp. For R, one can choose the union of infinite strips Sg ={[v,P],—nt <Imv < 1},
P C Z+1/2, see figure 13 left. For R%, a possible fundamental domain is the union of all Cp,
PN A =0, see figure 16. Additionally, the collection of non-isomorphic R*, A = A + 1, may
also be partitioned into the infinite strips 82 from all R® without the restriction A = A + 1,
see figure 17.

The definitions of R and R? from R provide covering maps II and I1* from R to R and
RA, see figure 1. Additionally, there exists natural covering maps $ and p2 from R and R to
the infinite cylinder C = {v € C,v = v + 2int}, with ramification points [2ira,P],a € Z +1/2
(and additionally a ¢ A for p2). One-point statistics of the KPZ height field with periodic
boundaries are expressed below for various initial conditions as an integral over a loop around
the cylinder. The integrand involves holomorphic differentials traced over the covering maps
O or p?, ie. summed over all the sheets of the Riemann surfaces covering the cylinder. The
functions and meromorphic differentials needed are studied in detail in section 4.

2.2 Flat initial condition

We consider in this section the one-point distribution P (h(x, t) > u) of KPZ fluctuations with
periodic boundary conditions, h(x, t) = h(x + 1, t), and flat initial condition h(x,0) = 0. We
claim that the properly renormalized random field h(x, t) has the cumulative density function®

€8]

-

P (h(x, £) > u) = f (trs Z02)(7)

Y

with y a loop around the infinite cylinder C with winding number 1. The holomorphic differ-
ential Z tﬂf‘f on the Riemann surface R, defined away from ramification points of p as

[».P]

Z0 (v, P]) = exp(J sfac) dv ®)

oog] 2im’

!The definition of h(x, t) used in this paper corresponds to a growth of the height function for TASEP in the
positive direction, which after proper rescaling gives a growth of the KPZ height function in the negative direction,
h(x,t) > —oo when t — 00, corresponding to a negative coefficient —A — —oo in front of the non-linear term in
the KPZ equation. The same convention for the sign of u is used in [39]. The opposite convention is used in [40],
with the notation x = —u there.
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is built from an integral of the meromorphic differential S fit on R given by

i 2
1/4 X (p) )dv 3)

st (p) = (tx'(P)—uz"(P) - St

atp =[v, P] € R away from ramification points of 5. Here, ¥, x’, " are meromorphic func-
tions on R, obtained by analytic continuations of the polylogarithm xo(v) = —Lig y(—e")/v2 V2n
and its derivatives, see sections 4.4 and 4.5, and equations (66), (64), (57), (50) for precise
definitions. We also refer to section 4 for explicit formulas for analytic continuations and proofs
that Z; ﬂat is indeed holomorphic on R and independent from the path of integration in (2).

The trace of a meromorphic differential with respect to a coverlng map is defined in (34).
For the covering map § : [v,P] — v from the Riemann surface R to the infinite cylinder C,
the trace try consists in summing over all the infinite strips Sg = {[v,P],—t < Imv < 7}
partitioning R, see sections 3.8.1 and 3.8.2 for a precise definition of R, and especially the
left side of figure 13 for a graphical representation of how R is partitioned into infinite strips.
The integral in (1) is independent of the loop v, since try Z, ﬂat is holomorphic on the cylinder
C by the properties of the trace. With the change of Varlable z = e”, defining a covering map
A from C to the punctured plane C* = C \ {0}, the expression (1) can alternatively be written
as the integral over a loop encircling 0 in C*, and Pg,,(h(x, t) > u) is then the residue at the
essential singularity z = 0 of tr),5 Z; ﬂat

The trace in (1) can be evaluated explicitly by con51der1ng a partition into infi-
nite strips Sp 0P C Z+ 1/2 of the Riemann surface R, see figure 13 left, so that
(try ngf)(v) ZPEZH/Z Zﬂa ([v,P]). In terms of the functions yp and I, defined in (64),
(68) one has

(_1)|P| V2 (et dv v
P (h(x, £) > u) = Z —PJ e AR GRS~ B L7 OB
PCZA41/2 4Pl i 2T

with ¢ € R*. The summation is over all finite subsets P of Z+1/2, and V, is the Vandermonde

determinant o oirch
imra 2in
szlb_[( ) ©)
a,bepP

a>b

The function yp is the restriction of y to the sheet Cp, [, is given by

el = 1 +e) M if ¢ < 0 or e = 41 + e ")V if ¢ > 0, and
f_v dv xy(v)* = limy_,—|P|*logA +f dv x//(v)>. The extra factor (—1)P1v2/4/P!
in (4) compared to (1) comes from the analytic continuation of f_voo dv xé’ (v)? from Cy to
Cp, see sections 4.7 and 4.8.

The expression (1) is justified in section 5.1 by showing that (4) is equivalent to exact
results obtained previously in [39,40] from large scale asymptotics for the totally asymmetric
simple exclusion process (TASEP), a discrete interface growth model in KPZ universality. This
shows in particular that the corresponding expressions from [39] and [40] agree, which had
not been properly derived before, and simply represent distinct choices for a fundamental
domain R in R.

The probability Pq,.(h(x, t) > u) is interpreted in section 2.6.3 as a N-soliton 7 function
for the KdV equation, N — oo, averaged over the common velocity v of the solitons, which is
also identified as a moduli parameter for specific singular hyperelliptic Riemann surfaces.
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2.3 Sharp wedge initial condition

We consider in this section one-point statistics of KPZ fluctuations with sharp wedge 2 initial
condition h(x,0) = —lx?)%, where h(x,t) is defined after appropriate regularization. More
generally, it is expected from large deviation results [38] that any initial condition of the form
h(x,0) = hg(x)/e where hy is continuous on the circle x = x + 1 with a global minimum 0
reached at x = 1/2 only, is equivalent in the limit € — 0 to sharp wedge initial condition.
We show in section 5.2 that known exact formulas [39, 40] for the cumulative density

function of the KPZ height are equivalent to

(6)

-

Py (h(x,0)>w)= >, =2 f (trsa Z25)(9)
ACZ+1/2 y
A=A+1

with y as in (1), 3 = p?, A # 0 the covering map defined in section 3.8.3 from R* to the
infinite cylinder C and 3% = § the covering map defined in section 3.8.1 from R to C, where
R=R/ g is the quotient of RV =R by a group § of translation automorphisms that exist only
for A = ). The trace with respect to 9 gives a holomorphic differential on the cylinder C,
periodic in v with period 2i7. The sum over non-isomorphic Riemann surfaces R* is weighted
by
2inx a— a
E? - (i/4)|A| Z e (EA aezA:\A )VAZ VAZ\A , 7)

AcA
lAl=12\A|

with V, the Vandermonde determinant (5) and 27T(Z acA a—Z 1A\ a) the momentum coupled

to the coordinate x along the interface, which appears only through Ef in (6). Only sets A
with cardinal |A| even contribute. The holomorphic differential

[».P]

dv
25 ([v,P]) = exp (J[ Sﬁ}sw)z.— (8)
[oo.d] in

is built from an integral with appropriate regularization at [—oo, @] of the meromorphic dif-
ferential S f " on R? given by

e (p) = (ex'(P) —ux"*(p) + 2" (p)*)dv ©)

at p = [v,P] € R? away from ramification points of p2. The functions y2, y'2, ¥”*, ana-
logues of y, y’, y” from the previous section with ramification points [2ira,P], a € A re-
moved, are defined in (86), (91).

The trace in (6) can be evaluated more explicitly by considering appropriate parti-

tions into sheets of the Riemann surfaces R and R2. For the term A = @, one has
(try Z?”iw)(v) = ZP[Z+1/2 Zg’sw([v,P]) like for flat initial condition, see figure 13 left. For

A # (), one has to sum instead over all strips S, PNA = (), m € Z, see figure 16, leading to an
integral between c —ioco and ¢ +ico of Z?”sw([ ,P]), summed over all P, PN A = (. The sym-

metry of the extension to R of Z ? " under the holomorphic automorphism T defined in (44),
see section 3.8.4, allows to sum instead over all A and not just equivalence classes A = A+1,
and integrate only over the strip Sg from each R?. Using explicit analytic continuations from

2Also called step or domain wall initial condition in the context of TASEP as a microscopic model.
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section 4.9.2, we finally obtain that (6) is equivalent to the more explicit expression

Pgy(h(x,t) >u) = Z =2 Z (1/4)2|P|(l_[ l_[ (21na 217rb))

ACZ+1/2 PEZ+1/2 acepP bGI;UA
b#a

cHim

x f d_ Y ettpM-ugt O+ v 0% (10
c—im 2in

with |P| the number of elements in P, y; the restriction of y* to the sheet Cp of R* given
in (87), and JC the regularized integral subtracting the divergent logarithmic term at —
like in (92). The expression (10) is derived in section 5.2 from earlier works [39] and [40]
using the structure of the Riemann surfaces R detailed in section 3.8.3 and explicit analytic
continuations obtained in section 4.9.2. This shows in particular that the expressions from [39]
and [40] about sharp wedge initial condition agree, which was missing so far.

2.4 Stationary initial condition

Exact results have also been obtained for one-point statistics of the KPZ height with stationary
initial condition [39, 41], where x — h(x,0) is a standard Brownian bridge. The formulas in
that case are essentially the same as for sharp wedge initial condition, with only an additional
harmless factor. Starting either with equation (7) of [39] (for x = 0) or with equation (2.1)
of [41] for general x, we obtain by comparison to (6)

Pyac(h(x, t) > u) = J (trsa Zoy)(v) |, (11)
AI:Z+1/2
A=A+1
with
Z5 ™ (v, P) =—v2me™3,25™" ([v,P]) (12)

and the same notations as in (6). A more explicit formula can be written by inserting the extra
factor —v2me™"” g, into (10).

2.5 Multiple-time statistics with sharp wedge initial condition

The joint distribution of the height at multiple times 0 < t; < ... < t, and corresponding
positions x; was obtained by Baik and Liu for sharp wedge initial condition in [42]. After
some rewriting in section 5.3.1 based on explicit analytic continuations from section 4.9 and

4.10, we obtain

P(h(xlatl)>u1:~--:h(xn:tn)>un) (13)

(1S ) [TE [T,
i 2im T 20 bree o

(=1 A(CZ+1/2 P,CZ+1/2 1—im R —im
PpnAy=0
n n—1
to—tp_1)x A —(up—up_q)x P +2J5¢ _oKA0A+1
x(l_[e( etz ey (pe) e (Pe>Pe+1) |
(=1

(=1

with ty =1y =0, c, <...<c; <0, py =[v,P;] apoint on the Riemann surface R*¢, y* and
A
2’2 holomorphic functions on R* given in (86), (91), e*" the meromorphic function on R*
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from (96) and 2K 5 meromorphic function on RA x RY defined by (118). The collection of
Riemann surfaces R*¢ in (13) is weighted by the meromorphic function on C"

Efll,’___,’A (V15eees V) (14)
(l_[ Z )l_[ ((1/4)|Al| Ve Vi, Zin(xrxz_l)(zaw R a))
= ApChy
[Ag1=1ap\Agl
ﬁ (1 _eW+1_W)|AZ|/2 (1 _eVZ_VZ+1)|AZ+1|/2
o1 A=)V (06 Y1) Vapag,a\ae, (V6 Ve)

with x4 =0, V, the Vandermonde determinant (5) and

2ita—v 2inb—pu
VA,B(%M)II_”_[( Y — ) (15)
a€A beB
Since ufl e (v1,...,v,) = 0 when any of the |A| is odd because of the constraints

|A;| =|Ap \ Ay, only sets A, containing an even number of elements contribute to (13).
The same reasoning as the one between (10) and (6) allows to express (13) in terms of
non-isomorphic Riemann surfaces and a trace over covering maps. One has

]P(h(xla t1)>u1)'- h(Xn,t )>un)

= ( ) J J ”fll”"_'_"ﬁ“(vl,..., V) (16)
(=1 ACZ+1/2

Ag=Ag+1
n Ag,sw
l_[e_l Ztg to—q,Up—Up_ I(W)

Xtrxa, ... trya
P pen —1 Ap,A
ezKlZ Hl(vl

g— W+1)

with trya, acting on vy, z2 5t 5 the holomorphic differential from (8), and a loop y, with
w1nd1ng number 1 around the infinite cylinder C for the variable v,. Because of the trace,
the integrand in (16) is meromorphic in C". The loops y, do not cross each other, as the
order Rev,, < ... < Rev; must be preserved because of the presence of simple poles at
Vey1 = Yy + 2imm, m € Z. Interestingly, it can be shown that such poles exist only when
Ay =A,+mand Py, =P, +m (and only the sector A;,; =A; + m of :x v A " contributes
to them), corresponding to points p, = [v;,P;] and py.1 = [Ves1,Prs1] co1nc1d1ng on the
Riemann surface Rt ~ RA¢+1, see section 5.3.2.

2.6 Discussion

In this section, we discuss various interpretations of the exact formulas given above for KPZ
fluctuations with periodic boundaries.

2.6.1 Full dynamics from large deviations

In the long time limit, KPZ fluctuations in finite volume converge to a stationary state where the
interface has the same statistics as a Brownian motion with appropriate boundary conditions.
Large deviations corresponding to fluctuations of the height with an amplitude of order t when
t — oo are on the other hand non-Gaussian and can be characterized by a generating function
of the form [36,43]

<esh(x,t)> ~ 9(5) ete(s) , (17)
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where e(s) involves an infinite sum of square roots. At finite time, the generating function of
the height is given exactly by a sum of infinitely many terms of the same form,

(D) = >0, (s)et ), (18)

with n an index labelling sheets of Riemann surfaces, see equations (122), (131). Known
results for the spectrum of TASEP [44,45] indicate that the stationary contribution corresponds
to the sheet Cy of R when Res > 0.

These observations suggest the possibility to guess the full finite time dynamics of KPZ fluc-
tuations in finite volume from the solution of the static problem of stationary large deviations
alone. For flat initial condition in particular, the functions 0, (s), ep(s) (or, more properly, their
analogues for the probability (4) after Fourier transform, see section 5.1.1) are simply analytic
continuations of y(s), ey(s) to all the sheets of the Riemann surface R. The situation is less
straightforward for sharp wedge and stationary initial conditions, where a natural interpreta-
tion is still missing for the coefficients Ef weighting the Riemann surfaces R* covered by R
in (6) and (11).

The stationary large deviations problem can be studied independently from the dynamics,
using e.g. matrix product representations for discrete models [46,47]. This approach was
recently exploited in [38] to express the factor 6(s) in (17) for general initial condition as the
probability that a gas of infinitely many non-intersecting Brownian bridges with density 1/s
stays under the graph of the initial condition h(x,0) = hy(x). More precisely, it was shown

that
P(b_; <hgl...<b_5<b_;)

o] =
O = B <bol..<b,<bo.b<by<.)’

(19)

where bj(x)—b;(0), j € Z are independent standard Brownian bridges with b;(0) = b;(1),
distances between consecutive endpoints b;,;(0) — b;(0) are independent exponentially dis-
tributed random variables with parameter s, and b,(0) = hy(0). Deriving exact formulas from
the Brownian bridge representation is still an open problem, though, even for the simple initial
conditions (flat, Brownian, sharp wedge) for which the result is known from Bethe ansatz, see
however [48] for related work.

The idea that the contributions of the excited states of a theory should follow from that
of the ground state by analytic continuation with respect to some parameter is not new, see
for instance [49] for the quantum quartic oscillator, [50] for the Ising field theory on a circle
(where the ground state energy is interestingly also given by an infinite sum of square roots,
but with conjugate branch points paired), or [51] for models described by the thermodynamic
Bethe ansatz. In the context of the Schrédinger equation for a particle in a potential, a unifying
scheme appears to be exact WKB analysis [52], which uses tools from the theory of resurgent
functions in order to reconstruct a single valued eigenfunction from the multivalued classical
action. Such an approach might be useful for KPZ in order to derive known exact formulas
without having to consider discrete models, by starting directly from the associated backward
Fokker-Planck equation, a rather formal infinite dimensional linear partial differential equation
acting on the functional space of allowed initial heights.

2.6.2 Particle-hole excitations

The finite sets of half-integers labelling the sheets of the Riemann surfaces R, R considered
in this paper have a natural interpretation in terms of particle-hole excitations at both edges
of a Fermi sea, see figure 2. This is most clearly seen on the expressions from [39] for the
generating function (e*"-0)) of the KPZ height discussed in sections 5.1.1 and 5.2.1.
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Figure 2: Picture of particle-hole excitations at both edges of the Fermi sea corre-
sponding to sets P, H of half-integers. The notations P,, H, indicate the positive
and negative elements of the sets.

From the exact Bethe ansatz solution of TASEB eigenstates of the time evolution operator in
the KPZ scaling regime are labelled by sets P and H corresponding to particle-hole excitations,
interpreted respectively as momenta of quasiparticle and hole excitations relative to the Fermi
momentum on both sides of the Fermi sea, see figure 2. Excitations only occur in particle-hole
pairs, with “neutral charge”: no particle or hole excitation alone occurs. The stationary state
P = H = {) corresponds in particular to the completely filled Fermi sea.

For sharp wedge initial condition, the sets P and H must satisfy the constraint |P|, = |H|-
that the number of positive elements of P is equal to the number of negative elements of H
and vice versa, see equations (131), (133). This corresponds to the fact that particle-hole
excitations occur independently on both sides of the Fermi sea, i.e. quasiparticles at a finite
distance from either side of the Fermi sea may be excited above the Fermi momentum but
will stay at a finite distance of the same edge of the Fermi sea: excitation from one edge to
the other (known as Umklapp processes in condensed matter physics) are suppressed for KPZ.
It is remarkable that the constraints |P|, = |H|; are automatically verified in (6), (11) from
the way the collection of non-isomorphic Riemann surfaces R> are partitioned into sheets
Cp, with H = P © A the symmetric difference of P and A (union minus intersection), see
section 5.2.1.

Flat initial condition (122), (123) corresponds to the special case P = H, where momenta
of quasiparticles excitations on one side of the Fermi sea are identical to momenta of hole
excitations on the other side of the Fermi sea. It is again quite remarkable that the resulting
constraint |P|, = |P|_ naturally appears for the sets P labelling (half)-sheets of the Riemann
surface R, see figure 13 on the right. The extra constraint P = H for flat initial condition is
understood from TASEP as the fact that a specific microscopic state representing a flat interface
has nonzero overlap only with Bethe eigenstates corresponding to particle-hole excitations
satisfying the constraint [53]. This has the consequence to increase the spectral gap (i.e. to
reduce the relaxation time) compared to a generic initial state, as was already recognized
in [54].

Compared to the states contributing for flat initial condition, which have zero momentum,
a non-empty symmetric difference A = P © H corresponds to an imbalance between both
sides of the Fermi sea, and is related through the coefficients Ef in (7) to motion along the
KPZ interface, with momentum 27(Y, cpa — D, cpy @)

The interpretation of KPZ fluctuations in terms of particle-hole excitations close to the
Fermi level is reminiscent of Luttinger liquid universality describing large scale dynamics of
one-dimensional quantum fluids, with however several important distinctions. In addition to
the absence mentioned above of Umklapp terms for KPZ, unlike in the Luttinger liquid setting,
the dispersion relation, linear for the Luttinger liquid by construction after expanding around
the Fermi level, is given for KPZ by x,(v)> ~ |a|*/? at large wave number 27a, indicating the
existence of a singularity at the Fermi level. From a mathematical point of view, the difference
amounts to the presence of polylogarithms with integer index (especially the dilogarithm Li,)
for various quantities in the Luttinger liquid case, while half-integer polylogarithms appear for
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KPZ.

2.6.3 KdV solitons

The exact formula for the probability Pg,.(h(y,3t) > x) ® with flat initial condition has a nice
interpretation in terms of a solution to the Korteweg-de Vries (KdV) equation representing in-
finitely many solitons in interaction, see e.g. [55-57] for an introduction to classical non-linear
integrable equations. As explained below, the relation to KdV suggests that the parameter v
appearing in various expressions in sections 2.2 to 2.5 should be interpreted as a moduli pa-
rameter for a class of degenerate hyperelliptic Riemann surfaces. The relation to KdV is most
visible on the Fredholm determinant expression (22), (23) for Pg,.(h(y, 3t) > x), which has
the same kind of Cauchy kernel (24) as KAV N-soliton 7 functions with N — oo.

We recall that any determinant of the form 7(x, t) = det(1 —Mﬁdv(x, t)) where Mﬁdv(x, t)

is a N x N square matrix with matrix elements MX%(x,t),, = e2XRa 20t A [+ 1p)
depending on 2N arbitrary coefficients x,, A, is called a 7 function for KdV, such that
u(x,t)= 23){2 log T(x, t) is a solution of the KAV equation

40,u =6ud,u+ 8fu . (20)

Such a solution corresponds to N solitons in interaction, the constants k, determining the
asymptotic velocities —K‘i of the solitons when they are far away from each other, and the
whole Cauchy determinant det(1—M ﬁdv(x, t)) describing how the solitons interact otherwise.

The KdV equation (20) belongs to a family of non-linear partial differential equations
known as the KdV hierarchy. The n-th equation of the hierarchy, n odd, involves derivatives
with respect to the space variable x and to a time variable t,. The case n = 3 corresponds
to (20), with t; = t. Soliton solutions to higher equations in the hierarchy are obtained by
replacing 2tx> in MX%V(x, t), , above by 2t,x™.

We observe that the probability Pg,.(h(y, 3t) > x) of the KPZ height with flat initial con-
dition, independent of y, can be written as an integral over v of a determinant (of Fredholm
type, i.e. corresponding to an infinite dimensional operator) with a kernel of the same form as
M E‘Oiv(x, t) above. Indeed, using (4), (64), (51), (184) and the Cauchy determinant identity

2
_ l—[a>beP(Ka —Kp)

det = , (21)
(Ka + Kp )a,bGP l_[a,bep(Ka + Kb)
see section 5.1.2 for more details, one has
c+Him v
Pﬂat(h(yz Bt) > X) = f 2_ Tﬂat(xz t) ’V) ) (22)
c—im 17
with the 7 function defined by *
Tat(X, £5 9) = 30T LMHOIRO) der(1 — My, (x, £5 ) , (23)

where yy is defined in (57), I, in (68) and Jy in (74). The operator My,(x, t; v), acting on
sequences indexed by Z + 1/2, has the kernel
erKa(v)+2tKg(v)+2 f:’oo dv %

Maacoe, 5)a = = e Y T 0)) 4

3The change (t,u, x) — (3t,x, y) in this section is needed to conform to standard notations for KdV.
“The exponential of a linear function of x in front of the Fredholm determinant does not contribute to
Ugqe = 2072108 Tp,,, Which is thus still solution of the KdV equation.
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with k,(v) a specific branch of v'4ima —2v defined in (50). When ¢ < 0, this is directly the
result from [40], see equations (124), (125). When ¢ > 0, a little more work is needed in
order to rewrite into (22) the integral for v between ¢ —ico and ¢ + ioco of the Fredholm
determinant in [39], which corresponds to a representation of R distinct from the one in 4),
see section 5.1.1.

KPZ with flat initial condition thus involves a 7 function for KdV, i.e.
Ugar(X, £57) = 282log Ty (x,t;v) is a solution of the KdV equation (20) for any ».
This solution corresponds to a gas of infinitely many solitons with (complex) velocities
—Ki(v) = 2v—4ina, a € Z+1/2. The probability Pg,(h(y,3t) > x) is obtained by averaging
Taac(X, t; v) over the common velocity modulo 2i7 of the solitons. Time variables for higher
equations in the KdV hierarchy naturally appear in (24) as ty,41 = xém”)(v) /(2m+ 1), see
equation (187).

The possibility to interpret KPZ as a gas of solitons was put forward by Fogedby [58]
starting with the WKB solution of the Fokker-Planck equation in the weak noise limit, with
in particular the prediction of the dispersion relation |k|*/? as a function of momentum k,
corresponding in our notations to Kg(v) ~ |a]?/? for large a, see also [59] for recent related
work.

Since flat initial condition corresponds to h(y,0) = 0, the probability Pq,.(h(y,3t) > x)
is expected to converge to 1oy when t — 0. Furthermore, since the KPZ height in finite
volume at short time must have the same statistics as the KPZ fixed point on R [60], one
should have Py, (h(y,4t) > —t'/3 x) — F;(x) when t — 0, where F; is the GOE Tracy-Widom
distribution from random matrix theory. This was checked numerically with good agreement
in [39]. In terms of the KAV interpretation, we conjecture that the short time limit corresponds
to the known scaling solution (t/4)*3u(—(t/4)/3x, t/3) = V/(x)—V?3(x) of (20), where V is
a solution of the Painlevé II equation V”(z) = 2V3(2) +2V(2) + a and a a constant which may
depend on v, see e.g. [61].

The relation to KdV allows to interpret the integration variable v in (1) as a moduli param-
eter for a class of singular hyperelliptic Riemann surfaces with infinitely many branch points. A
soliton solutions of KAV can indeed be seen as the limit & — 0 of a solution of KdV built in terms
of the theta function of the hyperelliptic Riemann surface with branch points 0, oo, Kﬁ +90,
Kﬁ — & when branch points Ki + & merge together on the Riemann surface, see [55,56]. The
oo-soliton solution ug,, corresponds in particular to the hyperelliptic Riemann surface with
branch points 0, co and singular points 4ita —2v, a € Z + 1/2, or equivalently to branch
points v, oo and singular points 2ita, a € Z + 1/2. The Riemann surface R on which the
parameter v lives before taking the trace in (1) thus describes the monodromy of the branch
point v of the hyperelliptic Riemann surface above around the singular points 2ina.

For sharp wedge initial condition, the Fredholm determinant expressions for P, (h(2y,
3t) > x) from [39, 40] are instead reminiscent of soliton solutions for the Kadomtsev-
Petviashvili (KP) equation 36}?u = 0,(40,u — (6ud,u + 8xgu)), a generalization of the KdV
equation for a function u(x, y, t) with two spatial dimensions, see e.g. [55-57]. The 7 func-
tions related to u by u(x, y, t) = 28x2 log T(x, y, t) and corresponding to N-soliton solutions of
the KP equation are of the form t(x,y,t) = det(1 — Mx' (x,y,t)), where the N x N matrix
MK (x, y, t), p = eXka )ty (ea—m)+t0a=n)+Aa /(x — 1), ) depends on 3N arbitrary constants
Kg> Mp> Aq. For KPZ with sharp wedge initial condition, calculations similar to the ones lead-
ing to (22), see section 5.2.2 for more details, allow to rewrite (10) in terms of a Fredholm
determinant as

c+Him
d

>in e OI2H0) der(1 — My (x, ¥, 5 7)), (25)

P, (h(2y,3t) > x) = f

c—im
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with Mg, (x,y, t; v) = Lg,(x, ¥y, t; v)Lg,(x,—y, t; v) and

eXKa(V)+yKZ(V)+tK2(V)+2 f:’oo dv f:((:))
Lo, y,t; V)0 p = . (26)
. “ Ka(V)(xo(v) + x5 (v))

When ¢ < 0, this is essentially the result from [40], see section 5.2.2. A similar Fredholm
determinant was also given in [39] for ¢ > 0, corresponding to a distinct representation of the
Riemann surfaces in (10).

The dependency on x, y and t in (25) is essentially the same as for KP solitons, with
N — 090, k, = k,(v) and 1, = —k,(v). The rest of the expression is similar to but different
from the Cauchy determinant M]Iv<P required for KP solitons. Interestingly, proper co-soliton
solutions of the KP hierarchy are known to appear for Laplacian growth [62], which belongs
to a universality class of growing interfaces distinct from KPZ.

A paper by Quastel and Remenik [63] about KPZ fluctuations on R appeared shortly after
our paper. There, the one-point cumulative distribution function with general initial condition
is shown to be a 7 function for the KP equation, without an extra integration like in (22), while
multiple-point distributions at a given time correspond to a matrix generalization of KP. This
suggest that there might still be a way to properly understand (25) in terms of KP solitons,
maybe a matrix generalization such as the one in [63]. Additionally, the distinction between
the solutions of Quastel-Remenik and ours for KPZ fluctuations is highly reminiscent of the
one for the KdV / KP equations between solutions on the infinite line, where an extension to
more singular initial conditions is required for KPZ [63], and quasi-periodic solutions involving
compact Riemann surfaces, which appear to become non-compact for KPZ.

2.7 Conclusions

Several exact results for KPZ fluctuations with periodic boundaries have been reformulated in
this paper in a compact way in terms of meromorphic differentials on Riemann surfaces related
to polylogarithms with half-integer index. We believe that KPZ universality would benefit from
a more systematic use of tools from algebraic geometry, especially more recent developments
about non-compact Riemann surfaces of infinite genus [64]. Conversely, the very singular and
universal nature of KPZ fluctuations suggests that objects appearing naturally for KPZ might
also be of some interest in themselves for the field of algebraic geometry, especially when
studying limits where the genus of Riemann surfaces goes to infinity.

A possible extension concerns the renormalization group flow h,(x, t) from the equilib-
rium fixed point A — 0 to the KPZ fixed point A — oo considered in this paper. Whether
the dynamics for finite A may also be expressed in a natural way in terms of Riemann sur-
faces is unclear at the moment. Hints of a duality [65] between the equilibrium fixed point
in an infinite system and the KPZ fixed point for periodic boundaries, with half-integer poly-
logarithms describing large deviations on both sides [66], suggest however the existence of
a tight structure holding everything together. Partial exact results relevant to finite A with
periodic boundaries have been obtained using the replica solution [37] of the KPZ equation
and a weakly asymmetric exclusion process [67,68] (see also [69,70] for recent exact results
with arbitrary asymmetry). The appearance of half-integer polylogarithms and ¢ functions in
related contexts of non-intersecting lattice paths [71], largest eigenvalues in the real Ginibre
ensemble [72,73] and return probabilities for the symmetric exclusion process [ 74] and quan-
tum spin chains [75] on Z with domain wall initial condition might also have some connections
to the equilibrium side of the duality.

Finally, the results of this paper are based on complicated asymptotics of Bethe ansatz for-
mulas for TASEP in the limit where the number of lattice sites L and the number of particles
N go to infinity with fixed density N/L [39-42]. A natural question is whether TASEP with
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finite L, N can already be described in terms of (finite genus) Riemann surfaces, so that the
infinite genus Riemann surface R would emerge in a more transparent fashion in the large
L, N limit. Tools from algebraic geometry have already been used in the study of the more
complicated Bethe equations for the asymmetric exclusion process with hopping in both di-
rections [76] and the related XXZ spin chains with finite anisotropy [77,78]. The limit where
the anisotropy of the spin chain goes to infinity, corresponding for the exclusion process to
the TASEP limit, seems however a better starting point since the Bethe equations have a much
simpler structure in that case, see e.g. [79,80] for related works.

3 Riemann surfaces and ramified coverings

In this section, we recall a few classical results about (compact) Riemann surfaces and ram-
ified coverings. The various properties are illustrated using two examples: hyperelliptic Rie-
mann surfaces H,, which are the proper domain of definition for square roots of polynomials,
and Riemann surfaces Ry defined from sums of square roots, which have the topology of
N — 1-dimensional hypercubes. The Riemann surfaces Ry are finite genus analogues of the
non-compact Riemann surfaces R introduced in section 3.8 and used for KPZ fluctuations in
section 2. We refer to [81-83] for good self-contained introductions to compact Riemann
surfaces and ramified coverings.

3.1 Analytic continuation and Riemann surfaces

Let us consider a function g, analytic in the complex plane C except for the existence of branch
cuts, i.e. paths in C across which g, is discontinuous. Extremities of branch cuts, called branch
points, correspond to genuine singularities of the function g,. The branch cuts themselves, on
the other hand, are somewhat arbitrary. The domain of definition of g, can be extended by
analytic continuation along paths crossing the branch cuts. In the favourable case considered
in this paper, successive iterations of this procedure lead to functions g;, i € I analytic in
C except for the same branch cuts as g, such that the function g; on one side of a branch
cut continues analytically to another function g; on the other side of the same branch cut.
The collection of all branches g; represents a multivalued function. Multivalued basic special
functions usually come with a standard choice for the principal value g.

Considering the domains of definition of the functions g; as distinct copies C; of the com-
plex plane °, the Riemann surface M for the function g is built by gluing together the sheets
C,; along branch cuts, and we use the notation [z,i], z € C for the points on the sheet C; of
M. More precisely, let z, be a branch point of g; and y a branch cut issued from z,. Calling
by “left” and “right” the two sides of vy, we glue the left side of the cut in the sheet C; to the
right side of the cut in the sheet C; if g; is analytically continued from the left to g; across
the cut, and we glue the right side of the cut in the sheet C; to the left side of the cut in the
sheet C; if g; is analytically continued from the right to g; across the cut. Additionally, the
branch points [z,,1], [2,,]], [2.,k] of the sheets C;, C;, Cy represent a single point on M,
[2,,1] = [2,,J] = [2,,k]. The Riemann surface M is independent of the precise choice of
branch cuts for g,: the branch cuts only determine a partition of M into sheets C;, and the
notation [z, 1] for the points of M thus depends implicitly on the choice of branch cuts.

SFor the sake of simplicity, we consider in this paper concrete Riemann surfaces, defined in terms of analytic con-
tinuation of functions and close to Riemann’s original presentation, and not the more abstract modern formalism
in terms of an atlas of charts and transition functions. All the Riemann surfaces considered in this paper can be
understood as the natural domain of definition of some explicit multivalued function, and thus come with a natural
ramified covering from the Riemann surface to C.
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Figure 3: Neighbourhood of a point ¢ = [z,,C,] = [2,,C_] in a Riemann surface
(right) such that z, is a branch point of the function g, from which the Riemann
surface is built. The neighbourhood is formed by gluing together along the branch
cut originating from g two half-disks obtained from taking the square root of full
disks from the sheets C.. (left). The complex numbers z, parametrize half a neigh-
bourhood of g in C.. The local parameter y at q is a complex number that fully
parametrizes the neighbourhood of g.

A function g can then be defined on the Riemann surface M by g([2,i]) = g;(z). Locally,
the neighbourhood of any point of M looks like an open disk of C, and the function g is ana-
lytic there. This is obvious by construction, except around branch points where one needs to
introduce a non-trivial local coordinate y to parametrize the neighbourhood. We mainly con-
sider in the following branch points z, of square root type, such that g;(z) ~ §;(z)+/z — 2, when
z — z,, where the g; are analytic and with a branch cut for the square root determined by the
branch cuts of the g;. A possible local parameter is then y = /z —z,, and g;(z) ~ y §;(z.+y?)
is indeed analytic around y = 0. A neighbourhood of z, in M may be built using the local
parameter y by gluing together two half-disks as in figure 3.

All the construction goes through in the presence of isolated poles, with analytic functions
replaced by meromorphic functions. Additionally, it is often convenient to make Riemann sur-
faces compact by adding the points at infinity of the sheets, with appropriate local parameters
ensuring that the neighbourhoods of these points are regular. In the simplest case where g, is a
rational function without branch points and M is thus made of a single sheet C, the associated
compact Riemann surface is called ° the Riemann sphere C=Cu{oco}.

3.2 The Riemann surfaces H, and Ry

We consider in this section two concrete examples of the construction above. Let 2y, ..., 2y
be distinct complex numbers, that are fixed in the following. We choose for simplicity of the
pictures (and also because it will be the case of interest for KPZ) the z;’s to be purely imaginary
and equally spaced, Imz; < ... < Imgy, but this choice is not essential here. We define the

functions
hi(2)=+/2—2; X...X y/2—2y 27)

60Other notations for C include C, C.,, or P}(C), CP! when interpreted as the complex projective line.
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Figure 4: Three different choices of branch cuts (solid lines) for the function h,
defined in (27) with N = 5. The branch points z; are represented by dots. The
function h, is multiplied by —1 after crossing any branch cut.

and
fo@)=+z2—2 +...+/z2—2y (28)

of a complex variable z, which inherit branch cuts from the square roots (see respectively
figures 4 and 5 for some possible choices of branch cuts). The functions h, and fj can be
extended by the procedure described in the previous section to analytic functions h and f
defined on compact Riemann surfaces Hy and Ry. The Riemann surface Hy, called hyperel-
liptic and used here mainly for illustrative purpose, has links to the KdV equation discussed in
section 2.6.3. The Riemann surface Ry, on the other hand, is a simplified, finite genus version
of the Riemann surface R introduced in section 3.8, and in terms of which KPZ fluctuations
are expressed in section 2.

We begin with the function h, defined in (27), analytic on a sheet called C,, with the
choice of branch cuts on the left in figure 4. Analytic continuation across branch cuts gives
h_ = —h,, which lives on another sheet C_. The Riemann surface Hy is formed by the
two sheets C,. glued together, and h, extends analytically to a function h defined on Hy by
h([z,£]) = h+(2). Locally, the neighbourhood of any point of H looks like an open disk of
C (see figure 3 for the neighbourhood of [z;,+]), and the function h is analytic there. The
points at infinity [ 0o, +] are poles of the function h. A local parameter y for these points is
y =z Vif Niseven and y =z /2 if N is odd. In the former case, the poles of h at [ 00, +] and
[oo, —], which are distinct points of Hy, are of order N/2. In the latter case, oo is a branch
point of hy and the point [co,+] =[00,—] is a pole of order N of h. The function h also has
N zeroes, the points [2;,+] = [2j,—], j = 1,...,N. The total number of poles of h, counted
with multiplicity, is thus equal to its number of zeroes. This is in fact a general property valid
for any meromorphic function on a compact Riemann surface.

Compared to the hyperelliptic case discussed above, analytic continuations across branch
cuts of fy defined in (28) have a richer structure, since all the square roots are independent:
each one may change sign independently across branch cuts. The corresponding Riemann
surface Ry is thus made of 2V sheets labelled by sets of integers between 1 and N, P C [[1,N]],
indicating the square roots coming with a minus sign. It will be convenient in the following
to distinguish two systems of sheets G, and F, partitioning Ry, corresponding respectively
to the choice of branch cuts on the left and on the right in figure 5. The points of R, will
be written as [2,Gp] or [z, Fp] when specifying the choice of sheets is needed, and simply as
[z, P] otherwise. The analytic function f on Ry induced by f; is defined by f([z, P]) = fp(z),
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Figure 5: Two different choices of branch cuts (solid lines) for the function f; defined
in (28) with N = 5. The branch points are represented by dots. The sets labelling
the sheet reached after crossing branch cuts from either side starting from the sheet
labelled by P c {1, 2,3,4,5} is indicated near the branch cuts.

with fp(2) = Y, 0;(P)/z—%; and

{2221

The number of square roots that have changed sign in fp compared to fj is equal to the number
|P| of elements in P.

The connectivity of the sheets Gp and Fp in Ry following from analytic continuation can
be expressed in terms of the symmetric difference operator ©, defined as union minus inter-
section:

PoQ=(PUQ\(PNQ). (30)

The symmetric difference operator © is associative, commutative and verifies P© P =) and ’
PoeQ+n=(P+n)e(Q+n)forneZ. A collection of sets closed under union, intersection
and complement forms a group with the operation ©. The identity element is the empty set 0,
and the maps o, act as group homomorphisms, o,(P © Q) = 0,(P) c,(Q).

Crossing the branch cut associated to z; from the sheet Gp leads to Gpgyj; (see figure 5),
and one has the local parameters y = +,/z —z; with the same half-disk construction of fig-
ure 3 as for Hy around the points [z, Gp] = [2}, Gpe(j}]- In the sheet Fp on the other hand,
crossing the branch cut between z; and z;,; (with zy,; = 00) leads to Fpg ;7 (see figure 5).
There, an additional difficulty for constructing local parameters is that the branch points z;,
j=2,...,N —1 lie on branch cuts, and must thus be labelled by an additional index 1 or r
depending on whether the point is on the left side (1) or the right side (r) of the cut. A neigh-
bourhood of [(z;), Fp] = [(z; )1, Fre1,ig] = [(21)r, Fregjy] = [(2i)1; Frep1,j—17] is constructed
in figure 6 by gluing quarter disks together.

The points at infinity are branch points of the functions fp. Considering the partition of
Ry with sheets Fp, one has [00, Fp] = [00, Fpg1 N7 ], See figures 5 and 7 right. For the
sheets Gp, points at infinity can be reached from N directions in figure 5 left, and one has to
distinguish points [00},Gp], j =1,...,N, with the identifications [00;,Gp] = [ooj_l,gpe{j}],
see figure 7 left.

7We choose symmetric difference to have precedence over addition, so that P © Q +n means (P © Q) + n.
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Fpel[1,i] .

Fpeyj}

Fpe[1,j—1]]

Figure 6: Neighbourhood of q = [(z;),, Fp] = [(z;)1, Freg1,ig] = [(2))r Freg))]
= [z, Fpepi,j—17l, 2 < j < N—1 in Ry, formed by gluing four quarter-disks
obtained from taking the square root of half-disks in the sheets Fp, Fpg1,j7, Fre(j}
and Fpgy,j—17- The complex numbers z parametrize quarters of neighbourhoods of
g in the various sheets. The local parameter y fully parametrizes a neighbourhood
of g, with y = 0 corresponding to q.

3.3 Genus

From a purely topological point of view, a Riemann surface is a two-dimensional connected
manifold. In the case of a closed (i.e. without boundary), compact Riemann surface such as
(E, Hy or Ry above, the manifold is fully characterized up to homeomorphisms (i.e. con-
tinuous deformations with continuous inverse) by a single non-negative integer, its genus g,
corresponding to the maximal number of simple non-intersecting closed curves along which
the manifold can be cut while still being connected. The case g = 0 corresponds to a sphere,
g =1toatorus and g > 2 to a chain of g tori glued together, see figure 8.

The additional complex structure of Riemann surfaces detailing how sheets are glued to-
gether gives more freedom, and two Riemann surfaces of the same genus are not necessarily
isomorphic (i.e. there may not exist a holomorphic homeomorphism with holomorphic inverse
transforming one into the other). The genus O case is an exception, for which a single Rie-
mann surface exists up to isomorphism, the Riemann sphere C. For genus 1, the equivalence
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Figure 7: Compact representation of branch cuts for the sheets Gp (left) and Fp
(right) of R after adding the points at infinity. The branch cuts are represented as
straight lines for clarity, and distances are not meaningful.

N% N

N p N i i ~ O

7~ N

Figure 8: Sphere, torus, and surface with genus g = 5, along with hypercubes of
dimensions 1, 2, 3 made of spheres connected with cylinders that can be mapped to
them by continuous deformations.

classes up to isomorphism are indexed by a single complex number 7 (defined up to modular
transformations), such that the parallelogram with vertices 0,1, 1+ 7, T becomes a torus when
opposite sides are glued together. For higher genus g > 2, the moduli space of all Riemann
surfaces is parametrized by 3g — 3 complex parameters.

The Riemann surfaces H; and H, are both isomorphic to the Riemann sphere, while 75
and H, are tori. More generally, the genus of the hyperelliptic Riemann surface H, is known
to be equal to either (N—1)/2 or (N—2)/2 depending on the parity of N. Similarly, R; (which
is exactly the same as H; since fy = h, when N = 1) and R, (see figure 9) are also isomorphic
to the Riemann sphere, while R is a torus, see figure 10. More generally, the genus gy of Ry
grows exponentially fast with N, as

gy =1+(N—-3)2"72, (31)

which can be proved by induction on N. Indeed, cutting Ry along a path joining [zy, Fp] and
[00, Fp] in every sheet Fp splits Ry into two disconnected pieces (corresponding to sheets
Fp with either N € P or N ¢ P), each component having 2V~ boundaries corresponding to
the cycles [00, Fp] = [00, Fpgring] = [(@n ) Freqingl = [(2n)r Fp]l — [00, Fp]. Both
pieces are homeomorphic to Ry_; with 2V~ boundaries, which are connected two by two
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Figure 9: Representation of the surface corresponding to the Riemann surface R.
The sheet Gy is represented on the left, with a cut linking the points [z, Gy], [25, Gy]
and [00,Gy]. Opening the cut, all the other sheets Gy}, G9}, Gy, fit within the
opening. The graph made by the cuts of all sheets is planar, and R, is isomorphic to
the Riemann sphere C.

in Ry. This leads to the recurrence relation gy,; = 2gy + 2¥~! — 1, since gluing together
both pieces along a first boundary leads to a surface with twice the genus of Ry_;, and each
additional gluing adds a handle to the surface and hence increases the genus by 1. We observe
that the Riemann surface Ry is thus homeomorphic to a N — 1-dimensional hypercube [84]
whose nodes are spheres and edges cylinders connecting the spheres, see figure 8.

3.4 Ramified coverings

Maps between Riemann surfaces acting as holomorphic functions on local parameters, called
holomorphic maps, are a powerful tool in the study of Riemann surfaces. They allow in partic-
ular to define a notion of equivalence between Riemann surfaces having essentially the same
complex structure: two Riemann surfaces are called isomorphic when there exists a bijective
holomorphic map with holomorphic inverse between them.

Given two Riemann surfaces M and N, a ramified covering (or branched covering, or
simply covering map ® here for simplicity) such that M covers A/ (or \ is covered by M)
is a non-constant holomorphic map from M to N, which is then surjective by analyticity.
Ramified coverings allow to relate complicated Riemann surfaces to simpler Riemann surfaces.
In particular, for any Riemann surface M, there exists at least one ramified covering from M to
the Riemann sphere C, i.e. a non-constant meromorphic function on M. Conversely, defining
a concrete Riemann surface M = {[z,i],z € C,i € I} by gluing domains of definition of
branches i € I of a multivalued function gives the natural covering map [z,i] — z.

Let p : M — N be a branched covering and p € M. Then, there exists a unique positive
integer e, € N* such that one can choose local coordinates y and z for the neighbourhoods
around p and p(p) in such a way that z = y. The integer e, is called the ramification index
of the point p for the covering map p. A ramification point of p is then a point p € M such
that e, > 2, with e, = 2 corresponding to ramification points of square root type. Around
such points, the mapping p is not injective, and the inverse function p~' is multivalued. The
branch points g € N of p are the images by p of the ramification points p € M.

8Not to be confused with the topological notion of a covering, which does not have ramification points.
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{1} {1,2,3}
{1,2} {1,3}

{2} {3}
] {2,3}

Figure 10: Representation of the torus homeomorphic to the Riemann surface R.
Opposite sides of the fundamental domain represented by the region in the middle
are identified. The connectivity of the sheets G, partitioning R is represented by
the labels P C {1, 2, 3} of the sheets.

Ramification points form a discrete subset of M. Furthermore, if M is compact, the num-
ber of branch points is finite, and so is the number of preimages of any g € A/ by p. In that
case, there exists a unique positive integer d € N*, the degree of the branched covering, such
that foranyqe N, d = Zpe o-1(q) €p- For generic points g € N not branch points of p, the set
of preimages p~'(q) € M has exactly d distinct elements.

The construction of a concrete Riemann surface M by gluing together a discrete number
of copies C;, i € I of the Riemann sphere along branch cuts of some function, which we used
above to define H, and Ry, naturally gives the ramified covering [2,i] — 2 from M to C.

New meromorphic function can be built from known ones using ramified coverings. Let
p : M — N be a branched covering and ¢ »4, @ - meromorphic functions defined respectively
on M and N. Then, the composition ¢ s © p is a meromorphic function on M. For instance,
the ramified covering p : [z,P] — [z,(—=1)""!] from Ry to Hy generates from the function
h on Hy defined from (27) the function h o p meromorphic on Ry, which is essentially the
same function as h but defined on a bigger space: Hy is only the “minimal” closed, compact
Riemann surface on which h. can be extended to a meromorphic function.

Conversely, tracing over preimages of p defines a function tr, ¢\ as

(tr, ea)@ = D @(p), (32)

pEM

p(p)=q
which can be shown [85] to be meromorphic on A. This can be illustrated by considering
the covering map p : [z, P] — z from Ry to C. Starting with the function f meromorphic on
Ry defined from (28), all the square roots cancel in the trace and one has tr, f = 0 which
is indeed defined on C. Less trivially, allowing essential singularities at infinity, the function
(tr, e*)(z)=2N 1—[;\121 cosh(2,/z —z;) is also analytic in C.

The Riemann-Hurwitz formula gives a relation between ramification indices e, for a

branched covering p : M — N of degree d and the respective genus g,,, gy of the Rie-
mann surfaces M and N:

1
gM=d(gN—1)+1+5p§A(ep—1), (33)
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where only ramification points contribute to the sum. In particular, one has always g 4 > g/-
Considering a triangulation of M with vertices at ramification points of p, the Riemann-
Hurwitz formula is a simple consequence of the expression for the Euler characteristics
x = 2—2g in terms of the number of vertices, edges and faces of the triangulation.

The Riemann-Hurwitz formula allows one to recover the expression (31) for the genus
of Ry. We introduce the ramified covering [z,P] — z from Ry to C for some choice of
branch cuts. This covering has degree d = 2V, and its ramification points, all with ramification
index 2, are the [z;,P] and [oco, P]. Each one is shared between two sheets (or four half-
sheets, compare figures 3 and 6), so that the total number of ramification points is equal to
(N +1)2N~1, Taking g, = 0 in (33) since the target space is C gives again (31).

3.5 Quotient under group action

Quotients of Riemann surfaces by the action of their holomorphic automorphisms (i.e. bijective
holomorphic maps from the Riemann surface to itself) generate new Riemann surfaces. Let
M be a Riemann surface and § a group of holomorphic automorphisms of M acting properly
discontinuously on M, i.e. for any point p € M, there exists a neighbourhood U of p in M
such that the set {h € h,hU N U # B} is finite, with hU = {hq,q € U}. The quotient M/} is
then also a Riemann surface, whose points g € M/ are identified to orbit of p € M under
the action of h, and the covering map p — q from M to M /b is ramified at the fixed points of
b.

Instead of considering the points of M /h as equivalence classes under the action of b,
it is often convenient to choose a fundamental domain F in M such that {h F,h € h} is a
partition of M. Then, M/h can be identified as F with additional boundary conditions. A
genus 1 Riemann surface, which has the topology of a torus, can for instance be defined as the
quotient of C by a group of translations in two directions, and the fundamental domain may
always be chosen as a parallelogram whose opposite sides are glued together, see figure 10.

Given two Riemann surfaces M, N and a covering map p from M to N, a holomorphic
automorphism h of M is called a deck transformation for p if h is compatible with p, i.e.
p oh=p. A deck transformation is fully determined by the permutation it induces on p~*(q)
with g € NV not a branch point of p.

3.6 Homotopy and homology

Let M be a Riemann surface and p € M. Closed loops on M with base point p are continuous
paths on M starting and ending at p. The set of equivalence classes of such loops under
homotopy (i.e. continuous deformations) forms a group 7;(M) for the concatenation of the
paths, called the first homotopy group (or fundamental group), which is independent from
the base point up to group isomorphism.

Let M and N be two Riemann surfaces, p : M — A a covering map, p € M not a
ramification point of p and y a continuous path in \ starting at p(p) and avoiding the branch
points of p. The lift y-p of y to the point p is the unique path in M starting at p whose image
by p is y. Considering a partition of M into sheets C; such that any point q € A has a single
preimage under p in each sheet C;, we also write y-C; for the lift of the path y ¢ N to the
preimage p € C; of the starting point of y. Even if y is a closed path on A/, the lift y-C; is
not necessarily a loop on M, since its endpoint may be in any sheet C;, but loops from any
equivalence class in 71 (M) may be obtained by the lifting procedure.

Considering the example of the covering map p : [2,Gp] — z from Ry to C, we call 0; the
loop in C encircling only the branch point zj, once in the counter-clockwise direction. Then,
the lift GJ.Z-QP is homotopic to an empty loop on Ry, see dashed path in figure 3. Any loop on
Ry may be written up to homotopy as 6, ...0; -Gp, where each 6; appears an even number
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a) {1,2,4} b)

{1,2} {1,4}

Y = 9291 94949291'g{2} + £4,2'g{1,2}
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{2} {1} {2}

NI NI
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Figure 11: Homology class of a loop y = 6;, ...0; -Gp on the Riemann surface Ry
rewritten as a combination of loops £, G-

of times in the product so that the final sheet G,, Q = P © {j;} ©...© {ji} is the same as the
initial sheet Gp.

Considering several loops based at a point p of a Riemann surface M, the homotopy class of
their product y may depend on the order of the loops in y. On the other hand, the integral of a
holomorphic differential (see next section) over vy is independent of the order of the loops in 7.
This motivates the definition of the first homology group H;(M,Z), a commutative version of
the fundamental group 7, (M), for which an additive notation is used for the concatenation of
loops. For a compact Riemann surface of genus g, it is known that a minimal set of generators
of H,(M,Z) must have 2g elements.

An overcomplete set of generators for H;(Ry,Z) is given by the loops £} - Gp,
1<a<b<N,Pc[1N]], with {,;, = 0,0,0,6,. Indeed, considering a general loop
y =0 ...0; -Gp of m1(Ry), the sets P = Q,Q;,...,Qi_1,Qr = P indexing the sheets G,
crossed by y are such that two consecutive sets Q;, Q;,; may only differ by a single element,
and their cardinals |Q;|, |Q;;1| differ by 1. Choosing an index i such that |Q;| is a local max-
imum in the sequence, two situations can occur: if Q;_; = Q;1,, then j;_; = j; and 6,6, |
is homotopic to the identity and can be erased. Otherwise Q;_; # Q;;1, and there exists
a,be€[[1,N]], a # b such that Q; contains both a and b, Q;_; =Q; \ {b} and Q;.; = Q; \ {a}.
The loop then contains the factor 6;6,, which can be replaced by 6,6y, reducing the value of
|Q;| by 2 at the price of adding ¢, ,-Q;_; to the loop, which has the form desired, see figure 11
for an example.

3.7 Differential 1-forms

Let M be a concrete Riemann surface equipped with a covering map p : [2,i] — 2z from
M to C. A meromorphic differential w on M, also called an Abelian differential, is a dif-
ferential 1-form such that at any p = [2,i] € M away from branch points of p one can
write w(p) = h;(z)dz with h; the branch of a meromorphic function h on the sheet C; of
M. At a ramification point [z,,i] of p with ramification index e > 2, one has instead
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w([2,,i]) = ey¢ 1 hy(z, + y°)dy in terms of the local coordinate y, y* =z —z,.

A meromorphic differential has a pole (respectively a zero) of order n at p = [z,i] away
from ramification points if the function h as above has a pole (resp. a zero) of order n at
p, and the residue of the pole is equal to the corresponding residue of h;. For ramification
points with local coordinate chosen as above, poles and zeroes of w correspond to poles and
zeroes of e y* ' h,(z, + y°) at y = 0, and the residue of a pole, equal to the corresponding
residue at y = 0, is independent from the choice of local coordinate. We observe that poles of
h at branch points may be cancelled in w by the factor y¢~! if the order of the pole is strictly
lower than the ramification index. For a compact Riemann surface of genus g, the degree of
a meromorphic differential, i.e. the total number of zeroes minus the total number of poles
counted with multiplicity, is equal to 2g — 2.

It is convenient to classify meromorphic differentials into three kinds depending on their
poles. Meromorphic differentials of the first kind, also called holomorphic differentials, cor-
respond to the special case where the differential has no poles. Holomorphic differentials are
closed, i.e. the integral of a holomorphic differential on a path on M does not change if the
path is deformed continuously while its endpoints are kept fixed. Equivalently, the integral
of a holomorphic differential over a loop depends only on the equivalence class of the loop
under homology. In particular, if the loop is homologous to 0 € H;(M,Z), the integral is
equal to 0 € C even though the loop may not be homotopic to an empty loop. Holomorphic
differentials form a vector space H'(M, C) of dimension 2g, dual to the first homology group
H{(M,Z), and are the basic ingredients to build theta functions, a fundamental object in the
theory of compact Riemann surfaces in terms of which 7 functions for the KdV equation can
for instance be built. For the Riemann surface Ry, a basis of holomorphic differentials is given
by the wqx, Q C [[1,N]], k integer with 0 < k < (|Q| —3)/2, equal at [z, P] not a ramifica-
tion point to wq ([, P]) = zkdz/ l_[eeQ v/2—2;. One can check that there are indeed 2gy
holomorphic differentials w, y, each one having degree 2gy —2 with gy given by (31).

Meromorphic differentials of the second and third kind have poles. Meromorphic differ-
entials of the second kind only have multiple poles with no residues, and are thus closed like
holomorphic differentials. Meromorphic differentials of the third kind, on the other hand, also
have poles with non-zero residue, and the integral over a small loop with winding number 1
around a pole is equal to 2i7 times the residue of the pole, like for meromorphic functions on
C.

As with meromorphic functions, the trace of a meromorphic differential w on M with
respect to a covering map p from M to N is defined as a sum over all preimages of p,

(tr, )@= ). w(p). (34)

pEM
p(p)=q

If e is holomorphic on M, tr,, w is then holomorphic on A [85]. This observation is crucial
for the application to KPZ in section 2 in order to move freely contours of integration between
the left side and the right side of the cylinder C.

3.8 Infinite genus limit

We consider in this section an infinite genus version R of the Riemann surface R. Riemann
surfaces R and R* in terms of which KPZ fluctuations are described in section 2 are con-
structed as quotients of R under the action of groups of holomorphic automorphisms.

3.8.1 Riemann surface R

The Riemann surface R can be understood informally as a limit N — oo of Ry with the choice
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[5im, P]
Cpes,
[3im, P]
Cpes,
[ir, P]
Cp
[_iﬂ:: P]
Cpes,
[—3im, P]
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Figure 12: Choice of branch cuts (red, vertical lines) partitioning the Riemann surface
R into the sheets Cp, P _ Z + 1/2. The ramification points of the covering map II
from R to the infinite cylinder C are represented with red dots. The connectivity of
the sheets is indicated near the cuts, with B,, defined in (35) and © the symmetric
difference operator from (30).

of branch points 2int(Z + 1/2) for the covering map [v,P] — v. Topologically, R is thus an
infinite dimensional hypercube made of spheres connected by cylinders, see figure 8 for finite
genus analogues Ry. The Riemann surface R is understood more concretely in section 4.4
as a natural domain of definition for polylogarithms with half-integer index, which generalize
the finite sum of square roots (28) on Ry .

Branch cuts are chosen such that R is partitioned into infinitely many sheets Cp indexed
by subsets P of Z+1/2 °, copies of the complex plane slit along the cut (—ico, —ir]U[in,ic0)
with the points on the cut belonging by convention to e.g. the left part of the cut. Introducing
for n € Z the sets

BO=® n=20
B, =1{1/2,3/2,...,n—1/2} n>0 | (35)
B,={n+1/2,...,—3/2,~1/2} n<o0

the sheets Cp and Cpgp are glued together along both sides of the cut 2in(n—1/2,n+1/ 2)10,
with © the symmetric difference operator defined in (30), see figure 12.

Since the branch points 2ima, a € Z + 1/2 are equally spaced, there exists a covering map
II:[v,P]—v —2in[I;n—nv], with [I;nnv] the integer closest to I;“—nv, from R to the infinite cylinder
C = {v € C,v = v+ 2in}, see figure 1. Using the covering map A : v — e’, the infinite
cylinder is completely equivalent to C* = C \ {0}, i.e. the Riemann sphere punctured twice
Cc*=C\ {0, 00}.

A subtle issue concerns whether sheets indexed by infinite sets P should be considered
when building R, as such sheets can not be reached from sheets indexed by finite sets without
crossing infinitely many branch cuts. Since only sheets indexed by finite sets appear in our
formulas for KPZ fluctuations in section 2, we avoid this issue completely and define R by
gluing together only the sheets indexed by finite sets P  Z + 1/2 with cardinal |P|. A related
issue concerns the status of the points at infinity in R. Unlike in Ry, we may not add these

points to R since they correspond to an accumulation of ramification points for the covering

°The choice of sets of half-integers instead of integers to label the sheets is for symmetry between analytic
continuations above and under the real axis for the functions of section 4.

19The choice of “vertical” branch cuts like for the sheets F, of Ry instead of “horizontal” branch cuts like for
the sheets G, is for better compatibility with translations by integer multiples of 2ir later on.
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map [z, P]— z. The two points at infinity on each sheet (on the left side and on the right side
of the cut) are thus considered as punctures of R, i.e. infinitesimal boundaries.

Homology classes of loops on R avoiding the punctures are generated by the same loops
€,p-P,a <Db€&Z+1/2 as the ones defined for the finite genus analogue Ry in section 3.6,
with 6, now encircling 2ima. Additionally, paths between punctures play an important role for
explicit computation of analytic continuations between the various sheets Cj for the functions
needed to express KPZ fluctuations.

3.8.2 Riemann surface X

Anticipating the fact that some functions on R defined in section 4 have special symmetries
when their variable [v,P] € R is replaced by [v + 2im, P], we are lead to define also the
quotient R of R under the action of a group of translations.

Let us consider the bijective operators Ty, ' acting on finite sets P — Z+1/2by T)P = P+1
and T.P = (P+1)e{1/2}. For any m € Z, the iterated composition of these operators is given
by

T"P =P +m, (36)
T"P=(P+m)©B,.

The operators Ty, generate two groups Gy, = {Tﬁ’r‘,m € Z} acting on Z + 1/2. The empty
set is invariant under Tj, and {@} thus constitutes an orbit under the action of G;. The other
orbits under the action of G, are the infinite collections of sets P obtained from one another
by shifting all the elements by an integer m, and equivalence classes of sets in the same orbit
may be labelled by e.g. sets P whose smallest element is equal to 1/2. Each orbit under the

action of G,, on the other hand, contains infinitely many elements. The identity
|(P+m)© Byl —[(P+m)©By|-=|P|,—|Pl_+m, (37)

with |P|, (respectively |P|_) denoting the number of positive (resp. negative) elements of
the set P, indicates that each orbit under the action of G, contains a single element P with
|P|, = |P|_, which may be used to label the equivalence class.

Let us now consider the map 7 defined on the left side of the sheet Cyj of R by
T1v,0] = [v + 2in,0], Rev < 0. The map 7 can be extended from the left side of Cy to
R by lifting as follows: let vy € C with Revy < 0 and y = {y(t),0 < t < 1}, a path con-
tained in C \ 2in(Z + 1/2) starting at 7(0) = v,. The lifts y-@ and (y + 2in)-@ are paths on R
starting respectively at [vy,#] and [v, + 2im,@]. Calling [v, P] the endpoint of y-@, induction
on the number of times y crosses the imaginary axis implies that the endpoint of (y + 2ir)-@
is [v + 2im,P + 1] if Rev < 0 and [v + 2im,(P + 1) © {1/2}] if Rev > 0, independently of
vy and y. Checking carefully what happens when v is on the imaginary axis, especially in
a neighbourhood of points of the form [(2ima)y,, P], we observe that the map 7 defined by
T(v,P]) = [v+2in,P + 1] when Rev < 0, 7([v,P]) = [v + 2in,(P + 1) © {1/2}] when
Rev > 0 and extended by continuity to Rev = 0 is a homeomorphism of R, and hence an au-
tomorphism since it is locally holomorphic. The map 7 is additionally a deck transformation
for the covering map I1 from R to the infinite cylinder C. The iterated composition 7™, m € Z
is given by

- [v+2imtm, T/"P] Rev <0
TH(v.PD = { [v +2imm, T"P] Rev>0"~

with Tl’l’rl defined in (36). The group § = {7™,m € Z} acts properly discontinuously on R, and

(38)

we call R = R/§ the Riemann surface quotient of R under the action of §.

'We write 1|r in the following as a shorthand for either the left side 1 or the right side r of a cut.
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minP =
=|P|_+1
minP =1/2 : R P|-
minP =—1/2
-1
Sa Y.
g |Pl, =|P|-—1

Figure 13: Two choices for a fundamental domain of R under the action of §, from
which R = R/§is built. The fundamental domain is the hatched portion. How sheets
are glued together along branch cuts (red lines, with dots for the branch points) is not
represented for clarity. The picture on the left represents all sheets Cp, P C Z + 1/2
above one another, with the fundamental domain made of the infinite strips Sg cor-
responding to points [v, P] with —m < Imv < 7. The picture on the right represents
half-sheets (C}D grouped according to the value of minP (if P # 0; the half-sheet

(CB is cut into half-infinite strips Sé’m) and half-sheets C}, grouped by the value of

|P|+ - |P|—-
0 0
Sp_y Spe{1/2}—1
Sp
0 ) 0
8P+1 S(P+1)e{1/2}

Figure 14: Connectivity of the infinite strips Sg, P C Z+1/2 partitioning the Riemann
surface R. The red dots represent ramification points for the covering map /5 sending
all the strips to the infinite cylinder C.

The Riemann surface R may be partitioned into half-sheets (C}llr by taking as a fundamental
domain for § the left side of the sheets Cp of R with some choice of representatives P for the
orbits under the action of Gj plus the right side of the sheets Cp, with some choice P of repre-
sentatives for the orbits under the action of G,, with the additional identification v = v + 2in
for the sheet (C}D since {@} is an orbit under the action of Gj, see figure 13 right. How sheets
are glued together along the cuts depends on which representatives are chosen for the orbits.

Alternatively, we consider a partition of R into half-infinite strips

Sy™ = {[v,P],Rev < 0,2n(m —1/2) < Imv < 271(m +1/2)}, (39)
Slr;m ={[v,P],Rev>0,2n(m—1/2) <Imv <2n(m+1/2)}.

The domain Sp' = Sll,’m U Slr;m, contained in the sheet Cp, is connected only when m = 0,
see figure 13 left. A fundamental domain for the action of § in R may be chosen as the Sg
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[v + 2im, §]

|

[v,0]

Figure 15: Examples of paths on R which are also closed loops on . The solid curves
belong to Cy and the dashed lines to Cg,,m=2,1,—-1,-2 from top to bottom.

indexed by all P C Z+ 1/2. In the Riemann surface R, the upper part Imv = 7 of Sg is glued
to the lower part Imv — —m of 82_1 on the left side, while the upper part of Sg is glued to

the lower part of Sg o{1/2)—1 O1 the right side, see figure 14. This choice of a fundamental

domain naturally defines the covering maps I1 : [v,P] — [v — Zin[hzn—nv],P] from R to R and
P :[v,P]— v from R to the infinite cylinder C. KPZ fluctuations with flat initial condition are
expressed in section 2.2 in terms of the trace over 5 of a holomorphic differential on .

The existence of the covering map II from R to R implies that any loop £,;-P on R
project to a loop on K. There exists however loops on R that may not be obtained in
such a way, for instance starting from Cg, the paths [v —in,@] — [v +in, 0], Rev < 0 and
[v,0] — [(2imm),, 0] = [(2imm),,B,,] — [v + 2intm,B,,], Rev > 0, m € Z represented in
figure 15 are closed on R but not on R.

3.8.3 Riemann surface R*

We define in this section Riemann surfaces R*, A C Z + 1/2 such that the elements a € A
correspond to branch points 2ira that have been “removed” compared to R.
Let us consider the involutions D,, a € Z + 1/2 acting on finite sets P — Z + 1/2 by

D,P=Po{a}. (40)

For A C Z+1/2, we call G® the commutative group generated by the D,, a € A. The orbit
of any P C Z + 1/2 under the action of G2 is the collection of all sets Q = Z + 1/2 such that
Q\ A =P\ A, and orbits can thus be labelled by the sets P such that PN A = §.

The group G* acting on sets can be upgraded to a group acting on the Riemann surface
R. By the commutativity of symmetric difference, the maps D,, a € Z + 1/2 defined by

D,[v,P]=[v,D,P] (41)

are holomorphic automorphisms of R, and deck transformations for the covering map I from
R to the infinite cylinder C. The group g* generated by the D,, a € A acts properly discon-
tinuously on R, and the quotient R® = R/g* is a Riemann surface. One has in particular
RY=R.

Choosing for fundamental domain the collection of sheets Cp with P N A = {J, the con-
struction above defines the covering map IT® : [v,P]— [v,P\ A] from R to R?, and R* may
be partitioned into sheets Cp, P N A = §§, images of the sheets of R by IT*, see figure 16. The
sheet Cp of R? is glued to the sheet Cpe(s,\a) along the cut v € (2in(n—1/2),2in(n+1/2)).
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Figure 16: Choice of a fundamental domain of R under the action of g® with A = {a}
(left) and A = {a, b} (right). The sheets Cp, partitioned along dashed lines into pairs
of half-infinite strips Sp' = S};m US;™ from (39), are grouped together according to
the value of P N A. The fundamental domain corresponding to R is the hatched
portion, made from the sheets Cp with P N A = (). How sheets are glued together
along branch cuts (red lines, with dots for the branch points) is not represented for
clarity.

The sheets Cp may be further partitioned into pairs of half-infinite strips Sp' = Sll,’m us;"™,
m € Z with the same notations (39) as in the previous section. Unlike for 7v2, we have not
taken a quotient by translations of 2in here, so that all values m € Z must be taken in the
partition. This defines the covering map p2 : [v,P] — v — Zin[hz“—ﬂv] from R2 to the infinite
cylinder C, see figure 1 for a summary of useful covering maps.

3.8.4 Collection R of Riemann surface R2

The Riemann surfaces R> and R2*! are isomorphic since changing A to A + 1 amounts to
relabelling the sheets. For the application to KPZ in section 2, it is sometimes convenient,
however, to consider sheets from all R® without the identification A = A + 1. In order to
do this, we introduce bijective operators an acting on pairs of sets (B A), BALC Z+1/2 by
T(RA)=(P+1,A+1)and T,(RA)=(P+1)e({1/2}\(A+1)),A+1). For any m € Z,
the iterated composition of these operators is given by

T, (RA)=(P+m,A+m), (42)
T (BA)=((P+m)© (B, \(A+m)),A+m).

The operators Tllr generate two groups Ellr = {Tlrrr,m € Z} acting on subsets of

(Z +1/2) x (Z + 1/2). The sector {(B,@),P T Z + 1/2} is an invariant subset under E”r,
which essentially reduce to the groups Gy, of the previous section there, and have in particular
the same orbits. Outside of that sector, equivalence classes of pairs of sets in the same orbit
under G, may be labelled by pairs (B, A) with A arbitrary and P such that its smallest element
is equal to e.g. 1/2.
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R /2,3/2}
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Figure 17: Two choices for the fundamental domain of the collection of Riemann sur-
faces R under the action of g. The fundamental domain is the hatched portion. How
sheets are glued together is not represented for clarity. For the connected component
RY = R of R, the fundamental domain R is chosen as in figure 13 left.

The situation is more complicated for G,. Introducing A, (P, A) = |P|.—|P & Alz, one has
for any P A C Z + 1/2 the identity

(AsoT.)BA)=A(RA)£m, (43)

which implies in particular that |P| — |P © A| is invariant by T;n. The equivalence classes
of pairs of sets (B, A) in the same orbit under G, may thus be labelled by pairs (B, A) with
|P|, =|P© A|_. In the sector |P| = |P © A|, such pairs verify both |P|. =[P © Al.

We consider the collection R of all Riemann surfaces R?, A T Z + 1/2 and write
[v,(P.A)] € R for the point [v,P] € R2. The map 7 whose iterated composition is given
by

Ty, (B.AY] = { [v+2inm, T, (BA)] Rev<0

= , 44
[v+2inm, T, (BA)]  Rev>0 “44)

with Tﬁlr defined in (42) is a holomorphic automorphism of R generating a group g. The map

T restricts to an isomorphism between R and RA*™ for any A C Z + 1/2. In particular, T
has the same action on R? = R as T defined in (38).

The quotient R/g corresponds to the collection of Riemann surfaces containing R and a
representative R> from each equivalence class A = A + 1 under isomorphism, see figure 17
left. Another choice of fundamental domain for the action of 7 consists in taking R plus the
infinite strips S, P N A = @ from all R® without the identification A = A + 1, see figure 17
right.

4 Functions on the Riemann surfaces R, 7V2, RA

In this section, we study polylogarithms with half-integer index and several functions built
from them living on the Riemann surfaces R, R, R2 defined in section 3.8, and used for KPZ
fluctuations in section 2. The results presented until section 4.6 are not new and merely serve
to introduce notations. The explicit analytic continuations performed from section 4.7 on the
specific functions needed for KPZ are presumably new.

31


https://scipost.org
https://scipost.org/SciPostPhys.8.1.008

Scil SciPost Phys. 8, 008 (2020)

4.1 2in(Z+ 1/2)-continuable functions, translation and analytic continuations

Throughout section 4, we consider functions analytic in the domain
D=C\ ((—ioco,—in]U[in,ic0)), (45)

and which may be continued analytically along any path in C avoiding the points in
2imt(Z + 1/2), i.e. such paths never encounter branch points, poles or essential singularities.
We borrow the terminology 2in(Z + 1/2)-continuable from the theory of resurgent function
for this class of functions. In the presence of branch points, which must necessarily belong to
2in(Z + 1/2), new functions analytic in D are generated by crossing branch cuts.

We introduce the notation Aln f (respectively Al f) for the function obtained from
a 2im(Z + 1/2)-continuable function f after crossing the (potential) branch cut
(2im(n—1/2),2in(n+ 1/2)), n € Z from left to right (resp. from right to left), i.e. when
the function f is continued analytically along the path x + 2in with x increasing from 0~
to 0" (resp. decreasing from 0% to 07), see figure 18 right. Both A1T|1r f are understood as
analytic functions in D. When the analytic continuation from both sides gives the same re-
sult, which happens if the branch points of f are of square root type, we write A,, instead of
Aln or A}. Since f is assumed to be analytic in D, there is no branch cut between —in and

im, and one has Alér f = f. Furthermore, the operators Aln and A] are inverse of each other,
1 At Al £ —

AAf=AAf=Ff

We will be interested in the following in the interplay between analytic continuation and
translation by integer multiples of 2i7. Since we are working with functions analytic in D, one
has to distinguish the effect of translations on the left and on the right, as two points apart
of 2im moved from the left side to the right side end up crossing distinct branch cuts. We
introduce translation operators Ty, acting on 2i7mt(Z + 1/2)-continuable functions f, such that
T,f and T,f are analytic in D and verify respectively (T, )(v) = f (v +2in) when Rev < 0 and
(T.f)(v) = f (v +2in) when Rev > 0, see figure 18 right.

One has for any m,n € Z the identities Alm =T mAlnTlm and A = T/ "A\T". In
particular, since Alér is the identity operator, we observe that the analytic continuation can be
deduced from translations on both sides:

1 _ p—npn
A, =TT, (46)
r __ —non
A =TT"
These identities are used in the following as a convenient way to derive analytic continuations
of functions defined as integrals of meromorphic differentials.

4.2 Polylogarithms

The polylogarithm of index s € C is defined for |z| < 1 by the series

00
zk

Lii(z) = —.
=1 ks

k

47)

When s is a non-positive integer, s € —N, Li;(z) reduces to a rational function of z with a pole at
z = 1. Otherwise, analytic continuation beyond the unit disk allows to extend Li, to an analytic
function in C\[1, 00), the principal value of Li;, with a branch point at z = 1 and a branch cut
traditionally chosen to be the real numbers larger than 1. For s = 1, Li;(2) = —log(1 —2), and
the branch point is of logarithmic type. The function Li; can thus be extended to an analytic
function on a Riemann surface built from infinitely many sheets Cy, k € Z, such that the top
part of the cut in Cy, is glued to the bottom part of the cut in Cy;.
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Analytic continuations in the variable z of Li;(z) when s # 1 is more involved [86]. In-
deed, after analytic continuation from below the cut [1, 00), the function Li;(z) becomes
Lis(z) — %f)z)ﬂ with T the Euler gamma function. The power s — 1 in the extra term leads
to the same branch point z = 1 as Li;, while the logarithm gives an additional branch point at
z = 0, and makes the structure of the Riemann surface more complicated since further analytic
continuation must take into account how (logz)*~! varies across branch cuts.

Because of the extra logarithm obtained from analytic continuation, it is useful to consider
instead '2 the function Lij(—e”). In terms of the variable v, this function has an alternative
expression as the complete Fermi-Dirac integral

1 oo us_]'
Li.(— VY= — d R
(=) r(s) J, Y (48)

for Res > 0, and in terms of the Hurwitz zeta function {(s,u) = Z;:Z olu+k)™ as

F(l s) (

(1 d e g) (-0 ) @

Li.(—e
s(—e) = 2 2w 2 2im

The function Li,(—e") has the branch points 2irta, a € Z + 1/2. Crossing the branch cut asso-
ciated to 2ima in the anti-clockwise direction relative to the branch point transforms Li,(—e")
into Li;(—e") — W, which has the same branch points as the principal value: the
function v — Li;(—e”) thus belongs to the class of 2it(Z + 1/2)-continuable functions defined
in the previous section if the branch cut is chosen as (—ico,—in] U [ir,ic0).

In the much studied case where s > 2 is an integer, the extra terms obtained after cross-
ing branch cuts are polynomials in v, and are thus inert by analytic continuation: crossing a
branch cut twice in the same direction simply adds the same extra term once more. All branch
points are thus of logarithmic type. When s is not an integer, the situation becomes more
complicated since the extra terms are multiplied by a phase after analytic continuation. After
setting notations for square roots with specific branch cuts in the next section, we focus in
section 4.4 on the case where s is a half-integer, s € Z + 1/2, which is the case of interest for
KPZ.

4.3 Square roots k,(v)

Before considering polylogarithms with half-integer index, we introduce for convenience a
square root function k,, a € Z + 1/2 with branch point 2ita. We define

k,(v)=+V4dina/1— — \/sgn(a)l\/|47ta| + sgn(a)2iv (50)
with the usual branch cut R~ = (—o0,0] for the square roots so that the branch cut of

o« is the interval sgn(a)2in(|al, o). In particular, k, is analytic in the domain D defined
in (45). The expression (50) for x, reduces to x,(v) = v4ima—2v when Rev < 0 and
Kq.(v) =sgn(a)iv2v —4ima when Rev > 0.

We list a few useful properties of the functions «,. The derivative x/, also analytic in I, is
equal to

K =—=. (51)

For v € D, the possible locations of x,(v) in the complex plane are such that both logxk,
and log(x, + ), a,b € Z + 1/2 are analytic in D with the branch cut of the logarithm

12The minus sign in front of e" is introduced to make formulas symmetric under complex conjugation.
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Figure 18: Two possible choices of branch cuts for the function y4. The choice on
the left, corresponding to the principal value of the polylogarithm Lis/, in (56), is
not convenient because of the presence of symmetries v — v + 2int. The choice on
the right, which is the one actually used in the paper, defines by removing the cuts a
space D = C \ ((—ioo,—im] U[ir,ic0)) on which the chosen determination of yy is
analytic. Examples of paths of analytic continuation for the translation operators Tj,
T, and the analytic continuation operators Aln, A}, n € Z defined in section 4.1 are
also indicated on the right with dashed arrows.

taken as R™, see appendix C.1. Finally, shifting v by an integer multiple of 2ir is equiva-
lent to shifting a, up to a possible minus sign: x,(v + 2intn) = x,_,(v) when Rev < 0 and
Ko(v +2inn) = 0,(B,)x,,(v) when Rev > 0, with o, given in (29) and B,, in (35). For the
logarithm of x,, using (180), one has instead log x,(v+2inn) = logx,_,(v) whenRe v < 0 and
logk (v + 2inn) = logkq_n(v) + 1(4ep, )i sgn(n) when Rev > 0. In terms of the translation
operators of section 4.1, these identities can be written as

T'"Kq = Kq_n, (52)

TrnKa = Oa(Bn)Ka—n .
Using (46), this leads for the analytic continuation from either side of the cut to
Apkg =04(B K, , (53)

which is already obvious from the definition of x,. The analytic continuation gives the same
result from both sides of the cut since the branch point of k, is of square root type. Similarly,
one has for the logarithm of «,

T{'log Kk, = logK,_p, (54)
T'logk, =logK,_p + 1{qep }imsgn(n),

which using (46), leads to distinct analytic continuations from either side,

Aln logx, =logx, — 14ep, )i sgn(n), (55)
Al logk, =logk, + 1igep, jimsgn(n),

and the branch point of log k, is of logarithmic type.
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4.4 Half-integer polylogarithms and function y on R

We introduce the function
Lis/a(—<")
V2rn
The branch points of yy are the 2ina, a € Z + 1/2. If the principal value of Lig/, is chosen in
(56), the branch cut associated to the branch point a is 2iwa + (—oo, 0], see figure 18 left. We
choose instead the branch cut (—ico,—im] U [im,ic0) in the following, see figure 18 right, so
that yy is analytic in the domain D defined in (45). Using (49), this can be done explicitly by
writing yg(v) as

xo(v) =— (56)

832 31 v . 31 v
2% Ja(_2 =5 7 —inf4,(_2 = _ ¥V
(V) =— (e C( 2,2+2m)+e C( ; . )) (57)
which is indeed analytic for v € D if the usual branch cut R™ is chosen for the Hurwitz {
function {(—3/2,).

From (47), the polylogarithm expression (56) gives for large |v|, Rev < 0 the convergent
expansion

1 (—1)Yelv e’
xp(v) >~ — ~ : (58)
0 JZl ]5/2 /27.5
Using the asymptotic expansion for the Hurwitz zeta function in terms of Bernoulli numbers
Br:
1 <a(l1-s\ B,
S,U) >~ — _, 59
£(s,u) 1_5;0( ) )um_l (59)

when |u| — oo away from the negative real axis R™, the expression (57) for yy gives the
asymptotic expansion on the other side of the branch cut,

oo

3273/2 Z (5/2) (1)’ ("> —1)By, _ (2v)*"? LTV 73
15 2r (3=)2r—5/2 157 6 360(2v)3/2°

xg(v) =~ (60)

when |v| — o0, Rev > 0. The function yy has thus an essential singularity at infinity: on the
left side of the cut, the convergent expansion (58) for y¢(v) is given as a series in e”, while on
the right side of the cut, the expansion (60) of y4(v) has a vanishing radius of convergence in
the variable 1/v.

From the Hurwitz zeta representation (57), it is possible to rewrite yg as an infinite
sum of powers 3/2. In terms of the square root functions k, defined in (50), the identity
Z(s,u+1)={(s,u)—u*, valid for any s € C \ {1}, even though {(s,u) = Z,C:io(u + k)™ only
holds when Res > 1, leads for any non-negative integer M to

x@(v)=8nT3/2( ‘“/‘%(—E M—I—;+ﬂ)+e_i”/4§’(—%,M+%—#)) (61)

M—1/2 K?,(v)

i

a=—M+1/2

where the sum is over half integers a € Z + 1/2 between —M + 1/2 and M — 1/2. In
the expression above, the first term containing the ¢ functions is analytic in the strip
—(M+1/2)t < Rev < (M + 1/2)m: the only branch points in the strip are contributed by
the sum. Our choice of branch cuts for the functions x, and {(—3/2,-) then agrees with the
requirement that the expression (61) must be analytic in D.
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Taking M — oo and using the asymptotic expansion (59), we finally obtain y4 as

4(2nM)**  2v(2nM)*/>

X”(V):n}gnoo(_ 157 3 (62)
2 2 M—1/2 3
+(7T +3ve)V2nTM B Z KQ(V))
6n a=—M+1/2 3

In this expression, each term of the sum is analytic for v € D with our choice of branch cut for
the functions k,. The two choices of branch cuts in figure 18 are thus analogous to the ones
in figure 5 for the finite sum of m square roots defined in (28).

Analytic continuation of yg across the branch cut (2in(n—1/2),2im(n+1/2)) changes the
signs of a finite number of terms in the infinite sum representation (62). After a finite number
of branch cut crossings, the function yy is replaced by

_4@2nM)*  2v(2nM)*? N (12 + 3v)V2nM

63
157 31 61 (63)

xp(v) = Mh_{noo (

M—-1/2 3
k2(v)
- Z O-a(P) a3 ) b
a=—M+1/2
P C Z+1/2, where the sign o ,(P) is defined in (29). The set P contains the indicesa € Z+1/2
for which the sign of Kz(v) has been flipped an odd number of times after crossing branch cuts,

and depends on the path along which the analytic continuation is taken. When P is the empty
set @, yp reduces to yg. The difference between yp and yy is a finite sum,

2K2(V)
5

2 (V) =2+ (64)

a€P

The expressions (63) and (64) for yp are manifestly analytic in ID with our choice of branch
cuts for yg and k.

In terms of the operators A,, defined in section 4.1, analytic continuations across branch
cuts of yp are simply given by

AnXp = XpeB, > (65)

where the symmetric difference operator © and the set B,, are defined in (30) and (35). Since
all the branch cuts of yp are of square root type, the analytic continuations are independent
of the side from which the branch cut is crossed.

The functions yp on D define a function y analytic '*> on the Riemann surface R of sec-
tion 3.8.1 by

x([v,P]) = xp(v). (66)

Derivatives of y; can also be extended to functions on R. The function y’, defined by
x2'([v,P]) = xp(v) is still analytic on R. The function y”, defined by x”([v,P]) = x,(v)
is only meromorphic on R, as it has poles at the points [(2ia)y,, P].

4.5 Symmetries of y

The expansion Li,(z) = Z,le zk/k*, valid for |z| < 1, indicates that xg(v) is periodic with
period 2i7 in the sector Rev < 0. This is no longer true when Re v > 0 since the points v and

13We recall that the points at infinity, where y, has an essential singularity, are understood as punctures and do
not belong to R.
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v + 2im end up in distinct sheets of R when moved continuously from Rev < 0, which leads
to more complicated symmetries.

The action of translations on yp can be deduced from its expression (63) as an infinite sum.
Recalling the translation operators T, from section 4.1 and using x,(v) =~ Vdina—v/v4ina
when |a| — oo, the identities (52) lead to

T, " Xp = Xp+n (67)

T, " xp = X(p+n)eB,

for any n € Z, with B,, defined in (35). More explicitly, yp(v—2inn) = yp,,(v) when Rev < 0
and yp(v —2imn) = ¥(psn)e,(v) when Rev > 0. The identities (67) are compatible with
analytic continuation (65) through (46) since (P©B,)—n=(P—n)©B_,.

In terms of the map 7 defined in (38), the identities (67) correspond to the symmetry
y o T = y for the function ¥ on R. Since the Riemann surface R is defined as the quotient of
‘R by the group generated by T, this means that y may also be defined as an analytic function
on K. In the following, we use the same notation y for both the function defined on R and
on R, and similarly for the functions y’ and y” built from the derivatives y, and yy .

4.6 Function I,

We consider for v € D the function

1 (7 dv 1’ 1 1
I = —— = —_ dv(= E -
o) 4JOO l14+ev 4J v(2+ v—Zina)’ (68)

—0c0 a€Z+1/2

with a path of integration contained in D, see figure 19. Since the integrand is analytic in D, I
is independent from the path of integration. Because of the poles located at 2ima, a € Z+1/2,
however, the function I is defined with the branch cut (—ioo,—in] U [im,ic0). The integral
can be performed explicitly, and one has the alternative expression

—%log(l—ke") Rev<0

—%—}‘log(1+e_”) Rev>0 ° (69

Iy(v) = {

An expression manifestly analytic in D follows from the reflection formula for the Euler T
function F(% —iz)F(% +1iz) = 1t/ cosh(mz),

log(2m) v 1 1 % 1 1 v
Io(v)=— ——+=logl(=—=—)+>logT(= +—). 0
o”) e 535 g) gree(5  5) 70

Here, log I'(2) is the principal value of the log I' function '#, which is analytic for z € C\ R™.
Alternatively, the logT' function may be written as an infinite sum of logarithms, and one has

5 ). 71)
a€Z+1/2 na

When Re v < 0, the function I, verifies from (69) the identity I,(v + 2inn) = Iy(v) for
n € Z. When Re v > 0, one has instead I(v+2inn) = I,(v)—inn/2. In terms of the translation
operators defined in section 4.1, one can write

TlnIO - Io, (72)
TrnIO = 10 —17‘Cn/2 .

14And not merely the logarithm of the I' function for some choice of branch cut for the logarithm.
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i

—im

Figure 19: Examples of paths of integration in D for I,(v) in (68) and for Jp(») in
(74), so that the functions are analytic in D. The vertical, red lines represent the
branch cuts C \ D. The bigger, red dots are the branch points 2ia, a € Z+1/2.

The function I is 2i7t(Z + 1/2)-continuable, as defined in section 4.1. Analytic continua-
tions across the branch cut can then be written solely in terms of the translation operators on
both sides as (46), and we obtain

Al Iy =1y +inn/2, (73)
AI;IIO = IO —17'[n/2 5

which can also be proved more directly from e.g. (69).

We note that (73) implies that the domain of definition of the function I, may not be
extended to the Riemann surfaces R or R. This is a consequence of the presence of logarithmic
branch points, coming from the integration of poles, instead of the square root branch points
required for R. The domain of definition of the function e?lo studied below in section 4.8,
can on the other hand be extended to both R and R.

4.7 Functions J,

We consider for ve D and P C Z + 1/2 the function

Jp(v)zéjf dvzp(v)*= lim (—|P|210gA+%f dv 1y (v)?), (74)

—0Q0

with yp given in (64), (57) and a path of integration contained in D, see figure 19. The
regularized integral JC is defined for convenience by subtracting the divergent logarithmic term
at —oo coming from (64), (58), with |P| the cardinal of P. The integrand in (74) is analytic
in D, and Jp is independent from the path of integration. The function Jp has logarithmic
singularities at 2ina, a € Z + 1/2 since yp /(v)?dv is a meromorphic differential of the th1rd

kind with simple poles at the 2ia. Additionally, J; has the large |v| asymptotics Jy(v) =~

when Re v < 0 and Jy(v) ~ logv when Re v > 0.

From (67), the function J P transforms under translations of 2im as Jp(v—2inn) = Jp,,(v)
when Re v < 0, since the path of integration may be chosen such that Rev < 0 everywhere
along the path. The situation is more complicated on the other side. Shifting the integration
variable by 2imtn in (74), one has Jp(v—2inn) = zJC dv x;( —2intn)?, where the path of
integration crosses the imaginary axis in the interval (21n(n 1/ 2) 2it(n+1/2)). Introducing

_47':
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Y

e —5im
Figure 20: Paths f3, (solid curve) and f3_; (dashed curve) from —oo to —o0 in C.

€ > 0, € — 0, the path of integration can be split into a path from —oo to 2imn—e with Rev < 0
plus a path from 2intn + € to v with Rev > 0. The translation identities (67) for yp then imply

Jp(v—2inn) = 3 _2:;”_6 dvxr, (V)*+3 f;nnﬁ dv x’;+n)eB (v)?. Completing the second term
by adding the integral on a path from —oo to 2intn+e€ crossi;lg the imaginary axis between —in
and im, we arrive according to (65) at the integral of the meromorphic differential y”(p)2dv
on a path of the Riemann surface R (or R), from the puncture [—o0, P + n] to the puncture

[—oo, (P +n) e B, ], regularized in the usual way at both punctures:

. 1
Jp(v—2inn) =Jpynyes, (V) + E)[ x"(p)*dv, (75)
ﬁn'(P+n)

2imn—e 7 2imn+e 77

with JC/in~(P+n) ' (PPdv={"_ dvyy, (P—f 0 dv X(P+n)63n(v)2. Here, f3, is a path
from —oo to —oo encircling the elements of 2inB,, in the clockwise direction if n > 0 and
in the anticlockwise direction if n < 0, see figure 20, while the path f3, is empty. The path
Bn-Q, Q C Z+ 1/2 lifting f3,, to R through the covering [v, P] — v is contained in the sheets
Cq U Cqeg, and links [—00,Q] to [-00,Q © B, ].

The integral Jcﬁn'(P ) 2" (v)?dv is computed in appendix A. We find

1

EJ‘ x(v)Pdv = Wreg, = Wp_n, (76)
ﬁn'P

with
m2(b—c)?

4 (77)

1
— 2 _|p|l2 _ _ —
wp =in(|P|2 —|P[2— > b)—2|P|log2 + 5 > log
bep b,ceP
b#c
Here, |P|, (respectively |P|_) denotes the number of positive (resp. negative) elements of P.
The identity (76) leads to Jp(v —2intn) = Jipynyep, (V) + Wipsn)es, — Wp when Re v > 0.
In terms of the translation operators defined in section 4.1, one has

Tl_n‘]P =Jpin; (78)
T, "(Jp +Wp) =Jpinyes, + Wip+n)es, -

The function Jp has the same branch points 2ira, a € Z+ 1/2 as yp. Analytic continua-
tion across the branch cut (—ioco,—im) U (int,ic0) can then be written solely in terms of the
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translation operators as in (46). Using P © B, —n = (P —n) © B_,,, we obtain

AJp = Jpen, + Wpep, = Wp_n, (79)
AlJp =Jpep, + Wpep,—n— Wp .

Thus, Jp is related to Jpgp by analytic continuation across (2in(n —1/2),2in(n +1/2)), just
like the functions yp and ypep . The extra terms Wpgp —Wp_, and Wpep _,—W)p are however
distinct in general, as can be seen from the identity (205) in appendix E, and J, may not be
extended to an analytic function on R. Since the difference between the extra terms is from
(205) an integer multiple of i, it is natural to consider the function e’? instead. This is done
in the next section.

4.8 Functions e?, e/*/ and e? defined on R

We consider in this section functions e?’, e/™ and e’ !> built from the functions I, and J
defined respectively in (68) and (74), and which are shown below to be well defined on the
Riemann surface . These functions are used as building blocks for KPZ fluctuations in sec-
tion 2.

We begin with the function I, from section 4.6. Equation (73) implies that the analytic
continuation of the function e across the cut is independent of the side from which the
continuation is made, A, e?/o = (—1)"e?. It is then possible to extend e?/o to a meromorphic
function e* on R, defined as

e ([v,P]) = (—1)Pl e (80)

The relations |P©B,| = |P|+|B,|—2|PNB,| and |B,| = |n| indeed imply that the change of sign
from A, is equivalent to replacing P by P © B, in (80). Furthermore, the function e/ verifies
the symmetry relation e? o 7 = 2! with 7 defined in (38), and is thus also well defined on
the Riemann surface R. In fact, since e2/0(*") = +,/T + e”, the function e?! can even be defined
on the hyperelliptic-like Riemann surface with branch points 2irta, a € Z+ 1/2.

The function e? is meromorphic on R, and has simple poles at the points [(2ira)y,, P],
a € Z+1/2: for vclose to 2irta, e2!([ v, P]) ~ +i/+/v — 2ina, which corresponds to a pole in the
local coordinate y = +/v— 2ima. The differential defined at p = [v,P] € K away from ramifi-
cation points by e2/(p) dv is on the other hand holomorphic at [(2ira)y,, P], a € Z+1/2, since
the differential dv becomes proportional to y dy in the local coordinate above at [(2ima)y,, P]
and compensates the pole of the function e?’.

We now consider the functions Jp from section 4.7. Using the identities (207), (211)
for the quantities W and the relation |[P © B,| = |P| + >, .5 0.(P), we obtain after some
simplifications !

_1\IP 172 —1)IPeB,l /2
1(( DFv, JP):i_n( 1y Vbes,

JpoB,
n\" 41P| 4lPeB,  © 81)
__1\|P|ys2 —1)IP©B,| 12
. (( DYV Jp) _ (-1) Vpos, oIpon
n\" 4P 4IPeB,] ’

where V, is the Vandermonde determinant (5). Comparison with analytic continuations (73)
for I, implies that the function e!™’, defined for ve D, P C Z + 1/2 by

DPIvE

eI+J([V,P]) — TP eIO(v)+JP(v) , (82)

1We emphasize that only the combination of symbols e?, e/*’ and e* are defined here: I and J alone are not,
as there is no meaningful way to extend I, and J, to R.
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,-"71 ~-~Pe{ab}

Figure 21: Decomposition of a loop £, P, b < 0 < a in terms of paths of the form
B.-Q. Paths on various sheets Cp are represented differently.

is well defined on the Riemann surface R. Furthermore, using (72), (78) and (211), the
function e!*/ verifies the symmetry e!*/ o 7 = e!*/, so that e/*” is also well defined on .
The function e/*/ is meromorphic on R, with the same simple poles as e?! at the points
[(2ira)y,, P], a € Z+1/2. The poles come from logarithmic singularities at the points v = 2ina
in the integral representations (68) and (74) for the functions I, and Jp. From the infinite sum
representation (162) for y, the functions I, and Jp contribute each half of the logarithmic
terms, and one has e/*/([v,P]) o< 1/v/v—2ima when v — 2ira. The meromorphic differen-
tial defined at p = [, P] € R away from ramification points by '™ (p)dv is holomorphic at
[(2ira)y,, P], a € Z + 1/2 for the same reason as for e,
Finally, the function %/ = (e/™/)?/e?!, more explicitly

e ([v,P]) = (—1)Pl27#Ply4e2p() (83)

is also well defined and meromorphic on R, with simple poles at the points [(2ira)y, P],
a € Z +1/2, while the differential e/ (p)dv is holomorphic.

The functions e?/, e and e’*’/ are defined through I,(v), Jp(v) as integrals on a path
contained in D between —oo and ¥ according to (68), (74). An alternative point of view,
which takes into account from the start that v lives on R, consists instead in writing directly
el (p), e (p), e'™ (p) in terms of meromorphic differentials integrated on a path of R between
[—00,0] and p. Defining a meromorphic function ¢ on R by ¢([v,P]) = —% # and the
meromorphic differentials of the third kind

Q51(q) = w(q)d,

Qy;(q) = 2" (@)*dv, (84)
(@ | x"(@)?
Q@)= (T + T)dV )
at g = [ v, P] away from ramification points, one has
P
=l [ )
[—o0,0]
p
e (p) =exp( J ), (85)
[—o0,0]
p
e’/ (p) = exp (J Q1+J) .
[—o0,0]

16With additional essential singularities for the points at infinity.
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The fact that the functions e, e* and e/*’/ are well defined on R imply that the inte-
grals on any loop in R of the meromorphic differentials Q,;, 2, 7, 4y are integer multi-
ples of 2iz. For small loops around a point [(2ira)y, P], this is a consequence of Cauchy’s
residue theorem on the Riemann surface, both ¢(q)dv and y”/(q)?>d» having a residue —1
at that point 7. For non-contractible loops, this is a non-trivial statement. For €, it can
be checked directly for a given loop by expressing its homology class as a sum of paths
of the form f,-P from figure 20 and using (76) to compute the integrals. For exam-
ple, considering the loops {, ;- P which generate all loops on R that are also closed on
R and are defined in section 3.8.1, see also figure 21, we obtain after some simplifica-
tions fﬂa,b Qy; = 4in(—1 + aa(P)ab(P)(w — sgn(a — b)%n(ab))), which is an in-

teger multiple of 4im. For loops on R corresponding to open paths on R, the integral
is generally only an integer multiple of 2i7m: for instance, the integral of £,; on the loop
[v,{1/2}] — [(4im),, {1/2}] = [(4im),, {3/2}] — [v + 2im, {3/2}], Rev < 0 is equal to —2irt.

4.9 Functions on the Riemann surfaces R*

In this section, we study functions on the Riemann surfaces R built in section 3.8.3 by quo-
tienting R by a group of involutions indexed by the elements of A  Z+1/2. These functions
are used in sections 2.3 and 2.4 for KPZ fluctuations with sharp wedge and stationary initial
condition.

4.9.1 Function y2

Let A C Z+ 1/2. The covering map IT* : [v,P] — [v,P \ A] from R to R allows to define

the function y® = 278 trya y analytic on R%, see section 3.4. More explicitly, for any v € C

and Q C Z+1/2,QNA =0, one has y2([v,Q]) = 2712 S pezie yp(v) = 271213, oua(¥).
P\A=Q

Using (64), we find

22([v, PD =15 (), (86)
where yp, given by *®
){pA(V) _ xp(v) +2)CP9A(V) , (87)

generalizes the function yp of section 4.5. The function XpA has the infinite sum representation

2nM)*/%  2v(2nM)3/? 2 4 3v3)V/2nM
220 = lim (_4( nM)>'=  2v(2nM) +(n +3v4)V2m 88)
M—o00 157 3 61
M—1/2 3
ko(v)
- Z 1{a¢A}Ga(P) a3 ))
a=—M+1/2

with o, defined in (29) and x, in (50), and verifies y 5 = )(PA\ A
Since y2 is analytic on R%, the function XpA defined on D has the analytic continuation

A_ A
AnXp = Xpo(s,\a) (89)

17The function v — —% % has residues —1/2 in C instead. The distinction with ¢ comes from the fact that the
projection of a loop on R encircling [(2ima)y,, P] to the complex plane by the covering map [v,P] — v encircles

2ima an even number of times, see figure 3. In terms of the local coordinate y = v'v —2ira at [(2ina)y,, P], this
is a consequence of dv/(v —2ima) =2dy/y.
18For later convenience, we define )(PA in (87) in terms of P © A instead of P U A when PN A # §.
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across branch cuts. Alternatively, (89) can be proved directly from (65) using the general
identity 5 = ¥poa A C A with A= B, N A. From (67), the functions y5 also verify the shift
identities

‘”xﬁ = Xﬁfn"’ 0
—n A _
Xp = A (p+n)e(B \(a+n)) >

where we used again )(PA = xﬁe 4> A C A for the second line. In terms of the collection R of
all Riemann surfaces R* of section 3.8.3, of the function ¥ ([v,(BA)]) = )(PA(V) defined on

R, and of the holomorphic map T on R defined in (44), the identity (90) simply rewrites as
7oT=7.
Finally, we also define functions y’*, y”* from derivatives of y 5 as
22, PD = 22 (), (o1
A PD = 25 0).

The function y’2 is analytic on R* while y”’2 is meromorphic on R“. Both verify the same
translation symmetries as y .

4.9.2 Functions J PA

We now consider J PA generalizing the function Jp of section 4.7, defined from the second

derivative y,* of x5 as
1 4
Tp (=3 J[ dv zp 2 (v)? (92)
_ (IPI+IP oA L[ e
—Alggo(—flogA+§ vy W),

for v € D, with a path of integration contained in D. One has J; S

p\A*
The same reasoning as in section 4.7 gives for any n S Z
the identities J PA(V — 2imn) = J PA:n”(v) when Rev < 0 and

Jp (v —2imn) = Jpinjem,\(an)(¥) + %fﬁn.(ﬂn)x”A”(p)dv with B, - (P + n) the lift to
the sheet P +n of RA™" of the path in the complex plane f3,, from figure 20. The integral over
B.-(P + n) can be computed similarly as in appendix A. We obtain eventually

A A
T "y =Jp0 T, (93)
- A A+ A+ A
n‘] J(P+rrl1)e(B \(A+n))+ (P+rr11)e(Bn\(A+n))_WP >
where
i
g = ((PL +1Po ALY — (P +[Po Al )2)——(Zb+ > b) (94)
bepP bePeA
2 b— 2 2 b— 2
—(IP| +|P o A])log2 + = Zl ( 4 Z log ( <)
b,ceP b,cePeA
b#c b#c

generalizes the constants Wp = W}? of (77). Using (46), the analytic continuation of J PA across
branch cuts is given by

1 A A—
AJp =Jpos,\a) +WPe(B )~ We (95)
A_ A A— A
ATy =Jposn) F Wes \ayn—Wp -
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As in section 4.7, the analytic continuation from each side of the branch cuts does not give
the same result, so that J PA may not be extended to R>. For the application to KPZ in sections
2.3 and 2.4, however, only 7 is needed. Using the identity (213), we find that the function

e* generalizing e = e?”’ and defined by

(0P =P ([ [T (55250 e (96)

a€P\A bePuA 4 4
b#a

is well defined on R™. The prefactor of €*» ("), which depends on P and A only through A

and P\ A since PUA = (P \ A)U A, has been chosen equal to 1 when P = (. The function

A .
e?/” can then be expressed alternatively as

p
e”"(p) = exp (JL 22), (97)
[~00.0]

independently from the path between [—00,0] and p in R*, with Q5 the meromorphic dif-
ferential of the third kind

Q5 ([»PD) = x"2([v,P])*dv. (98)
The function e¥" has thf simple poles [(2ima)y,,P], a € (Z+1/2)\ A, P C (Z+1/2)\ A,
while the differential e’ ([, P])dv is holomorphic on RA.

Additionally, for any m € Z, the function e2" verifies from (93), (212)

2JA+m

e~ ([»v,P+m]) Rev<0

2" (v, (P+m)e (B, \(A+m))]) Rev>0 2

eZJA([ v—2imtm,P]) = {

Extending e*" to the collection R of all RA_by e2([v,(PA)]) = e¥"([v,P]), the identity
(99) is equivalent to the symmetry e2/ o T =e2 with T defined in (44).
4.10 Functions K, Kﬁér and e

In this section, we study functions on products of Riemann surfaces needed for joint statistics
of the KPZ height at multiple times.

4.10.1 Functions Kp

Given two finite sets of half-integers P and Q, and (v, u) in the simply connected domain
Dy ={(v,u) €D xD,(Re v # Reu) or (Re v=Reu and Im(v—u) € (0,271))}, (100)

we consider the functions
0

1
Kpo(v,u) = 5)[ du yp (u+v)xu+p) (101)

—0o0

1(°
T _ - 7 "
_Alggo( |P||Q|10gA+Zj_Aduxp(u+v)xQ(u+u)).

The path of integration is chosen such that u + v and u + u both stay in D, which is possible
Y9 if (v,u) € Dy, see figure 22, and Kp,, is thus analytic in D,. When P = Q, one recovers
JP( V) = lim‘u—M)KP,P(v’ .u')

'9At this point, Kpo(v, 1) is in fact analytic in a domain larger than D,: in the sector Re » = Re 1, Im(v— ) need
not be restricted when the real parts are negative, and one requires only Im(v — u) € (—27,27) when the real
parts are positive. Additional terms contributed later on by analytic continuation are however only analytic in D,,
and it is thus convenient to add this restriction from the beginning.
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o

Figure 22: Possible choices for the path of integration in the definition (101) for
Kpq. The red, vertical lines are the branch cuts in the variable u of y,/(u+ v) and
x(’z’ (u + u), and the red dots on the cuts are the associated branch points —v + 2irna,
—u+2ina, a € Z+1/2. The black curves, ending at u = 0, represent the path for the
variable u. From left to right, top to bottom, the four graphs represent respectively
the situations Rey < Rev < 0; Rev <0 < Reu; Rey >Rev>0; Rev=Reuy >0
with -t <Im(v—u) < 7.

Crossing the branch cuts u, v € (—ioco,—in) U (iw,ic0), v —u € (—ioo,0) U (inr,ioc0)
produces new functions analytic in ID,. In order to obtain explicit formulas for the various
analytic continuations of Kpq (v, u), it is useful to study first shifts by integer multiples of 2irn
in the variables v and u. When both Re ¥ < 0 and Reu < 0, the path of integration in (101)
can be chosen such that Re(u + v) < 0, Re(u + u) < 0 everywhere, see figure 22 top left, and
one has from (67) the identity Kpq(v—2inn, u—2inm) = Kp,, g1m( v, u). Similar reasonings
leads to Kpo(v—2inn, u) = Kp,p, (v, u) when Re v < 0 and Kpqo (v, u— 2imm) = Kpgipm (v, u)
when Re u < 0. Shifting variables with a positive real part is more complicated. Indeed, the
argument of the functions y}/, x, has then a positive real part on some portions of the path of
integration in (101) and a negative real part on other portions of the path, so that (67) gives
several distinct expressions for the shifts along the path. After some rewriting, one finds in all
cases the identity

Kpo(v—2inn, u—2inrm) =Kp 4(v, u) (102)

1
+§:f du Au(X}/)/+n(' + V)X(/Q/_Hn(' + .U'))’
Tn

,m

with P=P+nwhenRev<0,P=(P+n)oB,whenRev>0and Q=Q+mwhenReu <0,
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P Y2,-1=pP-1— MU >
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q Q+m ]
—3in—u
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o (P+n)eB, (P+n)eB
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Figure 23: Path v, ,, in (102) plotted for some choices of v,u € D, n,m € Z. From
left to right, top to bottom, the graphs represent y,_; = 5, — v for Rey < 0 < Re v,
Y21 = Py —u for Rev < 0 < Reu, yy; for 0 < Rey < Rew, and y,_; for
0 < Rey < Rev. The smaller, black dots represent the points 0, —v, —u. The big-
ger, red dots represent the branch points —v + 2imwa, —u + 2inwa, a € Z + 1/2 of
xp Gt 95(/2/ +m(- +u), and the vertical, red lines the associated branch cuts. The
solid / dotted / dashed portions of the path y,, ,, correspond to distinct values of the
7

sets P, Q in ng(u + v)xg(u + 1) = Ayt p 0 + )2 m( + 1)) which are indicated
next to the paths.

Q = (Q + m) © B,, when Reu > 0. We used the notation fY duA,f for the integral of the
analytic continuation of a function f along a path y. The path v, ,, in the complex plane
depends on the real parts of v and u, see figure 23. When Re v and Re v are both negative,
the path is empty and the integral in (102) is equal to zero. When Re v and Re v do not have
the same sign, the path reduces to y,,,, = f, —vif Reu <0 <Revand y,,, = f,, —u if
Re v < 0 < Reyu, with 3, defined in section 4.7, compare with figure 20. Finally, when Re v
and Re u are both positive, the path goes from —oo to —oo and crosses the lines Re(u+ v) = 0
and Re(u+u) = 0 along the path at successive points 2irtn— v, 2imtm—u, —u, —v (respectively
2imm—u, 2itn — v, —v, —u) if Re v > Re u (resp. Re v < Re ).

It is sufficient for the following to consider shifts of v and u separately, and compute the
integrals over the paths y,  and v, ,, only. Anticipating the result, we define the function

Wio(2) = 2|P|I(z) + ZZZIOg(KbLl/Z(Z)) ,

(103)
a€P beQ ‘/g
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and the coefficients

Zng= . (—in(a—1/2)+2imsgn(a) QN By_yal ) - (104)

aeP

The function Wp, is analytic in D so that (v,u) = Wpo(u — v + im) and
(v,u) = Wpo(v — u — im) are both analytic in D,. Additionally, using (54), (72) and
sgn(n)|(Q —a+1/2)NB,| =sgn(n+ a)lQ N B, 4—1/2| —sgn(a)|Q N B,_1 5|, one has

WP,Q(Z + 217'[:”.) = WP-I—H,Q(Z) + 1{Rez>0}(ZP+n,Q - ZP,Q) . (105)

The integral over v, , is computed in appendix B. There, one finds

1 7 7
EJ[ du Au()(p+n(' + V)XQ(’ + .u)) (106)
Y

n,0

= lge v>0}(W(P+n)eBn,Q(.u —v+in) —Wp i o(u— v +im)
+1{Re yu>Re v} (Z(P4+n)oB, @ — Zp+n> Q))

and

1 Vi Vi
EJL du-Au(Xp(' + V)XQ+m(' +M)) (107)
Yo

= l(pepy>0} (W(Q+m)eBm+1,p(V —u—im) — Woimer,p(v —u—im)
+1(re v>re p} (Z(Q4m)oB, +1,p — ZQ+m+1,P)) .

As usual, it is useful to interpret (102), (106), (107) in terms of translation operators
mapping Kp, to other functions analytic in D,. We define the operators Ti’i with i =1 corre-

1|r

sponding to translation in the first variable, i = 2 to translation in the second variable, and the
indices I|r, &+ indicating the sector for (Re v,Re u) in which the translation is initially applied
before reconstructing functions defined in D, by analytic continuation, see table 1. All eight
operators are in principle distinct, even though some of them coincide on Kpq. Writing v for
the first variable and u for the second variable of the function Kp(,, one has

Tl_linKp’Q = KP+n,Q’ (108)

T "Kpq = K(p+nyer,. T Wip+myes, .o — v +17) = Wp.yp o( — v + i),
+Z(p+n)eB,,Q ~ Zp+nQ
T1"Kpq = K(p+njer,.@ T Wip+nje,.o(ih = v +1m) = Wp.yp o — v + i)

for translations in the first variable and

Tz_limKP’Q = KP,Q+m’ (109)

T,"Kpq = Kp(@+myes,, T Wiqrmen,+1,p(V =1 —1m) = Wopi1 p(v —p—in),
+Z(Q+m)eBm+1,P - ZQ+m+1,P
T,"Kpq = Kp(@+myes,, T Wiq+men,+1,p(V =1 —1m) = Womi1 p(v—p—in)

for translations in the second variable.
Analytic continuation for the first and second variable across the branch cuts

+

(2im(n—1/2),2imt(n+ 1/2)) can be expressed in terms of operators Al,ll", withi=1andi=2
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Table 1: Translation operators T", T™ and analytic continuation operators A,,
A,, defined on functions f analytic in D,. The translation operators verify
(T™"f)(v,u) = f(v+2intn, u) (first four operators) or (T™f)(v,u) = f (v, u + 2imtm)
(last four operators) in the specified sector for (Re v,Reu). The operators A,
(first four operators) correspond to analytic continuation in the first variable across
the cut v € (2in(n — 1/2),2in(n + 1/2)) and the operators A,, (last four oper-
ators) correspond to analytic continuation in the second variable across the cut
u € (2in(m—1/2),2in(m + 1/2)), starting from the specified sector for (Re v, Re u).

Operators Sector
-
T1”_ Al Re v < min(0, Re u)
1
1+
Tl’} Al Reu <Rev <0
-
Tln; A 0<Rev<Reu
+
Tl’} A:lr max(0,Reu) < Rev
>
" An Re u < min(0, Re v)
1
2+
TZ’:}r Al Rev<Reu <0
>
TZ”; An O<Reu <Rew

T An max(0,Re v) < Reu

corresponding to analytic continuation respectively in the first and in the second variable, and
the indices 1|r, £ indicating the sector for (Re v,Re u) from which the analytic continuation is
performed, see table 1. The same reasoning as in section 4.1 gives

.+

Ay =TZ'TE (110)
i -

Ay =TZ"TL (111)

for i = 1,2. Using (108), (109), we observe that the analytic continuation for Kp, is in fact
independent of the side 1|r from which the analytic continuation is made, and we simply write

. 1
A‘: instead of A,". Writing v for the first variable and u for the second variable of Kp(, we
obtain
A]T-l_(KP;Q + WP,Q(“’ — v+ 171') + ZRQ) = KP@BH,Q + WpeBmQ(‘UJ —v+ 17'[) + ZPGBH,Q
+ . :
A}l (KP,Q + WP,Q(M —v+ 17'[)) = KPGBH,Q + WPGBH,Q(M — v+ 17'[) (1 12)

for analytic continuations in the first variable and

2= .
A, (Kpg +Woi,p(v—pu—in) + Zgy1p)
= Kpqes, T Waen,+1,p(y = —im) + Zgep, +1,p
+ . .
A2 (Kpg + Wos1,p(v—p—im)) = Kpgep, + Woes,+1,p(v—u—in) (113)
for analytic continuations in the second variable. In particular, one has

(AL VKpo = (AE)ZKP’Q = (A2 Y’Kpq = (Af:)ZKp’Q = Kpq, and the branch points v = 2ina,
u = 2ira, a € Z+ 1/2 of Kp, are of square root type.
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Analytic continuation for v across (u+ 2intn, u+2in(n+ 1)) is represented by the operator
D}l’i (respectively Drr;i) if the analytic continuation is made from the sector Re v < 0 (resp.
Re v > 0), the sign — corresponding to v crossing the cut from the left and the sign + from
the right. Analytic continuation for u across (v + 2im(n— 1), v + 2intn) is represented by the
operator D (respectlvely D" ) if the analytic continuation is made from the sector Re u < 0
(resp. Reu > 0). In terms of translation operators, one has

Dh* = T 11, (114)
Dr:!:_T 11,

and one finds

1+ _
D" Kpq = Kpq>
D, Kpq =Kpq + Zpes,—nq = Zp-n@s (115)
D;"Kpq = Kpq —Zpes,—nq + Zp—nq -

. AT
4.10.2 Functions KP,Q

We now introduce a generalization of Kp, depending on two finite sets A,T' C Z+ 1/2 similar
to the generalization from Jp to J PA in section 4.9.2. We define

0

1

Kﬁ(’;(%.u) = EJ( du yp®w+ vy (u+u), (116)
—0Q

AT
with 951? defined in (87). We show in the following that e2%2a can be extended to a meromor-
phic function on R2 x RF. More precisely, introducing the function

e2K§(’2r(v,u)

(1 —es—7)P\AI(] — ev—#)IQ\T

2itb—u  2ima—v 2inb—y  2ima—v
(l_[aeP\A l_[beQ\F (— —4 ))( l_[aePUA l_[beQUF ( 4 T T 4 ))
2intb—u 2ira—y ’
(naeA l_[bel" ( Z ))

'I‘PAéF(v, u) = 117

X

which verifies T (v u) = P\ " Q\F(v ), the function e2K " defined by

(€)([v, PL (1, QD = Yoy (v, 1) (118)

is shown below to be meromorphic on R® x R when |A| € 2N and || € 2N, which is the
case needed for KPZ fluctuations.
The function KPAér can be expressed in terms of Kp, as

Kpo(v,u) N Kpono(v, 1) N Kpqor(v,u) N Kpoagor(v, u)

o (714) = 4 4 4 4 ’

(119)
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and verifies K (v u) = P\ A Q\r(” u). Tedious computations using (108), (109), (112),
(113), (115) then lead for shifts by integer multiples of 2i7 to

Ty AL _ AT

PQ T 'P+nQ>
T = T imem\@asme (120)
T Tag = Yot -
T3 Thg = () e ey
and for the analytic continuations to 2°
A}ITPQ - TPAe’l(ﬂB \A),Q’
A2 =(— 1)|A||B n\I' T,Qe(B \ry (121)
DHTP,é =Ty

The signs above disappear when |A| and |T'| are even numbers, and thus TPAér can indeed be
extended to a function meromorphic on R* x R! in that case.
, . =2 %
Additionally, extending 2" to the collection R~ of all R2 x RT by e2K([v,(R,A)],

[, (Q,1)]) = e2K* ([v P1,[1,Q]), see section 3.8.4, the function e verifies from (120) the
symmetries eXo(T®l)= e2K o(1®7)=e2K with T defined in (44).

5 Relation with known formulas for KPZ

In this section, we show that several known results about KPZ fluctuations in finite volume
with periodic boundary conditions are equivalent to the results given in section 2 in terms
of the Riemann surfaces introduced in section 3.8 and meromorphic functions on them from
section 4. For flat initial condition considered in section 2.2, only the Riemann surface R is
needed. For sharp wedge and stationary initial conditions, discussed in sections 2.3, 2.4 and
2.5, a summation over the Riemann surfaces R, A T Z + 1/2 is needed.

5.1 Flat initial condition
In this section, we show that the expression (4) for the probability of the KPZ height with flat

initial condition is equivalent to exact results from [39,40].

5.1.1 Relation with the generating function of the height

The expression (4) follows directly from that of the generating function (), s >0
obtained in [39], equation (8) 2!, based on earlier works [44,45,53,54,87-90] on the Bethe
ansatz solution of TASEP with periodic boundaries. One has

vp(s) 5
V2 ot 2p(7p()) @3f557 dv 2y (V)
(@) =s > B — , (122)
PCZ+1/2 411 XP(VP(S))GVP(S)/A'(l +e_”P(5))1/4
IPl+=IPI—

4
. L
20We write Al instead of A and D, instead of D}Jr’i when analytic continuations depends neither on the signs
of the real parts of the variables nor on the sign of the real part of their difference.
2'The function x, was called w, in [39].
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where vp(s) is the solution of the equation y,(vp(s)) = s, conjectured to be unique and to

verify Re vp(s) > 0 when s > 0. The probability density pg.(u) = —38,Pga(h(x,t) > u) is
s s
related by Fourier transform to the generating function as pg,(u) = f_oo g—fr e iU (gishCen))

Making the change of variables s = —iy,(v) and integrating with respect to u then gives for
c>0

V2 c+ioco dv efXP(V)_uX;J(V)+%JC—VoodVXI/;/(V)Z
- 123
fc_ioo 2im (2

Py (h(x, t) > u) = £

1Pl =PI

At this stage, there are two differences between (123) and (4): the constraint |P|, = |P|_ that
P has as many positive and negative elements, and the integration range (¢ —ioco,c + i00)
instead of (¢ —im,c + im). These differences correspond simply to distinct ways to label the
sheets of R, or equivalently to the choice of a fundamental domain in R for the group action
¢ when writing R=R/5, compare the two representations of R in figure 13 on the right side
Re v > 0 of the branch cuts. Using (69), the expressions (123) and (4) are equivalent explicit
representations of (1) when ¢ > 0 since |P|, = |P|_ implies that |P| is even.

5.1.2 Relation with Fredholm determinants

The probability distribution Pg,(h(x, t) > u) was also expressed in [39] as the integral over
v, Re v > 0 of a Fredholm determinant, using the Cauchy determinant identity (21), see sec-
tion 2.6.3. Another Fredholm determinant expression for P, (h(x,t) > u) was proved by
Baik and Liu in [40] using the propagator approach [91,92], but with a slightly different ker-
nel and an integral over v, Re v < 0 instead. Although it had been checked numerically that
both expressions do agree, a proper derivation was missing. We show below that the expres-
sion in [40] agrees with (4) when ¢ < 0. The analyticity on the cylinder, consequence of the
trace in (1), justifies that (4) gives the same result for ¢ < 0 and ¢ > 0, and shows that the
expressions in [39] and [40] for flat initial condition are indeed equivalent.

We start with equation (4.2) of [40]. In our notations, Baik and Liu prove that the height
function h(x, t) for the totally asymmetric simple exclusion process with flat initial condition,
appropriately rescaled according to KPZ universality, has the cumulative distribution function
Pgac(h(x, t) > u) = Fy(—u; t), with

Fy(—u;t) = _dz e w1 @)+ tA(2)+A3(2)+B() der(1 — kD) (124)
’ iz]<1 207z z
The contour of integration encircles O once in the anti-clockwise direction. Writing 2 = —e”,

Re v < 0, one has in terms of the functions of section 4 the identifications A;(—e”) = xq’,(v),
Ay(—e”) = xy(v), Az(—e”) = Iy(v) and B(—e”) = Jy(v). After some harmless changes of
notations using the fact that any & € S, 1., in [40] is of the form —«,(v) for some a € Z+1/2,
the discrete operator ICS) has for kernel

v XN(V)
exp(Z ko (v) + 2, () +2 7 dv 200

Kq(V)(Kq(v) +K5(¥))

with a, b € Z+1/2 and a path of integration contained in D. The rest of the section is essentially
a more detailed version of the derivation of equation (22), run backwards. Expanding the
Fredholm determinant in (124) as

KM (a, b) = : (125)

det(1—KM)= > (1) det(kKV(a, b)) pep (126)

PCZA+1/2
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using the Cauchy determinant identity (21) and making the change of variable z = —e”, one
finds for any real number ¢ <0

c+Him
d /
Fi(—u;t) = J z_v et (M) —uxy(M+1o(M+J5(») Z (_1)IP| (127)
c—in 41T PCZA+1/2
(l_[ exp(& Ko (v)° + 2uk o (v) + 2 f_voo dv f’l’l—((vv))) ) l_[aﬂ,lbbe (ko(v) — kp(1))?
x .
acP K'a(V) l_[a,bEP(Ka(v) + Kb(v))

In terms of the functions yp, we obtain from (64), (51)

c+im
Fi(—u;t) = ﬂ (—1)P! et 2P (M=t I+ + [ g dv 2y M ()= ()
! 2ir
c—in PCZ+1/2

(128)

x(l_[ 1 )naélvfbf’ (kq(v)— Kb(V))Z

acP Ka(V) l—[a,bGP(Ka(v)-i_Kb(V)) .

In terms of the regularized integral JC_”OO =limy_,oo(...)log A+ f _voo subtracting appropriately
logarithmic divergences used in the definition (74) for the functions J, one has

Jo(v) +J dv 1y I (V) = x5y ) (129)
=113 Jf_ v () =1 O
Y dv
= JP(V) - ZabZeP JL_OO —Ka(v)Kb(v)
2
— 5+ S 1og((Ka(V) ‘;Kb(v)) ) ’
a,beP

where the first equality comes from (74), the second from (161) and the third from (184)
using the fact that 21og(x,(v) + x5 (v)) = log((k,(v) + k(7))?) when Re v < 0. We obtain

2in

c+im 1P
Fy(cu:t) = J dv S CDT 0wz 0)+160+35()
c—in PCZA+1/2

B (GO

a,beP 8
a>b

From the definition (50) of x,(v), one has (x,(v)? — k,(v)?)/8 = 2ina/4 — 2inb/4, which
finally gives (4) with ¢ < 0.

5.2 Sharp wedge initial condition

In this section, we show that the expression (10) for the probability of the KPZ height with
sharp wedge initial condition is equivalent to exact results from [39,40].

5.2.1 Relation with the generating function of the height from [39]

The expression (6) for sharp wedge initial condition is a consequence of the generating func-

52


https://scipost.org
https://scipost.org/SciPostPhys.8.1.008

Scil SciPost Phys. 8, 008 (2020)

tion obtained in [39], equation (9), and given for s > 0 by

1|P|+|H| V2 V2

sh(x,0)y H _2imx(X ep a—Dperr @)
<e >SW ’ PH;]/Z 4|P|+|H]| € : : (13D)
IPLe=IH|7
et (e Tim, | A~IPPIHP R
X J
XP,H(VP,H(S))

with Vandermonde determinants Vp, V; defined in (5),

xpu(v) = M (132)
and vpy(s) the solution of )(PH(VPH(S)) = s, conjectured to be unique when Res > 0. The
restrictions |P|, = |H|_, |P|— = |H|, on the number of positive and negative elements of P
and H imply in particular that we are summing only over sets P and H with |P| = |H]|.

As in section 5.1.1, the cumulative distribution function of the height can be derived from
the generating function by Fourier transform, and we obtain in terms of XpA’ J PA defined in
87, (74

TNV VY tirn Sy S
J— 17TX ac. a— ac. a
Py (h(x, ) >u)= > e P Daen (133)
PHCZ+1/2
[P|l£=|H|f

c+ioco
y J AV b orsto)
c—ioo 2ir
withc>0and A=PeH.
One has [P|+ [H| =2|P\ Al +|A], D pcp@— Dopey @ = ZaeAa—zaeA\Aa and

V2V2 = VZVAZ\A l_[ 1—1(2171'a Zmb) (134)

a€P\A bEPUA

where A =P o H and A= P N A. These identities allow to rewrite (133) as

Poy(h(x,t) >u) = Z Z Z 1{|P|i=|PeA|¥}(i/4)2|P\A|+|A|VAZVA2\A

ACZ+1/2ACA QCZ+1/2
QnA=0

( l_[ l_[ (Zma 217‘cb) ) 20mx( e A= Dgenra @)

aeP\A bEPuA

c+ioo d
X EV P gt 4275 () (135)
c 2im

—100
where the sum over P=QUA and H = P U (A \ A) has been replaced by a sum over A, A, Q.
Since A C A and the function )(PA verifies XpA =y PA\ A0 all )(PA in the integral can be replaced by
Xé- Additionally, P\ A =Q and P U A = QU A shows that further factors are independent of
A. Finally [P|. = |Q|+ +|AlL, [PO Al = Q|+ +|A\A|; = |Q|+ +|A]+—|Al+, and the constraints
|P|. = |P © Al; can be replaced by |A| = |A \ A|, implying that |A[ is necessarily even, and
Q| — Qe Al_=—|Al/2, equivalent to A, (Q, A) = —|A|/2 with A, defined above (43).
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2J

' . . A .
In terms of Ef defined in (7) and of the functions ¥, 2, € on the Riemann surface

RA defined in (86), (91), (96), we obtain

Po(h(x,)>w)= > 2 > 14 qarjayz (136)
ACZH1/2  QrEip

c+ioco d
x f 2 (et 2t ([ Q))

Cico 21T
We split fccjif: into Z:f:_oo ccjzziﬁ(r;njll//zz))
by T defined in (44) of the extension to R of y and e*’", i.e. we replace [v— 2irmm, (Q, A)]
by [ v, (Q+m)e(B,,\(A+m)), A+m)] everywhere since ¢ > 0. Making the change of variable
Q—-Poe(B,\(A+m))—m=(P—m)e(B_, \ A) followed by A — A —m, the constraint
QN A =0 becomes PN A = §. Using E27™ = =2 then leads to

and shift v by —2imm. We then use the symmetry

oo
Palh(x,0>w= >, =% ) _Z Lo, (oms(B\(amm), Aem) =112} (137)
ACZ+1/2  PCER/2m=—00

c+Him d
x f (e ) [y, P).
c—im 2in

Using (43), the condition A, ((P —m) e (B_,, \ (A —m)),A—m) = —|Al|/2 is equivalent to

A.(P,A) = m—|A|/2. We observe that there exists a unique m € Z such that the constraint

is verified when |A| is even, and that no m € Z satisfies the constraint when |A| is odd. Since

22 =0 when |A] is odd, this leads to (10), using the definitions (86), (96) of y* and e*/ *,
The slightly tedious derivation of (10) from (135) in this section can be understood more

directly, but at the price of heavier formalism, by considering a collection R of copies of R

and a covering map from R to R projecting each copy of R in R to a distinct R* in R. The
functions appearing in (135) can then be interpreted as functions on the components R of

R, equal at [v,P] € R to the product of a constant depending only on A = P N A, which is
eventually gathered into =%, and a function of [v,P \ A] € R”.

5.2.2 Relation with the expression from Baik and Liu [40]

In this section, we show that our result (6) for the cumulative distribution function of KPZ
fluctuations with sharp wedge initial condition agrees with the alternative formula by Baik
and Liu [40], with an integration on the left side of the branch cuts.

We start with equation (4.10) of [40]. In our notations, Baik and Liu prove that the height
function h(x, t) for the totally asymmetric simple exclusion process with domain wall initial
condition, appropriately rescaled according to KPZ universality, has the cumulative distribution
function P, (h(x, t) > u) = Fy(—u; t, x), with

Fo(—u; t,x) = A3t @)+ tax(a4252) det(1— K@) . (138)
T zj<1 21702 z
The contour of integration encircles O once in the anti-clockwise direction. Writing z = —e”,

Re v < 0, one has in terms of the functions of section 4 the identifications A;(—e”) = )(é(v),
Ay(—e”) = yy(v) and B(—e”) = Jy(v). After some harmless changes of notations using the fact
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that any & € S, j in [40] is of the form —«,(v) for some a € Z + 1/2, the discrete operator
ng) has for kernel

x{,’(v))

Kq(v)

exp(% k(1) +uk,(v) + 2imax + 2 f_voo dv

K®(a,b) = ) (139)

exp(§ k. (v)° +ur (v)—2imex +2 [*__ dv %(vv)))

K (MK (v) + K ())(p(v) + k()

p3

cEZ+1/2

>

with a,b € Z + 1/2. The rest of the section is essentially a more detailed version of the
derivation of (25), run backwards. Expanding the Fredholm determinant in (124) as

det(1-K®P)= > (1) det(K?(a, b)) pep (140)
PCZA+1/2
using

det( Z ]Ca,b,c)

ceZ+1/2

(IT 2 Jdet(Kane), pep (141)

a,bep a€P c,€7+1/2

the Cauchy determinant identity

( I1 abep (kg,— Kb))( I1 abep (K, — ch))

Ke, T Kp )a’bep [ Tapep(c, +55)

det( : (142)

and making the change of variable z = —e”, one finds for any real number ¢ < 0

Fy(cus t,x) = J Cmi—iet"“”‘”‘“*w” > (T 2 Jew”
C

—in PCZ+1/2 a€Pc,eZ+1/2

exp(é o(1)3 +uk,(v) + 2imax + 2 f_voo dv 2 ()

)
k()
x(l_[ <) ) (143)

aepP

exp(5 k¢, () +ux, (v) —2imc,x + 2 f_”oo dy 2 (V))

Ko (V)
X(r[ ke (7) )

a€P

(TTeser Gea) =1y () (TTeser (e, (M) =16, ()
X .
(TTaep(ea( + 16, () TTapep (e, () + 15, (7)

Because of the factor [ [aser (k. (v)— k., (7)), only the tuples c,, a € P with distinct elements
a>b a

contribute, and one can replace these tuples by finite sets H C Z + 1/2 with |H| = |P| up to
permutations. Using the identity

[Taser (5, —
(l_[ Z )1{{Ca,aep}:H} ( ab>bp Ke ch)

a€P c,€Z+1/2 (naeP(Ka + Kca))( na,beP(Kca + Kb))
( l_[a&bbe (kg — K‘b))( l_[a,abfbH (kq— Kb)z)
- l_[aeP l_[beH(Ka + Kb)2 (149
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for PHC Z+1/2, |P|=|H|, (132), (64) and (161), this leads to

c+Him dv )
Fz(—u; t, X) — J - Z (_1)|P| etXP,H(V)_uXP,H(V) e21nx(ZaEP a_ZaeHa)
C

—im 2im PHCZA41/2
|P|=IH|
&2 +2 [ v 1 )t 01 () (l_[ 1 )( I1 1 )
a€P Ka(v) a€H Ka(v)

(TTaser a0 =y (TTesen () = x5 (D))
(l_[aeP l_[beH(Ka(v) + Kb(v)))z

(145)

In terms of the regularized integral JC_”OO =limp_e0(...) logA+f_voo subtracting appropriately
logarithmic divergences used in the definition (74) for the functions Jp, one has

I+ J av 2 )ty ()~ 2 () (146)
=%)f ) = J[ & (r ) — 7§ D)

1 v dv
= — d 2 - (e ()
s ooty bZJ[oo O zabeHJL SO0
dv
I3 o

a€P beH
1’ () +55(9)
= EJ[_OO dv X (v)2 5 aép log(%)
+% Z log( a(V)+Kb(V)) ZZI ( a(V)‘FKb(V)),
a,beH acP beH

where the first equality comes from (74), the second from (132), (161) and the third from
(184). We obtain

cHim dv ilPI+IH] ot (V)i ()+va dv " ()2
. — 7 xer(V)—uxpr (Vo dv xpy (v
Fy(—u; t,x)—f i E 4|P|+|H|e PH PH BH (147)
C

—im PHCZA+1/2
|P|=|H|

w27 Toer ¢ Taerr ) ( [ Ka(v)zgxb(v)z)z( I Ka(v)zgxb(v)z)z.

a,beP a,beH
a>b a>b

From the definition (50) of x,(v), one has (x,(v)? — k,()?)/8 = 2ina/4 — 2inb/4, which
gives

ctHin Pl+|H| 172 1,2
Fy(—u;t,x) = ﬂ M zmx(zaepa —2aen @ )
S  2in 4IPIH]
c—Im PHCZ+1/2
IPI=IH]
xetmm by O L@ 0F | (14g)

with Vp the Vandermonde determinant defined in (5). Introducing A = PeH and the functions
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2 and J5 from (87), (92), we finally obtain

|P|+|H| Vz VI_% o (Z Z )
_ I S £ 17TX aeP T 2uqeg 4
Pa(h(,)>w= > - PR P L (149)
PHCZA41/2
|P|=|H|

Cc+ITT d
X av etZp (V)—ux;A(v)+2JA(v)
c 2ir

—I17T
with A=PeH and Vp, )(PA, J PA defined in (5), (87), (92). The sign of ¢, the integration range
and the constraint on the sets P and H differ from (133). This corresponds simply to another
choice of fundamental domain for the Riemann surfaces R~. Indeed, writing P = Q UA with
AC A, QN A =0 and using (134) as in the previous section leads to

Poo(h(x,0)>uw)=" > > > 1gpipeap (/42PN AH4V2V2

ACZ+1/2ACA QCZ+1/2
QNA=f)

( l_[ l_[ (21na 217‘Cb) ) 2irx( pen =Taenin @)

a€P\A bePuA

c+Him

y J ﬂ et (Nur (N+27p(0) (150)
c—im 2ir

which parallels (135). Since |P| = |P © A| is equivalent to |A| = |A \ A, the same reasoning as
from (135) to (136) finally gives

c+im
PahCn0>w)= >, 8 > f 2 ), asD)
ACZ+1/2 QEZ+1/2

which is precisely (10).

5.3 Multiple-time statistics with sharp wedge initial condition
In this section, we derive (13) starting with a result by Baik and Liu [42]. We also discuss the

pole structure on the Riemann surfaces R*¢ of the final expression.

5.3.1 Derivation of (13) from Baik-Liu [42]

The joint distribution of the height at multiple times 0 < ¢; < ... < t,, and positions x;
was obtained by Baik and Liu in [42], equation (2.15), with the expression (2.21) for C(z),
and (2.51), (2.55) for D(z). Under the replacements T; = tj, Yj = Xj, X; = —U;, one has

J J?
SW(h(xls tl) > Ug,.. h(Xm, m) > le) - F(t u) Where
F(t,%,1)
m _
_ dzl N l_[( ueA1(Ze)+tgAz(Zz) ezB(Ze,zl)—zB(ZeH,Ze))
2imz, 217TZm =1 2t —z(+1 e ulAl(ZZ+1)+flA2(zl+l)

M

..... o o(lzl( ')2)(1—[((1_2271) (1_;—:)%)) (152)
- ORAv©OR .
i ( 12 )( LI A(AU(U(Z?AV((‘Z))Z)Z fe(U(”)fe(Vm)))

(=1P He@r1/2) 7 N =1
m A(U(l)' V(f—l))A(V(l)- U(Z—l)) —h(V®,z_)-h(VID z)
X l_[( AUDO; UE=)A(VO; = 1))eh(U(“ 21 )+h(UCD z,)

(=
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with |z,;| < ... <z1] <1, vppg = =00, Xg = X1 = to = Ly = Ug = Upyy = 0.
In terms of 2 = —e¥, Rev, < 0, —w < Imvy, < 7, one has A;(z)) = xé(w)
and Ay(z) = yxg(v) with yy given by (56) and B(zy,z,) = Kgg(v,,v,) with
Kyy given by (101). The ny-uples U®, vO are defined in terms of the n,-uples
Py, My as UO = (k(v),a € Pp), VO = (—xyv),a € H,;). The quan-
tities A(W), A(W;W’) for tuples W = (wq,...,w,), W’ = (wi,...,w),) are de-
fined as A(W) = n15i<j5n(wj —wy), AW; W) = [T, TT/_,(w; —w’). The re-
maining factors are given by h(U(’Zl),zgz) = Zaepel fi)oo du){é’(u + v, )/ k(U + ),

0
(V) z,) = e, J oo du g (u+ vg,) /g (u+ vy, ) and

3 . 2
: (0O (1) & Zeen [ 1) alt—tr) 5 ) G =y g (v)
fZ U — _1 [e acPy J—oo Kq(v) l_[
CLEP[ Ka(W)
o (v)3 2
e 2S [ gy B0 el ) =G ) S e k()
fg(V( ))=e a€Hy J—oo Kq(v) l_[ (153)
a€H; Ka(W)

Because of the Vandermonde determinants A(U®), A(V®), only tuples P,, H, with dis-
tinct elements contribute to (152). Since the summand is invariant under permutations of
the elements of P,, H,, one can sum over subsets P,, H, of Z + 1/2 instead, up to a factor
]_[2'1:1(11@ 1)? counting the number of permutations. Making the changes of variables z, = —e"t,
one finds after some simplifications

c1+im dy CpyHiTT dv m
rera= [ [ Se(]] 3 ) (1549
cp—im 2in Cpp—im 2in 0=1 P .HyCZ+1/2
|Pg|=IHy|
m .
8 ( l_[ ((1/4)2,1[ VPZZ V;{ e21ﬂ"(xe_xﬂ—l)(2a€P[ a_ZaEH[ Cl)
(=1
Ltz GO~ )z (427 (m))
m—1

_opleBi+1
(1— eV Ve) 1+ (] — eV V)1 g Kpopyyy (VeVes1)

<1
2inb—vi  2ima—v, 2inb—viq  2ima—v, \\’
(=1 (naep,z l_[bePg+1 ( 4 T T4 l_[aeHe l_[bGHg+1 4 T T4

with¢, <...<c¢; <0,n, =|P/|=|H,| and A, = P, © H,.

Using 2n, = 2|P; \ Ay| +|4A,| and (134), the general factor of the first product in (154)
rewrites in terms of the functions y2, "2, e** on the Riemann surface R> defined in (86),
(91), (96) as

2 12 U2 etz (=) () + 2T ()
({/4)™ Vp Vi, e d : )
= (i/4)|Az| VAze VAZZ\A[ (e(te—te—l)XAe —(ug—up_y )y "M +2T5¢ )([ v, P ), (155)

with A, = P, N A,.  Furthermore, one has 1 — "1™ = e Holn—vin)
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1—e” Ve = e oY=V =i with I, defined in (68), and the identities n, = |P, \ A;|+[A,]/2,

2imb—y  2ima—v 2imb—p _ 2ima—v
( l_[aeP\A l_[beQ\F ( 4 ))( l_[aePUA l_[beQUF ( 4 T T4 ))
2imb—y _ 2ima—v Zinb—y _ 2ima—y
(l_[aep l_[beQ ( 7 ))( l_[aePeA l_[beQeF ( 7 ))

1- O'a(P)Ob(Q)

_l—“—[(ZM'cb w 21712— V) (156)

a€A ber

lead for the general factor of the second product in (154) to

_orleA
(1—eVen™V)u (1 —e”t V) st g 2KP[ Py (Ve

( l—[ l_[ (Zinb—veﬂ __ 2ima—v, )) ( l_[ l—[ (Zinb—vgﬂ _ 2ima—v, ))
CIGP[ bEP[+1 4 4 CIGH[ bGH[+1 4 4

(1—eVen™v)Ad/2 (1 — eV V1) Aenl/2

1—[ l—[ 2imb—vp, _ 2ima—,
acf, bEA[_H 4 4

(157)

(e b, pesn))

1+oqAp)op(Ag41)

where A, = P, N Ay, p; = [v,P,] is a point on the Riemann surface R and QKA g
function meromorphic on Rt x R2¢+1 defined in (118). Writing P[ Q UA, withQ,NnA, =0
and Ag C A, and using that 22, P]) = 2, P\ A], ¥ ([v,P]) = ¥ ([»,P \ A]),

XX ([v,P1,[w, Q1) = 2™ ([»,P \ A],[,Q \ T]) are independent of PN A and Q N T, we
obtain

. c1Him dVl CpHiT dV
F(t,x,u)=f ﬂf P (]_[ > > ) (158)

1—im m i (=1 ACZ+1/2 ACAr  Qrz+1/2
[Agl=1ap\Ael QpnAy=0

m
(PT(0217 12, 20 S

(=1

X (e(té_té—l)er —(ug—up_q)y "M +27%¢ )(pf )))

( 1((1—6”“1 Ve)lAz|/2(1_eW W+1)|Az+1|/2
X

1—eY+1™2

—2KA0A0+1
e 2K +

5 (Pe>Pe+1) )
2inb—vy,  2ima—v, )M ’

naeAg l_[beAeH( 4 T 4

where p, = [v,,Q,]. This is essentially (13).

5.3.2 Pole structure of (16)

The integrand in (16) has potential poles and zeroes at v,,; = v, + 2imm, m € Z. More
precisely defining from (14), (15) and (118) the integer

A, 18l
@ = =1+ (55 + =0 1A N (A = m) = (A \A) N ((Agar \Agsr) = m)])
+(IPel + Prsa | +18¢ 0 (Agyy —m)| (159)

1PN (Pryy —m)| = [(P U A) N ((Pryy U Agyr) —m) ),
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with B, N A, =0, Ay € A, and |A;| = |A]/2 as in (13), the integrand has at the point
Voy1 = V¢ + 2imtm a zero of order a, if a, > 0 and a pole of order —a, if a; < 0. We show
below that for any choice of the integer m and of the sets A,, A, Py, Ayi1,Ap41, Ppyq asin (13),
one hasa, > —1,witha, =—1lifandonlyif A;, ; =Ay+m,A; 1 =A,+mand Py ; =Py +m.

We consider first the terms of (159) in the first line within the parenthesis. Us-
ing |A; N (A1 — m)| < min(|A¢],|Aps1]) = min(|Ayl,|Ar411)/2, and similarly for
(A, \Ap) N ((Apy1 \ Apyr) —m)|, the first parenthesis of (159) is non-negative, and equal
to zero if and only if Ay ; = A, +mand Ay, =A, +m.

We consider then the terms in the second and third line of (159). Af-
ter some manipulations, we observe that the sum of these terms is equal to
[Pl = [P N ((Pgyp —m) U (Agyy —m))| + |Ppyg| = |(Pp U Ag) N (Ppyy —m)|, which is manifestly
non-negative. The integrand in (13) may thus have a pole only if both parentheses in (159)
are equal to zero. Provided that A,,; = A, +m, the second parenthesis is equal to zero if and
only if Py, = P, + m, which concludes the proof.

A Derivation of the identity (76)

In this appendix, we derive the identity (76) for the integral JCﬁ 2 (v)?dv, n € Z. The
identity is obviously true for n = 0 since f3,-P is homotopic to an errrllpty loop. We consider first
the case n = 1, for which a detailed calculation is needed, and then generalize to arbitrary
n € Z by using translation properties of the functions Jp.

A1l Casen=1
We introduce positive numbers €, §, 0 < € € 6§ < 1. By definition of the path f3;-P, one has

i(n+6)—e i(m+6)+e
f " (v)*dv :J[ dvx '(v)?— )[ dv )(1/,/9{1/2}(1/)2 , (160)
.

—00 —00

with both paths of integration contained in D on the right hand side. The path for the second
integral on the right has to cross the imaginary axis in the interval —n < Imv < 7, see fig-
ure 20. At this point, 6 need not be infinitesimal (we only require that 0 < 6 < 27), but it
will be convenient in the following in order to compute some integrals by expanding close to
the singularity at v =ir.

From (64), (63), (50) and K = 3/K}, the function y, ”(v) verifies

JHOE (v)+; ) (161)
and V12
1 . 2M < ab(P))
=1 _—— . 162
xp () Jim_ (\ — b:_%l/z ) (162)

Since 04 /5(P) = —01,2(P © {1/2}), the function

xp (W) +01/2(P)/K1/5(v) = X;’e{l/z}(v) —01/2(P)/11/5(v)

does not have a branch point at v = ix, so that

i(n+6)—e o (P) 5 i(m+6)+e o (P)
)L dv (1p ) + =2 )_)ﬁ dv (2o )~ —L2) =0 (163)

_oo Kl/z(V) —oo K1/2(V)
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This leads to

i(n+6)—e "
1 v
J~ ¥ (v)*dv = JL dv ( ———— —2015(P) XP—()) (164)
fy-P PN Kl/Z(V) Kl/z(V)
il 19 "
o B e ST )
—oo Kl/z(V)2 12 Kl/z(V) ’

which, using (161), gives

i(n+6)—e o (P)—2 2 //(V)

1"eN2 1/2 Xy 4
y ' )ydv=o (P)J( dv — — B S ———
)[ﬁl.p R (Kl/z(v)z K1/2(v) bep\{l/z}xl/z(v)xb(v))

i(n+6)+e o (P)+2 2 //(V)
1/2 Xy 4
—01/5(P) dv + + — ). @65
i )(_oo (Kl/z(vﬂ K1/2(v) bep\{l/z}xl/z(v)xb(v))

The integrals needed are computed in appendix C. Using (184) and (185), we obtain after
some simplifications

1
EJ[ ¥ (V)Adv =im + al/z(P)(in(|P|+ —|P|_—1/2)—2log2 (166)
p1-P
m?(b—1/2)?
+ log ZR2— 2
2, los— )
beP\{1/2}

which is equivalent to (76) with n = 1.

A.2 Extensionton>1

For n > 2, we write the telescopic sum

n

Tp_n(v—2i1) = Jpep, (") = D (Jip_myen, (v — 2imm) (167)

m=1

~Tpom1)on, ., (V—2im(m—1))).

Noting that (P—m+1)©B,_+1 = (P—m)©B,_,, + 1) ©{1/2}, see the group identity (36),
one has from (75)

1 1<
- 2/ (v)Pdv == Z 2 (v)dv. (168)
25 » 2 4] oo
n m=1 ﬁl ((P m)eBn—m+1)
Using the identity (76) with n =1 derived previously, we arrive at
1 1<
EJ‘/& , X//(V)Zdv = E Z (W(P—m+1)eBn,m+1 - W(P—m)eBn,m) B (169)
n’ m=1

whose right hand side telescopically reduces to (Wpgg, —Wp_,)/2. This proves (76) forn > 2.

A.3 Extensionton <0

Let n be a positive integer. The replacements v — v+ 2irwn and P — (P © B,)—n in (75) give

1
Jpep,—n(V) = Jp(v +2imn) + —][ " (v)2dv. (170)
2 ) p,-(poBy)
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Changing the order of the terms and using P © B, —n = (P —n) © B_,,, one has

1
Jp(v +2inn) =J(P—n)eBn(V)——J‘ 1 (V)dv, (171)
2 ﬁn'(PeBn)

which, from (75) with n replaced by —n, gives

1 1
EJ[ 2/ (v)?dv = —E)(» " (v)3dv. (172)
ﬂ—n'(P_n) ﬂn'(PeBn)

Using the identity (76) for n > 0 derived previously, this leads to

1

3 J[ 1" (v)*dv =—Wp +Wpep _p - (173)
ﬂ—n'(P_n)

Replacing P by P + n finally leads to (76) with n replaced by —n < 0.

B Derivation of the identities (106) and (107)

In this appendix, we derive the identities (106) and (107) for some integrals over the paths
Yno and yq . The identities are obviously true for n = 0 or m = 0 since the paths are then
homotopic to empty loops. We start with the identity (106), which is proved first for n = 1,
where a detailed calculation is needed, and then generalized to arbitrary n € Z by using
translation properties of the functions Kp(,. The identity (107) is then obtained by exchanging
u with v and P with Q.

B.1 Case n =1 for (106)

The integral fho du A,y (- + »)xo (- + w)) is equal to zero if Re v < 0 since the path vy is

empty then. Therefore, we restrict to Re v > 0 in the rest of this section. We introduce positive
numbers €, §, 0 < € € 6 < 1. We want to compute the integral

)[ du A, (xp (- + »)xyC+ ) (174)
Y1,0

i(n+86)—v—e i(m+6)—v+e
=)( du yp (u+ )xyu+p)— duxl’,’e{l/z}(u+ Mirou+u),

—o0 —0c0

where the paths of integration in the second line are contained in D. The path for the last
integral in the second line has to cross the imaginary axis in the interval —m < Imv < 7, see
figure 20. Additionally, if Re y > Re v, the paths of both integrals in the second line must cross
the line Re(u + ) = 0 in the interval —m < Im(u + u) < m. At this point, 6 need not be
infinitesimal (we only require that 0 < 6 < 27), but it will be convenient in the following in
order to compute some integrals by expanding close to the singularity at u =im — ».

Because of (162), the function y;/(v) + 01 ,2(P)/Kk1/2(v) = X}’,’e{l/z}(v) —01/2(P)/x12(v)
does not have a branch point at v =i, so that

J[i(ﬂ"'é)_v_;u (}(//(u + V) + M)Xﬂ(u + ‘LL) (175)
i(m+6)—v+e 01/5(P)
/2 "
_ du (p(u+ v) - —2—= )y (u+p) =0.
:f_oo ( P Kl/Z(u+ 1))) Q
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This leads to

)[ du A, (rp G+ 9o+ w) (176)
Y1,0
i(n+6)—v—e /" i(n+6)—v+e 1"
Xou+p) Xou+u)
=—<71/2(P)( dul& " 4 duQ—) .
oo K1/2(u+ ) oo K1/2(u+v)

Using (161), one has

)( du A, (x5 + »)xyC+ ) 177)
Y1,0
i(t+6)—v—e 7 i(m+6)—v+e 7
Xy U+ ) Xy (w+p)
=—01/2(P) dul— 4 du
oo K12+ 7) oo K12+ 7)

i(m+6)—v—e i(m+6)—v+e
d d
23 (f — )
feo N oo Kipu+Mryu+p) ) o K12(u+ v)xp(u+p)

The remaining integrals are computed in appendix D. Using (194) and (201), we find

%JL du A, (2 + M)xoC+p)) = 201/2(P)(Io(u— v+in)+ ZlogKb(H_—v—i_m)). (178)
T

1,0 beQ ‘/g

Noting from (103) that Wpg1 /23 o(2) — Wpq(2) = 204 ,2(P)(Io(2) + ZbeQ log Kf/(g)) and from

(104) that Zpg( /23, — Zpq = 0, we finally obtain (106) for n = 1 after replacing P by P +1 in
(178).

B.2 Extensionton>1landn<0

The extension of (106) from n =1 to all n € Z works essentially the same as in appendix A.

B.3 Proof of (107)

Exchanging v with u and replacing n by m transforms the path v, o to v, ,. Replacing also P
with Q in (106) gives

1 1" i
EJ‘ duAu(XQ+m(' +.U‘)Xp(' + v)) (179)
Yo

,m

= l{pep>0} (W(Q+m)eBm,P( v—u+in) —Woimp(v—u+im)
+1(Re v>reu} (Z(Q+m)eB,, P — ZQ+m> P)) .

Using (105) then leads to (107).

C Calculations of some integrals between —oco and v € D
In this appendix, we compute some integrals between —o0 and v € D, with a path of integra-

tion contained in D. For some integrals, indicated by the symbol ]C, a regularization at —oo is
needed due to the presence of logarithmic divergences.
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C.1 The functions logk, and log(x, + k;) are analytic in D

For any a € Z + 1/2, the function x, defined in (50) is analytic in D. When Rev = 0,
—n <Imv < 7 and arg(x,(v)) = sgn(a)n/4. Otherwise, Re v is non-zero and one has

(—3m/4,—m/4) Rev>0 and a<0
arg(k,(v)) € (rt/4,31/4) Rev>0and a>0 , (180)
(—m/4,m/4) Rev <0

which implies in particular that logk, is analytic in D if the branch cut of the logarithm is
chosen as R™.

For a,b € Z +1/2 and v € D, the discussion above imply constraints on the argu-
ment of x,(v) + kp(v), a,b € Z+ 1/2. When Rev = 0, —t < Imv < 7, one has
arg(x,(v) + k3 (v)) = (sgn(a) + sgn(b))in /4. Otherwise, Re v is non-zero and (180) implies

(=3m/4,—mt/4) Rev>0,a<0 and b<0

(n/4,31/4) Rev>0,a>0 and b>0
arg(ra(v) +xp(v)) € (—m/4,m/4) Rev>0,ab<0 (181)
(—m/4,m/4) Rev <0

In the case Rev > 0, ab < 0, we have used x,(v) + x,(v) = 4int(a — b)/(x,(v) — kp(v)).
We observe in particular from (181) that arg(x,(v) + x,(v)) always stays between —37/4
and 37/4, and thus x,(v) + k;(v) never reaches the negative real axis R~. The function
log(k,(v) + k3 (v)) is thus analytic in D for any a,b € Z + 1/2 with the branch cut of the
logarithm chosen as R™.

C.2 Integral of x,(v) lx,(v)™

Let a,b € Z+1/2 and v € D. We consider the integral f_vA dvx,(v) tkp(v)"! with a path of
integration staying in D and |A| — oo, Re A > 0. The identity

= 3, Tog(x, () + k(1) (182)

Ka(V)Kb(V)
allows to compute the integral explicitly since log(k,(v) + x(v)) is analytic in D when the
branch cut of the logarithm is chosen as R™, as showed in appendix C.1. Taking |A| — oo,
Re A > 0, one finds

v

d

J- v ~ log v 8A —log(k,(v) + k(7)) . (183)
—A Ka(v)Kb(v)
For any v € D, the regularized integral is then equal to
v
dv Ko(v) +xp(v)
— = —Jog| &+ 2], (184)
JL_OO oo~ g )

C.3 Integral of y;/(v)/x,(v) between —oc and a branch point

Let & be a positive real number and 6 # 0, — < 6 < 7. In the limit & — O one has

; i0
J1(2rca+e 6)d Xé/(v)
v
Kq(v)

~ log V45 + 9 —sgn(0) i lig<oyima, (185)
oo 2 4

which can be derived by taking 4 = v = 0 and v = i(2ma + €%6) in (200), af-
ter rather tedious simplifications using x,(i(2wa + elf5)) = e (1=41jp<0)liw0)F V26,
Kk, (i(2ma + €195)) ~ sgn(@)efsgn(a—b)% |4m(a — b)| if sgn(a) = sgn(b) and |b| < |a|, and
Ky (i(2ma + €1965)) ~ e 580D\ /Tar(a — b)| otherwise.
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C.4 Integral of y;/(v)/x,(v) as an infinite sum

The indefinite integral of xé’ (v)/x4(v) can be rewritten as an infinite sum by expanding xé’ )
as in (162) and computing the integrals using (51) and (184). After careful treatment of the
exchange between the integral and the infinite sum, one has

v 7 2
[ o255 =t (2= B4 52
M—1/2 K. ()
log(1+ -2 ,
PRI o))

with I, defined in (68). When x,(v) is small enough, i.e. when v is in the vicinity of 2ina, the
logarithm can be expanded. Using Zlém)(v) = =G /4+Cm =213 /1 Kp(»)"2™ and
)(é"”z)(v) =—Cm—=1)"3 701/ xp(¥)2™1 for m > 1, we obtain the identity

/(V) a( )Zm " a( )Zm i
J Ke(v) __Z( (21:1)!! 21 )(")+(2 PEITES 252 ). (187)

D Calculations of some integrals depending on (v,u) € D,

In this appendix, we compute some integrals depending on two variables v and u.

D.1 Domain of analyticity of functions log(e'® (x,(v) + k(1))

Leta,b€Z+1/2 and (v,u) € D,. We are interested in the position in the complex plane of
Kq(v) + kp(u). Using (180), we obtain

(=3m/4,m/4) a<0 b<O
(ko (v)+ Kb(,u))) IS (—m/4,31/4) a>0 b>0 (188)
(=3m/4,31/4) ab<0

sgn(a)—: sgn( )
arg|i (

for Re v < Re u,

(=3m/4,m/4) a<0 b<O
(ke(»)+x3(w)) €4 (—n/4,37/4)  a>0 b>0 (189)
(=3m/4,31/4) ab<0

sgn(b) sgn(a)
arg|1 (

for Re v > Re u, and

(—37m/4,m/4) a<0 b<O
arg(k,(v)+xp(u) es (—n/4,31/4) a>0 b>0 (190)
(—m/4,+m/4) ab<0

forRev=Reu, 0 <Im(v—u) < 2m.

sgn(a)— Sgﬂ( )

This implies in particular that the function (v,u) — log( (kq(v) + Kb(,u)))
is analytic in the domain {(v,u) € D x D,Revy < Reu} while the function

(v,u) — log( et (Ka(v)+1<b(u))) is analytic in the domain {(v,u) € DxD,Re v > Re u}.
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D.2 Integral of x,(u+ v) 'xy(u+u)™?

Let a,b € Z + 1/2. We consider the integral f_UA dur,(u+ v)'xp(u+ u)~* with a path of
integration such that (u+ v,u+ u) stays in D, and |A| = 00, Re A > 0. The identity

T = B el )+t 0) (a91)
allows to compute the integral explicitly by choosing 6 appropriately so that
log(eie(Ka(u + v) + kp(u + @))) is analytic everywhere on the path of integration, with
R™ the branch cut of the logarithm. According to appendix D.1, one can take 6 = 6, ,(u— »)
with
sgn(a) —sgn(b)

4

Subtracting the leading term log +/A in the limit A — oo, Re A > 0, the regularized integral is
finally equal to

04,(2) = msgn(Rez) (192)

0, 5 (1) Ko(v+v)+ k(v + ,u))

J[v du
oo Kalu+v)xp(u+ ) V8

This expression simplifies further when v — 2ima— v since then x,(v + v) — 0, and we obtain

=i0g p(u— v)—log(e (193)

2imra—y .
- 2
)( du —log(Kb(M v+ ma))- (194)

Ko+ MKyt ) /8

—00

D.3 Integral of x,(u+ u)/x (u+ v)

Leta, b € Z+1/2. We consider the integral ffA duxp(u+u)/x,(u+v) with a path of integration
such that (u+ v,u + u) stays in D, and |A| —» 0o, Re A > 0. The identity

kp(u+p) (Ka(u+ v)Kp (1 + )
K u+r) 2

+((v— 2ima) — (u— Zinb)) log (eie(Ka(u +v)+Kkp(u+ ,u))))

(195)

allows to compute the integral explicitly by choosing 6 = 6, ;,(u — v) defined in (192) so
that log(e' (x,(u + ) + x,(u + p))) is analytic everywhere on the path of integration. The
contribution of the lower limit of the integral —A is equal to

v+ u—2in(a+ b)

A+ ((v—2ima) — (u— 2imh))log(v/8A e'fas =)y _ 5 ,

(196)

when A — oo. Defining the regularized integral by subtracting the divergent term
A+ w log A finally leads to

(197)

Y du kp(u+u) _v+,u—2i7r(a +b) _ Kqo(v+ vV)Kp(v+u)
oo Kglut+) B 2 2

05 (u—v) Ka(W + V) +xp(V + M)))

+((v—2i7ra)—(u—2in’b))(19a’b(u— v)—log(e 75
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D.4 Integral of y;(u+u)/x,(u+v)

Leta € Z+1/2. We consider the integral f foo du ){é’ (u+u)/x ,(u+v) with a path of integration
such that (u+ v,u+ u) stays in D,. Let M be a positive integer, that will be taken to infinity in
the end. Using (61), 3,{(s,u) =—s{(s + 1,u) and (51), one has

R B~ du
f du K u+v) Z Ko(u+ vxp(u+p) (198)

. 1 1 + —i 1 1 —+
1 (" dueln/4C(§,M+§+%)+e (5, M+ 5 — )
_Zﬁ . Ko(u+v)

The large M asymptotics of the integral in the second line is dominated by the contributions
u ~ M, for which (59) gives

1 . 1 1 . 1 1
W, G GRS B ER IR S

_ Ky (u+p)—xk_py(u+u)
2im

+0OM3/?) . (199)

The integrals can then be computed using (193) and (197). After some simplifications, one
finds

v 17
xglutup) n\ V2M
f_mdum_Mh—l;noo(_MlogM-i_M(l_logE)_ﬁKa(U-i_V) (200)
. M-1/2
v—u—2ina Z ( 0, ,(u—) Ka(U+ )+ Kp(v + )
R 16,5 (11— ) —log e/ ).
4 b=—M+1/2 ‘/§

with 6, ;, defined in (192). This expression can be simplified further when v — 2ima— v since
K,(v + v) = 0. Using (71), we obtain

2ima—v 1/

Xy (u+uw)

du——— =-2I,(u— v+ 2ima). 201
f K (Ut V) olu ) (201)

—0Q

E Identities for the coefficients Wy, W2

In this appendix, we give some identities for the coefficients W, and WPA defined in (77) and
94).

E.1 Differences of W,

We observe that for any P = Z + 1/2, the last two terms in the definition (77) are unchanged
if the set P is replaced by P —n, n € Z. After some manipulations using |P|, + |P|_ = |P|,
|Pl, —|P|_ =3, cpsgn(a) and sgn(a —n) = o,(B,)sgn(a), one has

Wp — Wp_, = —inn|P| + sgn(n)2ir|P||P N B,|, (202)

with sgn(0) = 0. Using this identity together with |P © B,| = |P| + |n| — 2|P N B,,| and
|(P ©B,)NB,| = |n|—|PNB,|, we obtain

(Wpop, — Wp—n) — (Wpep,—n — Wp) = sgn(n)in(|n| — 2|P N B,[)?, (203)
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which can be rewritten as

(Wpep, — Wp_n) —(Wipep,)—n — Wp) (204)

—1
(% —2|n|[PNB,| +2/PNB,2).

=inn + 2imsgn(n)
In particular, one has

(WPGBn — Wp_n) — (WpeBn_n — Wp) €inn+ 2inZ. (205)

E.2 Ratios of e"?

We consider now the quantity e"?. Using again |P|> —|P|2 = |P| Y. . sgn(a), one has in terms
of the Vandermonde determinant V, defined in (5) the identity

PIOPED) (—D)Plv2
e"r = (—1)% e 1! Dacp @ ZZT|P (206)
Considering ratios, one has in particular
eWpn—Wp — (_1)n|P| , (207)

which follows also directly from (202).
We are also interested in the quantity e"Pes. =" which can be computed from (206) using
the summation identity

D5 f@=D fl@)=) 0,(P)f(a), (208)

aePeqQ aeP aeqQ

where o, is defined in (29). The summation identity (208) is proved easily from the Venn
diagram for the sets P and Q. Applied to Q = B,,, f (a) = a, it gives after some simplifications
forPCZ+1/2

e_inZaEPeBn a_ e—inzaepa x (_1)n(n+1)/2 iZHGBn 04(P) . (209)

Similarly, the summation identity (208) implies |P © B,,| = |P|+ ). aeB, 0,(P), which leads to

[PeBy| (|PeBn|—1) [PI(IP|-1)
2

=(=1) 7 xi(=1)"Pl (—1) D 2 () Zaes, Oa(P) (210)

(-1

Putting together the two identities above with (206), we finally obtain

eWren, ~Wp — i—n(_l)n|P| %

(_1)|PeBn| VPZ@Bn / (_1)|p| sz o1

92|POB,| 22|P|

E.3 Ratios of e2"¢

. . A
We consider the quantity e?"»

previous section give

with WpA defined in (94). Similar simplifications as in the

A+n

X
ezw(gjg)ewn\( army~2We _ _(PAm)S(B,\(A+n))
B x5
P

(212)
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and
A A—n A—n A XA
2 Wre\ )" Wpon — o2Whemarn e — w, (213)
XP
with 94 2imbA2
. iTa i
xp =TT T (5--=) (214)
aeP\A bi;’:lA
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