Rapid measurements and phase transition detections made simple by AC-GANs
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Abstract

In recent years, significant attention has been paid to using end-to-end neural networks for analyzing Monte Carlo data. However, the exploration of non-end-to-end generative adversarial neural networks remains limited. Here, we investigate classical many-body systems using generative adversarial neural networks. We employ the conditional generative adversarial network with an auxiliary classifier (AC-GAN) and integrate self-attention layers into the generator. This modification enables the network learn the distribution of the two-dimensional (2D) XY model’s spin configurations and the physical quantities of interest. Utilizing the symmetry of the systems, we discover that AC-GAN can be trained with a very small raw dataset. This approach allows us to obtain reliable measurements for models typically demanding large samples, such as the large-sized 2D XY and the 3D constrained Heisenberg models. Moreover, we demonstrate the capability of AC-GAN to identify the phase transition points by quantifying the distribution changes in the spin configurations of the systems.
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1 Introduction

In condensed matter systems, the interactions among a large number of microscopic particles can lead to fascinating collective physical phenomena \([1]\). Some of these phenomena offer insights for developing new materials with useful properties. However, when studying many-body systems, exact calculations are often challenging due to the vast number of coupled degrees of freedom. The stochastic nature of Monte Carlo (MC) simulation has rendered it a crucial tool for studying many-body physics \([2, 3]\). Nevertheless, Monte Carlo methods encounter issues such as critical slowdown around phase transitions, which may limit their applicability to complex systems. Improving the Monte Carlo algorithm or discovering alternative tools has become a vibrant research area in the field \([4–10]\).

As a statistical tool, deep learning has attracted significant attention in physics and other scientific disciplines in recent years due to its capability to model highly complex functions \([11–17]\). Monte Carlo simulation is commonly used to generate a large amount of high-quality data for studying many-body systems, making the analysis of this data using deep learning an intriguing area of research. For instance, prior studies have demonstrated that unsupervised deep learning can roughly identify phase transition points in many-body systems using configuration samples from Monte Carlo simulation \([18–20]\), while supervised learning can pinpoint these points with high precision \([21, 22]\). Efforts have also been made to employ deep learning to identify the effective non-interacting subsystem of a many-body system and incorporate it into Monte Carlo simulation to expedite sampling of the original system \([8]\).

Generative Adversarial Networks (GANs) are non-end-to-end deep learning models that have garnered much attention owing to its ability in generating high-quality samples from an implicit probability distribution. In computer vision, GANs are used for tasks such as image modification, generation, and enhancing image resolution \([23–25]\). Recently, GANs have also started to gain attention in fields such as chemistry, pharmaceuticals, and engineering \([26–31]\). In physics, recent research by J. Singh et. al. has shown that implicit-GANs can replace Monte Carlo methods to sample XY model’s spin configurations and predict phase transitions without prior knowledge of symmetry breaking \([32]\). However, there are differences between the spin configurations sampled by implicit-GANs and those sampled by Markov Chain Monte Carlo (MCMC), leading to discrepancies in the measured physical quantities at high temperatures. In this study, we further explore the application of GANs to many-body systems, focusing on addressing these issues.

Firstly, to enhance the performance of GANs in fitting Monte Carlo data, we employ conditional GANs with an auxiliary classifier (AC-GAN) as our primary architecture \([33]\). To improve the Generator’s ability to learn the correlation between spins, we integrate multi-head self-attention layers into the Generator. The physical quantities measured by our AC-GANs agrees almost perfectly with those measured by MCMC \([34, 35]\). Secondly, we discover that an AC-GAN can be effectively trained using an augmented dataset obtained by applying rota-
tions, translations, mirror symmetries, etc., to a very small raw dataset. This finding enables us to apply AC-GANs to many-body systems where sampling spin configurations with MCMC is challenging. Finally, we demonstrate that GANs can be utilized to locate phase transition points in many-body systems. We propose a measure of the difference between the distribution of GAN-generated spin configuration samples and MCMC samples to identify phase transition points. We observe that phase transitions are accompanied by significant changes in the configuration distribution. The method does not require any preprocessing of raw data and offers a more physically intuitive approach to locate the phase transition points compared to most other methods [18–22].

The paper is organized as follows. In Section 2, we introduce the deep learning model AC-GANs used in this work. Then, in Section 3, we compare the AC-GANs and MCMC results on spin configurations and measured physical quantities in the two-dimensional (2D) XY model. Section 4 presents the results in the 2D XY and the three-dimensional (3D) constrained Heisenberg models with AC-GANs trained with data augmentation. In Section 5, we discuss the property of generative configurations in AC-GANs. We demonstrate how this property can be used to locate the phase transition. Finally, we provide a conclusion in Section 6.

2 Conditional GAN with auxiliary classifier

The basic structure of GANs consists of a generator (G) and a discriminator (D), which are two independent deep learning models, along with a database for storing real samples. The generator inputs a random noise matrix $z$ and produces generated samples as output. These generated samples, along with the real samples, are then fed into the discriminator, which performs binary classification to distinguish between generated and real samples. The discriminator aims to accurately differentiate between the two types of samples, while the generator aims to produce samples that closely resemble real ones to deceive the discriminator [23]. In practice, the discriminator and generator are trained alternately in an adversarial manner, allowing both models to improve their performance iteratively through parameter updates.

In AC-GAN, along with the random noise matrix $z$, constraints are included as a conditional matrix $c$ in the input to the generator. The discriminator now has the additional task of identifying which conditional class the input sample belongs to, besides determining whether the input is a real sample or a generated one. This extra output can assist the discriminator in updating the machine’s parameters during backward propagation, resulting in more stable training and faster convergence [33]. A schematic diagram of the AC-GAN architecture is depicted in Fig.1.

For the many-body systems we considered in the following sections, we used the spin configurations at each site to create input matrices. We divided the continuous temperature range into intervals of 0.2 to form $N_c$ conditional classes. Generally, the elements in the configuration matrix are correlated due to spatial correlations present in the many-body system [36–38]. However, the kernel in the convolutional neural network (CNN) of a classical generator typically has a small receptive field (the common kernel size being 3x3, resulting in an effective receptive field of only 2x2) [39]. This limitation makes it difficult for the generator to produce configurations with long correlation lengths. To address this, we introduced self-attention layers to our generator. These layers can capture global features from the feature map and update the configuration matrix elements based on the extracted long-range information during the forward propagation of the neural network (see Appendix A for an introduction to self-attention layers and the detailed architecture). This modification allows our AC-GAN to generate configurations in larger size systems [34,35].
Figure 1: (a) depicts the main architecture of the AC-GAN. The block labelled “G” and “D” represents the generator and the discriminator, respectively, and their detailed architecture is shown in Appendix A. The generator takes as input a random noise matrix with elements generated from a Gaussian distribution and a condition matrix. (b) and (c) illustrate the architectures of the generator and the discriminator, respectively. The generator comprises a series of CNN blocks and self-attention blocks, while the discriminator consists solely of a series of CNN blocks and outputs the real/fake classification and condition class classification.

The elements of the random noise matrix are generated from a Gaussian distribution with mean 0 and variance 1. Along with the conditional matrix, the random noise matrix is input into the generator, which then passes through several CNN blocks and multi-head self-attention layers (Fig. 1(b)). These neural networks transform the input data into spin configurations.
that meet the temperature conditions and generate diverse spin configurations from the random noise matrix. The discriminator is a classical CNN neural network comprising multiple CNN blocks (Fig. 1(c)).

The loss functions of the generator and the discriminator are

\[ GLoss = \left( -\log D_1(X_{\text{real}}) + \log \left( 1 - D_1(X_{\text{gen}}) \right) \right) \]
\[ D_1(X_{\text{real}}) - \left( \langle Y(X_{\text{real}}) \log D_2(X_{\text{real}}) \rangle - \langle Y(X_{\text{gen}}) \log D_2(X_{\text{gen}}) \rangle \right) \tag{1} \]

and

\[ DLoss = \left( -\log D_1(X_{\text{real}}) - \log \left( 1 - D_1(X_{\text{gen}}) \right) \right) \]
\[ D_1(X_{\text{real}}) + \langle Y(X_{\text{real}}) \log D_2(X_{\text{real}}) \rangle - \langle Y(X_{\text{gen}}) \log D_2(X_{\text{gen}}) \rangle \tag{2} \]

respectively [33]. In the above equations, \( D_1 \) is one output branch of the discriminator that classifies the input configuration as either real data or generated data, and \( D_2 \) is another branch that determines which conditional class the input configuration belongs to. \( X_{\text{real}} \) and \( X_{\text{gen}} \) represent the real data and the generated data, respectively, while \( Y \) denotes the true condition class corresponding to the \( X \) fed into the discriminator, and \( \langle \cdots \rangle \) represents the expectation value. It can be observed that \( GLoss \) expects the discriminator to misclassify real and generated data, while \( DLoss \) expects the discriminator to correctly classify the data. Furthermore, both \( GLoss \) and \( DLoss \) expect the discriminator to correctly classify the conditional classes of the input samples.

3 Generating spin configurations of the XY model

3.1 The 2D XY Model

The Hamiltonian of the 2D XY model is given by

\[ H = -J \sum_{\langle i,j \rangle} \cos(\theta_i - \theta_j), \tag{3} \]

where \( J \) represents the strength of the spin-spin interaction, \( \theta_i \in (0, 2\pi] \) denotes the spin angle at the \( i \)-th site, and the sum is taken over all nearest neighbors. The XY model on a square lattice is a classical model that displays a Kosterlitz-Thouless (KT) transition, where the spin-spin correlations decay algebraically and exponentially in the low and high temperature phases, respectively [40]. In the low-temperature phase, the vortices and anti-vortices stay close to each other to minimize the system’s energy and tend to annihilate, resulting in vanishing local winding numbers. In the high-temperature phase, the vortices and anti-vortices become free. The phase transition occurs at \( T_c/J = 0.89 \), where the unbinding of vortex-antivortex pairs begins as the temperature increases.

3.2 Training data and training process

We utilized MCMC to generate training data for the XY model with system sizes \( L \times L \) for \( L = 16 \) and \( L = 32 \). To circumvent critical slowing down, we sampled the data in temperature regions away from the phase transition point, specifically \( T/J \in ([0, 0.8] \cup [1.4, 2]) \). A total of 10,000 spin configurations were obtained and used as the real samples (database data in Fig.1 (a)) to train the AC-GAN.

For the discriminator, the continuous temperature conditions are divided into 10 classes with intervals of 0.2. Since the generator may produce unreasonable configurations early in
the training process, an extra class is introduced to label the conditional classes that are outside the temperature range $T/J \in [0,2]$. In other words, we assign integer labels from 1 to 10 to the database data and label the generated data with 11 as the condition class, respectively.

For each epoch, we begin by inputting a batch of random noise matrices and temperature conditions (in the temperature range $T \in ([0,0.8] \cup [1.4,2])$) into the generator to generate a batch of configurations. Another batch of real configurations is sampled from the database and combined with the generated configurations. Subsequently, the discriminator is trained twice with the mixed data. Then, a new batch of random noise matrices and temperature conditions is sampled and used to train the generator twice.

The optimizer used in both the generator and the discriminator is RMSprop, with a learning rate of $2.5 \times 10^{-4}$ and a clip value of 0.1. The sigmoid function is employed as the activation function for $D_1$ in Eqs. (1) and (2), allowing the output value to range between 0 and 1. A linear function is used as the activation function for $D_2$, with the output value ranging from 0 to 2. The kernel size of the CNN layer is specified in Fig. 7 of Appendix A. The batch size for each epoch is 64, consisting of 32 real input data and 32 generated input data for the discriminator, and 64 random input data for the generator. A total of 5000 epochs are preformed for one complete training cycle.

3.3 Results

To evaluate the performance of the AC-GAN, we sample spin configurations from a well-trained AC-GAN across the entire temperature range and compare the physical quantities measured by the AC-GAN spin configurations with those measured by MCMC spin configurations. Three key physical quantities are of interest to us. Firstly, we examine the energy, as it is a fundamental characteristic of a physical system. Additionally, since the XY model elucidates magnetic dipole-dipole interactions between spins, we also calculate the magnetization as a function of temperature. Lastly, we also measure the vorticity, which quantifies the binding of vortex-antivortex pairs.

For a given spin configuration, the vorticity is characterized by the local winding numbers. In the continuous case, the winding number is defined as the integration over a closed loop $\gamma$:

$$W(\gamma) = \frac{1}{2\pi} \oint_{\gamma} (xdy - ydx),$$

where $x$ and $y$ represent the spin components in Cartesian coordinates. In the lattice model, we first select a specific site $i$ and identify the eight neighboring sites around it. These eight sites form a loop, and we calculate the difference in spin orientations between the neighboring spins around this loop. The mean of these differences is then taken as the winding number of the site $i$, given by:

$$W_i = \frac{1}{8\sin \frac{\pi}{4}} \sum_{j=1}^{8} \left( \sin \theta_{j+1} \cos \theta_j - \sin \theta_j \cos \theta_{j+1} \right),$$

where $\theta_{j+1}$ represents the spin orientation adjacent to that of the $j$-th site (i.e., $\theta_j$) in the counterclockwise direction on the loop.

Figure 2 displays the spin configurations for $L = 16$ generated by AC-GAN and MCMC at low temperature (left panel), phase transition point (middle panel), and high temperature (right panel). The colour indicates the local winding number. With the implementation of the self-attention layer, the AC-GAN model captures the correlation between spins and generates spin configurations with relatively uniform orientation at low temperatures, consistent with those obtained from MCMC. As the temperature approaches the phase transition point and in
Figure 2: The spin configurations (depicted as black arrows) of the XY model on a square lattice sampled from AC-GAN (top row) and Monte Carlo simulations (bottom row) at various temperatures. The color indicates the local winding number. The spin configurations sampled from both AC-GAN and Monte Carlo simulations exhibit consistent features. At low temperatures, the spins tend to align, resulting in a local winding number close to zero everywhere. As the temperature increases across the Kosterlitz-Thouless transition, the spins become more disordered, leading to the unbinding of vortex-antivortex pairs.

In the high-temperature region, thermal fluctuations become more pronounced, leading to disordered spin configurations generated by MCMC. Similar features are observed in the samples generated by AC-GAN.

We further compare the mean energy per site, mean magnetization, and the mean vorticity (average of the absolute value of the local winding number) measured by AC-GAN and MCMC. The results are shown in Fig. 3. In the temperature region of $T/J \in ([0,0.8] \cup [1.4,2])$, where we use a large amount of training data to train AC-GAN, the mean and variance of the observables measured by AC-GAN exhibit a trend similar to those measured by MCMC. In contrast, while Implicit-GAN [32] and AC-GAN show similar performance in magnetization measurement, our AC-GAN outperforms Implicit-GAN in the measurement of the other two quantities, especially the vorticity (see Appendix B for a quantitative comparison).

In Fig. 3, we observe that the AC-GAN results do not fall within the error range of the MCMC results for $L = 16$ in the low-temperature region, but they are consistent with the MCMC results in the high-temperature region. This discrepancy arises from the fact that in small systems, fluctuations from a few spins at low temperatures can significantly affect the measured macroscopic quantity. However, this situation improves in larger systems. As shown in Fig. 3 (bottom panel), where the system size is doubled, the AC-GAN results fall within the error range of the MCMC results across the entire temperature range.

Moreover, it is worth noting that AC-GAN performs well at high temperatures for $L = 16$ and at low temperatures for $L = 32$. This suggests that the AC-GAN can effectively learn the spin configuration distribution at any temperature in principle. However, learning the spin configuration distribution across the entire temperature range in a single training session can be challenging, and is still an open question undergoing active investigation in generative learning research. Employing more sophisticated training techniques, such as inserting spectral
normalization layers between CNN layers, using multiple generators to generate data, or replacing the cross-entropy loss of the discriminator with Wasserstein loss [41–43], may improve the results across the entire temperature range. Nevertheless, our results here demonstrate the potential of using GANs to accelerate MCMC sampling.

In the vicinity of phase transition, even without the training data, the AC-GAN results are similar to those of MCMC, suggesting that the deep learning model can extract information about the phase transition by learning configurations outside the critical region. Implicit-GAN obtains similar results for system sizes of $8 \times 8$ and $16 \times 16$ [32]. Additionally, from Fig. 3, it is worth noting that the performance of the AC-GAN does not deteriorate with the increase in the system size, indicating its capability to generate configurations in larger-sized systems.

As a remark, our deep learning model also suffers from a certain degree of mode collapse depending on the system’s driving parameters. Nevertheless, as shown in Fig. 2, Fig. 3, and Figure 8 in Appendix B, the mode collapse does not affect the machine’s ability to sample physical quantities of interest. Furthermore, we also compare the difference in the distribution of AC-GAN and MCMC samples in Appendix C as quantified by the Earth Mover’s Distance [44] and the Jensen-Shannon divergence [45, 46]. The results further suggest that the sampled distribution from AC-GAN is sufficiently close to that from MCMC.

4 Learning with a few raw data

Using MCMC to obtain samples from large-sized 2D and 3D condensed matter models requires a lot of computational time. In these cases, obtaining a large amount of raw data through MCMC for training GANs is challenging. In this section, we present a method to generate a large number of training samples from just a few raw MCMC data using symmetry operations.
4.1 The models and the training data

We tested our method on the 2D XY and 3D constrained Heisenberg models. For the XY model, a total of 16 spin configurations in the temperature range $T/J \in ([0, 0.8] \cup [1.4, 2])$ with an interval of 0.1 are sampled with MCMC. We then applied the following symmetry operations to each spin configuration: (1) randomly shifting all spins in the xy plane, (2) reflecting a spin configuration along the x-axis with a half probability, (3) reflecting a spin configuration along the y-axis with a half probability, (4) transposing a spin configuration with a half probability, and (5) randomly rotating all spins by an angle $\theta$. A training dataset of 10,000 samples was obtained. The 2D XY model serves as a benchmark for comparing the results of learning with a few raw data to that with a large amount of data in the previous section, allowing us to gain a deeper understanding of the advantages and disadvantages of the method presented here.

We also explored whether the method is applicable to models in higher dimensions, where obtaining a large number of configurations through MCMC becomes computationally expensive. Specifically, we considered the 3D constrained Heisenberg model on a simple cubic lattice, whose Hamiltonian is given by

$$H = -J \sum_{\langle i,j \rangle} \mathbf{S}_i \cdot \mathbf{S}_j,$$

where $J$ represents the interaction strength between nearest neighboring spins, $\mathbf{S}_i$ denotes the spin on the $i$-th site, which can be characterized by the azimuthal angle $\theta$ and the polar angle $\phi$ as $\mathbf{S}_i = (|S_i| \sin \phi_i \cos \theta_i, |S_i| \sin \phi_i \sin \theta_i, |S_i| \cos \phi_i)$, where $|S_i|$ is taken to be 1 in the simulations. In the Monte Carlo simulation, we update $\theta$ and $\phi$ using a uniform distribution from 0 to $2\pi$ and $\pi$, respectively. The update of $\theta$ here is different from the conventional practice [47] to challenge the AC-GANs in sampling spin configurations under different constraints. We sampled a total of 31 spin configurations from MCMC in the temperature range $T/J \in ([0, 1.5] \cup [3.5, 5])$ with an interval of 0.1. Then, we applied the same symmetry operations mentioned above for the 2D XY model to obtain 10,000 training samples.

4.2 Results

Figure 4 shows the results obtained from the 2D XY model with a system size of $32 \times 32$ and the 3D constrained Heisenberg model with a system size of $16 \times 16 \times 16$. The training process follows the same procedure described in Section 3. The observables, as measured from AC-GAN, exhibit a qualitatively similar behavior to those from MCMC, indicating that a small set of raw MCMC configurations can effectively train an AC-GAN. This suggests that such a data augmentation scheme could potentially be extended to other tasks involving deep learning in the study of many-body systems, thereby reducing the computational time required for collecting training data.

Comparing the results shown in Fig. 4 (a-c) to those shown in Fig. 3 (bottom row), we observe that the AC-GAN trained with a small dataset did not perform as well as that trained with a large number of training samples. However, we can reduce 99.84% of the time required for collecting the training data using this data augmentation scheme, while still achieving acceptable results. This will be particularly useful when sampling a system with a large size or strong auto-correlation, where the time needed to collect training data will be much longer than the time required to train GANs.

The main reason for the deteriorated performance is that although we obtain a large amount of training samples through data augmentation, these augmented data possess similar features, which can be easily captured by the discriminator. However, it is preferable that the generator and the discriminator gradually improve their performance during the training process to achieve the goal of adversarial learning. The use of augmented data greatly reduces
the training difficulty of the discriminator and enables it to converge to a good local minimum more rapidly than the generator, which makes the training process unstable.

Here we demonstrate an extreme case where only one training sample is provided at each temperature interval. As we increase the number of raw data from only 1 to 10 in each temperature interval, the performance of the AC-GAN improves, and the sampling results from AC-GAN generally agree better with those from MCMC, as shown in Fig. 4 (a-c). When applying this scheme to real research tasks, one can effectively mitigate the drawback on performance by increasing the amount of raw data, striking a balance between required computational resources, simulation time, and performance.

5 Detecting phase transitions by distribution difference

When a system is in a particular phase, the high-probability states following the Boltzmann distribution form a subspace in the entire phase space. Upon undergoing a phase transition and transitioning to another phase, the distribution’s subspace undergoes a drastic change. From the perspective of spin configurations, the correlation length experiences a significant variation. For instance, in the classical 2D Ising model at low temperatures, spontaneous symmetry breaking leads to all spins in the system aligning in one direction, resulting in a large correlation length. Conversely, at high temperatures, due to the restoration of symmetry, spins in the system randomly point up or down, leading to a small correlation length. Similarly, in the classical XY model, although true spontaneous symmetry breaking doesn’t occur due to the presence of vortices, phenomena resembling spontaneous symmetry breaking emerge in finite system sizes at low temperatures. In this case, the correlation length of spins becomes
substantial. When employing AC-GANs to learn the spin configuration distribution at different temperatures, these distribution characteristics are captured. This capability allows us to use data generated by AC-GANs to identify phase transitions effectively.

5.1 The distribution overlap of spin configurations

We trained our AC-GAN for 5000 epochs using the full temperature range of MCMC spin configurations. The AC-GAN converged after 2000 epochs. For the next 3000 epochs, we sampled spin configurations from the AC-GAN with temperature intervals of 0.1. To measure the distribution difference, we calculated the overlap of the distribution sampled from the AC-GAN and that from MCMC. To collect a sufficiently diverse dataset, we repeatedly restarted the Markov chain and employed various random initial spin configurations in each temperature interval.

Theoretically, one should calculate the overlap of the two distributions in all dimensions of the configuration space. However, for a many-body system, the dimension of the configuration space is usually high. One needs to sample a large number of configurations from AC-GAN and MCMC to calculate the overlap accurately, but that would require a lot of computational time. Instead of calculating the overlap between the two distributions in the whole space, we randomly select two sites from the spin configurations and calculate the overlap of their distributions using the formula:

$$\text{CrossArea}(S_i, S_j) = \frac{\min(F_{MC}(S_i, S_j), F_{GAN}(S_i, S_j))}{F_{MC}(S_i, S_j)}.$$ (7)

Here, $S_i$ is the randomly selected spin on site $i$, and $F_{MC}$ and $F_{GAN}$ are the distributions of the spin configurations from MCMC and AC-GAN, respectively. To minimize the error of the overlap calculated by the two sites compared to the full-dimensional space, we repeated the random selection of two sites 100 times at each temperature and calculated the averaged overlap.

Since the order parameters that detect the phase transitions in condensed matter models may not always be known and can be difficult to obtain, in most cases, even with extensive Monte Carlo data, accurately locating the transition points can be challenging. On the other hand, the method proposed here relies only on the Monte Carlo data, AC-GANs data, and the equation above, but not on the knowledge of the order parameter, to locate the phase transition point.

5.2 Results

We applied the above-mentioned scheme for detecting phase transitions to the 2D square lattice Ising model with $L \in \{16, 32, 64\}$ and the XY model with $L \in \{16, 32\}$, and the results are shown in Fig. 5. The data collection process and the training process of the AC-GAN are similar to that described in Sec. 3, except that we are now using training data across the full temperature range. In Fig. 5(a), the overlap (CrossArea in Eq. 7) between the distribution of the AC-GAN and MCMC is about 0.5 at low temperatures, indicating that half of the spin configurations from MCMC are pointing up and the other half are pointing down, while all spin configurations from AC-GAN are pointing up (or all pointing down). As the temperature increases, the spin configurations of MCMC eventually become disordered, and the distribution transforms into a uniform one. Consequently, the overlap between the AC-GAN and MCMC distributions increases to a value close to one. Figure 5(c) shows the first derivative of the CrossArea with respect to the temperature. The derivative exhibits a significant change around the transition. From the maximum of the gradient, we estimated the transition point.
Figure 5: Cross-area as a function of temperature in (a) the 2D Ising model and (b) the 2D XY model with various system sizes. (c) and (d) depict the first derivative of the Cross-Area in (a) and (b) with respect to temperature, respectively. The transition temperature estimated by the maximum of the gradients for the largest system agrees well with the theoretical transition temperature (indicated by the vertical dash-dotted line). The error bars represent standard deviations of 100 samples.

temperature to be 2.5, 2.4, and 2.3 (in the unit of $J$) for $L = 16, 32,$ and 64, respectively. The estimated transition temperature tends to the theoretical value as the system size increases.

Figure 5(b) shows the results of the 2D XY model. When the system is at low temperature, the configurations sampled by MCMC can have spins aligning in any direction, which can cause AC-GAN to experience a symmetry-breaking-like phenomenon. Consequently, the configurations sampled by AC-GAN will have spins aligning in one direction, while the input random noise matrix only causes small local fluctuations in the spins. Therefore, the overlap between MCMC data and AC-GAN data is low. As the temperature of the system gradually increases across the phase transition, the distribution of MCMC data gradually tends to a uniform distribution, which is a friendly and easy-to-fit distribution for AC-GAN. Thus, the AC-GAN will not experience the symmetry-breaking-like phenomenon, and the resulting overlap between the MCMC and AC-GAN data is high. The overlap converges to about 0.5 above $T/J = 1.2.$

It is worth noting that the overlap tending to 0.5 at high temperatures does not mean that AC-GAN experiences the symmetry-breaking-like phenomenon. Instead, it is caused by an insufficient number of samples when we calculate the overlap of two distributions. While the spins of the Ising model are binary and we can accurately calculate the overlap, the spins of the XY model can have orientations ranging from $(0, 2\pi].$ This requires more samples to better reflect the distribution of MCMC data and AC-GAN data on the 2-dimensional plane. If the number of samples increases, the overlap is expected to converge to a value closer to one. Nevertheless, to detect the phase transition, we only care about whether there is a significant
change in the overlap as a function of the driving parameter, not the value to which the overlap converges.

Figure 5(d) shows the first derivative of the CrossArea with respect to the temperature, and the estimated phase transition points from the maximum gradient are $T_c/J = 1.0$ and $T_c/J = 0.9$ for $L = 16$ and $L = 32$, respectively. Note that similar to other unsupervised machine learning methods for phase transition detection [18, 19, 21, 48–52], a detailed error estimation on the predicted $T_c$ is not available. However, the convergence of the predicted $T_c$ as the system size increases suggests the validity of the method.

Finally, it is important to note that the method we propose here does not require any data pre-processing and is universally applicable for identifying phase transitions. This approach also provides a physical intuition for interpreting the deep learning model, as it correlates phase transitions with changes in the configuration distribution.

6 Conclusion

In this study, we explored the application of GANs in many-body systems. We found that AC-GANs with self-attention layers could effectively capture spin-spin correlations in many-body systems and produce high-quality configuration samples. We validated our deep learning model using the 2D XY model. The spin configurations generated by AC-GAN closely resembled those obtained by MCMC. Moreover, the mean energy, magnetization, and vorticity calculated from AC-GAN also exhibited strong agreement with those derived from MCMC.

We further investigated the performance of AC-GAN trained with only a few raw data samples. Using MCMC, we sampled a limited number of spin configurations and applied data augmentation through symmetry operations. Remarkably, the AC-GAN was successfully trained with the augmented data and demonstrated strong performance. The success of this data augmentation method not only enables the study of condensed matter models with challenges in MCMC sampling via AC-GAN but also suggests its applicability to other deep learning tasks requiring a large number of configurations.

We also observed that the symmetry-breaking-like phenomenon in AC-GAN can serve as a tool for locating phase transitions. We trained AC-GAN using MCMC data spanning the full temperature range. By computing the overlap between the distributions of configurations sampled by AC-GAN and MCMC, we quantified the distribution difference and successfully identified the transition temperatures of the 2D Ising and XY models on a square lattice. This approach to phase transition detection provides physical insights into the information encoded in the configuration distributions, rather than relying solely on the order parameters. One could extend this method to more complex systems, such as the random bond model [53], where either the order parameter is unknown or accurately calculating the order parameter using Monte Carlo simulations is challenging.
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A Self-attention layers and detailed machine architecture

In the classical convolutional GAN, the decoder and encoder in the generator are multi-layer convolutional neural networks (CNNs). The performance of this GAN model will be limited by the kernel size of the CNN layers. Even though the receptive field of the kernel increases as the encoder deepens, the kernel only operates on the matrix elements within its size in the feature map, and information from elements far away is ignored. However, long-range correlations can play a significant role in condensed matter models. If the generator is unable to capture this long-range information in the feature map, the generated spin configurations will be of low quality. To overcome this deficiency, we introduced the self-attention layers into the network. The self-attention layers can learn the global relationship between the elements and further adjust the value of each element in the feature map, thus allowing the generator to fine-tune the spin on each site in the generated configurations according to the long-range correlation.

The architecture of the self-attention layer is shown in Fig. 6. Specifically, the feature maps input to the self-attention layer are a 3D tensor with shapes of height, width, and channel \((H, W, C)\). These feature maps are fed into three CNN layers with a kernel size of 1x1 and reshaped into \((H \times W, C)\). Consequently, we obtain three matrices named query (Q), key (K), and value (V) respectively. The transpose of K is multiplied by Q to obtain a matrix QK, also known as the energy matrix, with a shape of \((H \times W, H \times W)\). In the energy matrix, the \((i, j)\)-th element represents the relationship between the \(i\)-th element in the feature map across all channels and the \(j\)-th element across all channels (note that here we only use one index to denote the position of an element in the feature map since we have flattened each feature map into a 1D vector). By applying the softmax activation function on QK, all elements of each row of QK now add up to one. This re-scaling helps the self-attention layer converge faster. Finally, QK is multiplied by V to incorporate the channel information. The resultant matrices are then reshaped into a 3D tensor with the same shape as the input feature maps.

Figure 7 shows the detailed architecture of the machine learning model used in this work. In this figure, the content labeled ‘conv 3x3 64’ indicates the use of 64 filters in the convolution layer, each being a 3 \(\times\) 3 matrix. Pixelwise multiplication implies that each element in every channel of the \(16 \times 16 \times 64\) (or \(16 \times 16 \times 128\)) feature maps is multiplied by the corresponding element in the \(16 \times 16 \times 1\) feature map. Figure 7(a) depicts the architecture of the generator. Input 1 and Input 2 represent the condition matrix and the random noise matrix, respectively, with the output being the generated spin configuration. Figure 7(b) illustrates the discriminator’s architecture. The input is the spin configurations obtained either by...
Monte Carlo simulation or from the generator. Output 1 determines whether the input spin configuration originates from Monte Carlo data or generative data, while Output 2 specifies the condition of the input spin configuration.

**B Comparing the performance between AC-GAN and Implicit-GAN**

To compare the performance of AC-GAN and Implicit-GAN quantitatively, we computed the percentage difference between the GAN-generated results and the MCMC results in the XY model. Figure 8 illustrates the results for measurements on various physical quantities. While both GANs perform similarly in magnetization measurements (Fig. 8(b)), the AC-GAN surpasses the Implicit-GAN in energy and vorticity measurements. Specifically, in the energy measurement, the Implicit-GAN yields a percentage difference that is about twice that of AC-GAN in the high-temperature regime (Fig. 8(a)). Additionally, in the calculation of vorticity, the Implicit-GAN performs poorly in the low-temperature regime, where the percentage difference is generally higher, and can be up to 10 times higher compared to the case of using AC-GAN (Fig. 8(c)). This provides strong evidence that the AC-GAN with the self-attention layer outperforms the Implicit-GAN.
Figure 8: The percentage difference in (a) the mean energy, (b) the mean magnetization, and (c) the mean vorticity between the GANs and MCMC results for the XY model with a system size of \( L = 16 \). The AC-GAN generally yields significantly smaller percentage differences in the energy measurement at high temperatures and vorticity measurement at low temperatures.

Figure 9: (a) Earth Mover’s Distance and (b) Jensen-Shannon divergence measuring the distribution differences in the energy sampled by AC-GANs and Monte Carlo methods for the XY model.

C The distribution difference in the AC-GAN and MCMC samples

In Figure 3 of the main text, we compare the physical quantities obtained from AC-GAN samples and from MCMC simulations. The calculated quantities agree well in the entire simulated temperature range. This indicates that the AC-GAN has effectively learned the Monte Carlo (MC) sampling distribution. As supplementary analysis, we examined the distribution differences in the energy of the XY model for \( L = 16 \) and \( L = 32 \) sampled via MC and AC-GANs, quantified by the Earth Mover’s Distance [44] and Jensen-Shannon divergence [45, 46].

The Earth Mover’s Distance, also known as the Wasserstein distance, quantifies the minimum amount of work required to transform one distribution into another. It measures the distance between distributions as the cost of transporting mass in one distribution to match the other. On the other hand, the Jensen-Shannon divergence is based on the Kullback-Leibler divergence, providing a symmetric and smoothed measure of the difference between two probability distributions. It calculates the divergence between each distribution and the average of both, offering a bounded score (typically between 0 and 1) that indicates how similar or different the distributions are. Both measures yield smaller values for distributions that are more similar to each other.

Figure 9 shows the Earth Mover’s Distance and JS divergence between the AC-GAN and MCMC samples as a function of temperature. It is evident that, despite fluctuations in the two measures, the dissimilarity between the two distributions remains consistently low across the entire temperature range. This further substantiates the validity of the machine learning model used.
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