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Abstract

We revisit the conserved quantities of the Mathisson-Papapetrou-Tulczyjew equations de-
scribing the motion of spinning particles on a fixed background. Assuming Ricci-flatness
and the existence of a Killing-Yano tensor, we demonstrate that besides the two non-
trivial quasi-conserved quantities, i.e. conserved at linear order in the spin, found by
Rüdiger, non-trivial quasi-conserved quantities are in one-to-one correspondence with
non-trivial mixed-symmetry Killing tensors. We prove that no such stationary and ax-
isymmetric mixed-symmetry Killing tensor exists on the Kerr geometry. We discuss the
implications for the motion of spinning particles on Kerr spacetime where the quasi-
constants of motion are shown not to be in complete involution.
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1 Introduction

The prospective observation of extreme mass ratio inspirals (EMRIs) with the LISA mission
strongly motivates the modeling of black hole binaries in the small mass ratio regime [1,2]. In
the self-force formalism, the leading order motion in the small mass ratio expansion reduces
to the motion of a spinning particle orbiting the Kerr black hole [3, 4]. The equations of
motion of such a system were established by Mathisson [5] and Papapetrou [6], which can
be completed with the spin supplementary condition of Tulczyjew [7, 8]. In astrophysical
scenarios, the spin scales as the mass ratio times the mass of the Kerr black hole squared as a
result of the maximally spinning bound [9,10]. It implies that quadratic effects in the spin are
of the same order of magnitude as second order self-force effects for EMRIs which are pertinent
for LISA observations [11]. Moreover, since they appear at 2PN order in the post-Newtonian
expansion [12–17] (see [18, 19] for the 3PN order and [20] for a recent status) quadratic
effects are generically relevant for gravitational waveform modeling of compact binaries.

The conservation of the mass and spin magnitude being taken into account, the Mathisson-
Papapetrou-Tulczyjew (MPT) equations can be written in terms of an Hamiltonian system pos-
sessing four degrees of freedom [21]. The energy and angular momentum provide two imme-
diate first integrals of motion. Two additional quantities linear in the spin vector were found
by Rüdiger [22, 23]. They are quasi-conserved, i.e., conserved at linear order in the spin or,
equivalently, admitting an evolution along the orbit (at least) quadratic in the spin. In fact,
without further quadratic corrections, Rüdiger’s quasi-constants of motion are not conserved
at quadratic order in the spin [24].

The unanswered question of the existence of other independent quasi-conserved quanti-
ties for the MPT equations led to an undetermined status of the role of integrability and by
opposition, chaos, in the dynamics of spinning particles around Kerr. While chaos has been
established to appear at second order in the spin [25], numerical simulations suggest that no
chaos occurs at linear order in the spin [25–27]. From the solution of the Hamilton-Jacobi
equations at linear order in the spin, one can infer that chaotic motion at linear order is negli-
gible [28]. In this paper, we will relate the existence of new quasi-conserved quantities homo-
geneously linear in the spin to the existence of a new tensorial structure on the background,
that we will refer to as a mixed-symmetry Killing tensor. This result will apply to the Kerr back-
ground and more generally to Ricci-flat spacetimes admitting a Killing-Yano tensor. We will
demonstrate that under the assumption of stationarity and axisymmetry, no such non-trivial
structure exists on the Schwarzschild background and no non-trivial mixed-symmetry Killing
tensor on Kerr can be constructed from deformations of trivial mixed-symmetry Killing tensors
on Schwarzschild. In addition, we will derive that Liouville integrability does not hold around
the Kerr background at linear order in the spin since the quasi-conserved quantities are not in
involution.

The rest of the paper is organized as follows. In Section 2, we review the MPT equations
governing the motion of spinning test-particles in a fixed background. In Section 3, we review
the procedure formulated by Rüdiger [22, 23] to build constants of motion of the MPT equa-
tions. We explicit the set of constraints that must be fulfilled for an invariant at most linear
in the spin to exist. Conservation at linear order of such invariant requires to solve only two
constraints. We simplify the second, most difficult, constraint in Section 4. We subsequently
particularize our setup in Section 5 to spacetimes admitting a Killing-Yano (KY) tensor. Af-
ter deriving some general properties of KY tensors, we will prove a cornerstone result for the
continuation of our work, which we will refer to as the central identity. Building on all previ-
ous sections, we will solve the aforementioned constraint for Ricci-flat (vacuum) spacetimes
possessing a KY tensor in Section 6. This will enable us to study in full generality the quasi-
invariants for the MPT equations that are quadratic in the combination of spin and momentum.
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On the one hand, we recover Rüdiger’s results [22,23]. On the other hand, we prove that the
existence of any further quasi-invariant, which is then necessarily homogeneously linear in
the spin, reduces to the existence of a non-trivial mixed-symmetry Killing tensor on the back-
ground. The significance of this result is examined for spinning test-particles in Kerr spacetime
in the final Section 7. We show that a stationary and axisymmetric non-trivial mixed-symmetry
Killing tensor does not exist on the Kerr geometry. Consequently, an additional independent
quasi-constant of motion for the linearized MPT equations does not exist. As detailed in Ap-
pendix A the linearized MPT integrals of motion are not in involution, which implies that the
system is not integrable in the sense of Liouville.

Conventions and notations. We place ourselves within the framework of General Relativity.
Therefore, we will always consider a 4d Lorentzian manifold equipped with a metric gµν. The
metric signature is chosen to be (−+++). Lowercase Greek indices run from 0 to 3 and denote
spacetime indices. Lowercase Latin indices represent tetrad indices. The Einstein summation
convention is used everywhere. ∇α denotes the Levi-Civita connexion, the Riemann tensor is
defined such that

�

∇α,∇β
�

Aµ = −Rλ
µαβ

Aλ and the Ricci tensor is defined as Rµν = Rλ
µλν

.

2 Motion of spinning test-particles in general relativity

Let us consider the motion of a object described by the stress-energy tensor Tµν in a background
metric gµν. We have here in mind the motion of a “small” astrophysical object (stellar mass
black hole or neutron star) around a hypermassive black hole. In this situation, the former can
be viewed as a perturbation of the spacetime geometry created by the later. Furthermore, if
the small object is compact (i.e. if its typical size is much smaller than the typical lengthscale
describing the binary system), its internal structure can be fully described in terms of an infinite
collection of multipole moments defined on a worldline Xµ(τ) [5,29,30]:

∫

x0=constant

d3 x
p

−gTµνδxα1 . . .δxαn , (1)

where δxµ ¬ xµ − Xµ(τ) with τ being the small object’s proper time. This representation is
usually called the gravitational skeletonization.

Hereafter, we will restrict our setup to the pole-dipole approximation, which consists into
neglecting all the moments but the two first ones, namely the linear momentum pµ and the
skew-symmetric1 spin-dipole Sµν:

pµ ¬
∫

x0=constant

d3 x
p

−gTµ0 , (2)

Sµν ¬
∫

x0=constant

d3 x
p

−g
�

δxµTν0 −δxνTµ0
�

. (3)

Physically, this corresponds to upgrading the test-particle geodesic motion in order to include
the effects due to the small body spin, while still neglecting higher moments (quadrupole and
higher) due to its more refined internal structure.

1The symmetric part of the dipole moment is vanishing when the worldline is chosen as the body’s center
of mass, i.e. when the spin supplementary condition will be enforced. For more details, see e.g. the excellent
review [31].
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2.1 Mathisson-Papapetrou equations

The equations of motion for such a spinning test-particle can be worked out using the con-
servation of the stress tensor ∇µTµν = 0. This leads to the so-called Mathisson-Papapetrou
equations of motion (or MP equations for short) [5,6]:

Dpµ

dλ
= −

1
2

Rµ
ναβ

vνSαβ , (4)

DSµν

dλ
= 2p[µvν] , (5)

where we defined the tangent vector to the worldline as vµ ¬ dXµ
dλ (λ being any affine param-

eter) and where D
dλ ¬ vµ∇µ is the covariant derivative along the worldline. We also introduce

the notations

m¬ −pµvµ , (6)

µ2 ¬ −pµpµ , (7)

S2 ¬
1
2

SµνSµν . (8)

Here, µ2 is the dynamical rest mass of the object, i.e. the mass of the object measured by an
observer in a frame where the spatial components of the linear momentum pi do vanish; m
will be referred to as the kinetic mass and S as the spin parameter.

At this point, let us emphasize that the linear momentum is no aligned with the velocity,
and thus not tangent to the worldline, since

pµ =
1
v2

�

vα
DSµα

dλ
−m vµ

�

. (9)

The dynamical and kinetic masses are in general not constants of the motion: in fact, using
the MP equations (4)-(5), one can show that

dm
dλ
= −

1
v2

Dvα
dλ

vβ
DSαβ

dλ
, (10)

dµ
dλ
= −

1
µm

pα
Dpβ
dλ

DSαβ

dλ
. (11)

Similarly, the evolution equation for the spin parameter reads as

d(S2)
dλ

= 2Sµνpµvν . (12)

2.2 The spin supplementary condition

The motion of the spinning test-particle is described by the fourteen dynamical quantities vµ,
pµ and Sµν = S[µν]. However, we only have in our possession ten differential equations,
namely the MP equations (4)–(5). The system is consequently not closed, and we are left with
four extra dynamical quantities. These four functions can be identified with the worldline
Xµ along which we are defining the particle’s multipole moments. We will choose it as being
the worldline describing the position of the body’s center-of-mass as seen by an observer of
4-velocity proportional to pµ. This is practically implemented by enforcing both a choice of
proper time and the (covariant) Tulczyjew spin supplementary conditions (SSCs) [7,8]

Sµνpν = 0 . (13)
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The SSCs form a set of three additional constraints since a contraction with pµ leads to a
trivial identity. In what follows, we will choose the affine parameter driving the evolution as
the particle’s proper time, λ= τ. This enforces the 4-velocity to be normalized,

vµvµ = −1 , (14)

which thereby guarantees its timelike nature along the evolution of the system. These condi-
tions consequently close our system of equations which then call the MPT equations. These
conditions fix uniquely the worldline and allows to inverting Eq. (9) in order to express the
4-velocity as a function of the linear momentum. It can be shown [24,32,33] that

vµ =
m

µ2

�

pµ +
Dµαpα

1− d
2

�

, (15)

where we defined2

Dνβ ¬
1

2µ2
SναRαβγδSγδ , (16)

d ¬ Dαα . (17)

The condition (14) allows to algebraically solve for m using Eq. (15):

m2 = µ2

�

1−
DµαpαDµβ pβ

µ2(1− d/2)2

�−1

. (18)

The positivity of m and the condition d < 2 are not a consequence of the MPT equations
but we will enforce these conditions for physical reasons. It will guarantee that the MPT
equations perturbatively correct the geodesic motion with spin couplings3. In what follows
we will always assume that m> 0 and d < 2.

A direct consequence of the SSC conditions is that the spin parameter is constant,

d(S2)
dτ

= 0 . (19)

Finally, by differentiating the SSC conditions and plugging them into the rest mass evolution
equation (11), it is easy to show that the latter is also a constant of the motion,

dµ
dτ
= 0 . (20)

2.3 The spin vector

Having imposed the Tulczyjew conditions, all the information contained in the spin-dipole
tensor can be recast into a spin vector Sµ. Indeed, if one defines4

Sα ¬
1
2
εαβγδ p̂βSγδ , (21)

where p̂µ ¬ pµ

µ (yielding p̂2 = −1), one can invert the previous relation in order to rewrite Sαβ

in terms of Sα:
Sαβ = −εαβγδ p̂γSδ . (22)

2Our definition of Dµ
α

differs by a global ‘−’ sign from the one provided in [24] due to the convention chosen
for the signature.

3For a proposal of a completion of the MPT equations with improved ultra-relativistic behavior, see [34,35].
4The convention chosen here differs from the one of [22,24] by a global ‘−’ sign.
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This can be easily checked using the identity [36]

εα1...α jα j+1...αnεα1...α jβ j+1...βn
= −(n− j)! j!δ

[α j+1...αn]
β j+1...βn

, (23)

which is valid in any Lorentzian manifold. We make use of the shortcut notation
δ
µ1...µN
ν1...νN

¬ δµ1
ν1

. . .δµN
νN

. By definition, the spin vector is automatically orthogonal to the 4-
impulsion:

pµSµ = 0 . (24)

Finally, also notice that the spin parameter is simply the squared norm of the spin vector,
S2 = SαSα .

2.4 Independent dynamical variables

Let us now summarize the independent dynamical variables of our system. Under the SSCs
(13), one can write

µ= µ(pα) =
p

−pαpα , (25)

m= m(pα, Sα), (26)

Sµν = Sµν(pα, Sα) = −εµναβ p̂αSβ , (27)

vµ = vµ(pα, Sα) . (28)

The explicit expression for vµ will be worked out in the following subsection. Consequently,
the system can be fully described in terms of the twelve dynamical variables xµ, pµ and Sµ.
However, the four components of the spin vector Sµ are not independent, since they are sub-
jected to the orthogonality condition pµSµ = 0. At the end of the day, we are left with eleven
independent variables. From an Hamiltonian perspective, after imposing the constraint on the
Hamiltonian H = −µ2/2 the system (xµ, pµ) admits 3 degrees of freedom and taking into ac-
count the consistency of the spin S2, the spin vector Sµ admits one further degree of freedom,
leading to 4 degrees of freedom [21], see further discussion in Section 7.4.

The fact that all the components of Sµ are not independent will lead to complications
when we will seek to build invariants, as detailed in Section 3. To overcome this difficulty, we
introduce

Πµν ¬ δ
µ
ν + p̂µ p̂ν , (29)

the projector onto the hypersurface orthogonal to pµ. It can be directly checked from the
definition that Πµν satisfies the properties:

(I) ΠµνΠ
ν
ρ = Π

µ
ρ , (30)

(II) Πµν pν = 0 , (31)

(III) Πµα Sαν = Sµν . (32)

We introduce the relaxed spin vector sα from

Sα ¬ Παβ sβ , (33)

where the part of s aligned with p is left arbitrary, but is assumed (without loss of generality)
to be of the same order of magnitude. It ensures the relation O(s) = O(S) to hold (where
s2 ¬ sαsα). While working out the conservation constraints, one will often encounter the spin
vector antisymmetrized with p, in expressions of the type p[µSν]. In that case, we will write
p[µSν] = p[µsν] thereby replacing the (constrained) S by the (independent) variables s.
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2.5 A convenient expression for the 4-velocity

In the remaining of this section, we will derive a convenient expression of the 4-velocity in
terms of the impulsion and the spin vector. Let us first introduce some definitions. Given any
tensor A, one can define the left and the right Hodge duals as

∗Aµνα1...αp
¬

1
2
ε ρσ
µν Aρσα1...αp

, (34)

A∗α1...αpµν
¬

1
2
ε ρσ
µν Aα1...αpρσ

. (35)

They correspond, respectively, to the Hodge dualization on the two first, resp. the two last,
indices of A. The definition of the bidual ∗A∗ follows directly from the definitions above. Finally,
given the product of two antisymmetrized vectors, one can similarly define

l[µmν]∗ ¬
1
2
εµνρσ lρmσ . (36)

The dual tensors obey the following properties:

(I) A∗µν =
∗Aµν , (37)

(II) A∗∗µν =
∗∗Aµν = −Aµν , (38)

(III) ∗A[µν]B
[µν] = A[µν]

∗B[µν] . (39)

For any metric we have
∗Rαµαν =

1
2
ε
α βγ

β
R[βγα]ν = 0. (40)

Bianchi’s identities Rαβ[µν;σ] = 0 can be equivalently written as

R∗ σ

αβγ ;σ = 0. (41)

Let us turn to the more specific context of the MPT theory. Using all the previous definitions,
it is not complicated to check that the following properties hold:

(I) Sαβ = 2S[α p̂β]∗ , (42)

(II) Πα[βSγ]∗ = Sα[β p̂γ] . (43)

This allows us to write

Dµαpα =
1

2µ
Sµ[ν p̂α]RναρσSρσ (44)

=
1
µ
Πµ[νSα]∗RναρσS[ρ p̂σ]∗ (45)

=
1
µ
Πµα∗R∗αβγδSβSγ p̂δ . (46)

Similarly, one can show that

d = −
2
µ2
∗R∗αβγδSα p̂βSγ p̂δ . (47)
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Putting all the pieces together, one can proceed to the desired rewriting of Eq. (15):

µ2

m

�

1−
d
2

�

vµ =
�

1−
d
2

�

pµ + Dµαpα (48)

= pµ −
1
µ
(p̂µ p̂α −Πµα)∗R∗αβγδSβSγ p̂δ (49)

= pµ +
1
µ

gµα∗R∗αβγδSβSγ p̂δ (50)

= pµ +
1
µ
∗R∗µ

βγδ
SβSγ p̂δ . (51)

This relation will be a fundamental building block of the forthcoming computations.

2.6 MPT equations at linear order in the spin

We take a break and look back at our fundamental motivation: extreme mass-ratio inspirals
involving a spinning secondary. The most important parameter for describing an EMRI is
the ratio between the mass µ of the secondary and the mass M of the primary, which is by
assumption a small number:

η¬
µ

M
� 1 . (52)

Let us assume that the EMRI central object is a Kerr black hole. As detailed e.g. in [25], the
spin term in the MPT equations for such a background spacetime scales as

S
µM
≤
µ2

µM
= η , (53)

in any astrophysically realistic situation. Therefore, for timescales shorter than theradiation-
reaction time 1/η, the linear approximation in the spin is a valid approximation, which admits
perturbative corrections in the spin.

Neglecting all O(S2) terms, Eq. (18) simply becomes m = µ, which leads to the usual
relation between the impulsion and the 4-velocity,

pµ = µvµ . (54)

Once linearized in spin, the MPT equations (4)-(5) reduce to

Dpµ

dτ
= f (1)µS ¬ −

1
2µ

Rµ
ναβ

pνSαβ , (55)

DSµ

dτ
= 0, (56)

which are, respectively, the forced geodesic equation with force f (1)µS =O
�

S1
�

and the parallel
transport equation of the spin vector studied e.g. in [27,37].

3 Building conserved quantities

The MPT equations take the form of a set of first order partial differential equations for the
impulsions pµ and the spin Sµ. However, the very goal of anyone wanting to solve the MPT
equations is to obtain the position of the spinning test-particle as a function of the proper time
Xµ(τ). With respect to the positions Xµ, the MPT equations are a set of second order PDEs. As it
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is always the case when studying such a dynamical system, much information can be obtained
if one is able to build first integrals of the motion (or invariants or conserved quantities), i.e.
functions of the dynamical variables Q(pα, Sα) that are constant along the motion:

Q̇(pα, Sα) = 0, ˙¬
d

dτ
. (57)

As always in General Relativity, the existence of first integrals of the motion will be strongly
related with the presence of symmetries of the background spacetime (i.e. the existence of
Killing vectors or Killing(-Yano) tensors).

In this Section, we will discuss the construction of invariants for the MPT equations that are
at most linear in the spin vector. After a review of the conserved quantities already discussed
in the literature, we will formulate the problem of finding an invariant (of the non-linear MPT
equations) at most linear in the spin as a set of general constraints, following the method
introduced by Rüdiger [22,23]. The ideas behind this procedure are conceptually simple, but
the computations for the MPT equations turn out to be involved. This is the reason why we
will open this section by explaining Rüdiger’s method for the case of the geodesic equations.

3.1 The geodesic case

As a warm-up, let us recall how first integrals can be constructed for geodesic motion, namely
when the spin-dipole is vanishing. In this case, the linear momentum is tangent to the world-
line, pµ = µvµ and the MPT equations reduce to the geodesic ones:

Dpµ

dτ
= 0,

D
dτ
¬ vα∇α . (58)

In most GR textbooks and lectures, the problem is tackled from the perspective “symmetry
implies conservation”: one first introduces the notion of Killing vector fields (∇(αξβ) = 0) and
then prove the well-known property stating that, given any geodesic of 4-impulsion pµ and a
Killing vector field ξµ of the background spacetime, the quantity Cξ ¬ ξαpα is constant along
the geodesic. One also shows that this property generalizes in the presence of a Killing tensor,
and that the invariant mass µ2 = −pαpα is also constant along the geodesic trajectory. Of
course, when we assert that a scalar function C(pα) is constant along the geodesic motion (or is
conserved, or is invariant, or. . . ), we have in mind the statement that it remains constant along
the proper time evolution, which is equivalent to the statement that its covariant derivative
along the geodesic path vanishes, namely

Ċ(pα) = 0 ⇔ pµ∇µC(pα) = 0 . (59)

In what follows, and as a prelude for the MPT case, we will tackle the problem in the
opposite way (“conservation requires symmetry”): given an arbitrary geodesic, is it possible to
construct invariants of the motion that are polynomial quantities of the impulsion, i.e. that
are composed of monomials of the form

C (n)K ¬ Kα1...αn
pα1 . . . pαn , (60)

where, at this point, K is an arbitrary, by definition totally symmetric tensor of rank n? We will
show that requiring the conservation of C (n)K will require either K to be a Killing vector/tensor

or either that C (2)K is the invariant mass.
In order to work out the most general constraint on K, we plug the definition of CK (60)

into the conservation equation (59). Using the geodesic equation (58) and relabelling the
indices, one gets

pµ∇µKα1...αn
pα1 . . . pαn = 0. (61)
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The crucial point is that the dynamical variables pα are independent among themselves. The
above relation must hold for any values of the independent pα, yielding the general constraint

∇(µKα1...αn) = 0 . (62)

The only possible cases for solving this constraint are the following:

• for n= 1, Kµ must be a Killing vector, ∇(µKν) = 0;

• for n = 2, either Kµν must be a rank-2 Killing tensor (∇(µKνρ) = 0), either one takes
Kµν = gµν which leads to the conservation of the invariant mass, C (2)g = −µ2;

• for any n≥ 3, K must be a rank-n Killing tensor.

Before turning to the spinning particle case, let us make a couple of remarks:

1. As stated above, the viewpoint adopted here is reversed with respect to the ‘traditional’
one: we have proven that the existence of conserverd quantities along geodesic trajec-
tories that are polynomial in the impulsions require the existence of symmetries of the
background spacetime (except for the invariant mass µ which is always conserved).

2. Any linear combination of the invariants defined above remains of course invariant.
Nevertheless, the conservation can be checked separately at each order in p because the
application of the conservation condition (59) doesn’t change the order in p of the terms
contained in the resulting expression.

3. The invariant related to a Killing tensor is relevant only if the latter is irreducible, i.e. if
it cannot be written as the product of Killing vectors. Otherwise, the invariant at order
n in p is just a product of invariants of lower order.

3.2 The spinning case

We will now turn on the spin, and discuss the invariants that can be build for MPT equations.

3.2.1 State-of-the-art

Several conserved quantities for the MPT equations have been discussed in the literature, most
of the time in the context of the background spacetime being given by the Kerr metric [38]:

• When the Tulczyjew SSCs are enforced, the invariant mass

µ2 = −pαpα , (63)

and the spin parameter

S =
p

SαSα , (64)

are constant of the motion, as asserted by Eqs. (19) and (20).

• If there exists a Killing vector field ξα of the background spacetime, one can upgrade
the geodesic case construction and show that

Cξ ¬ ξµpµ +
1
2
∇µξνSµν = Cξ +

1
2
∇µξνSµν , (65)

is an invariant of the motion [39]. It naturally arises from generalized Killing equations
[40].
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These are the only “obvious” invariants. To go further, one should apply the general proce-
dure described above: write down the most general expression for the invariant we are looking
for and then work out the constraints implied by its conservation along the motion.

In the presence of both pµ and Sµ, one can introduce a grading such that
[pµ] = [Sµ] = [µ] = [Sµν] = 1 and [gµν] = 0 and consider invariants of order n along
such grading (n= 1 linear, n= 2 quadratic, etc). Such a general scheme has been undertaken
by R. Rüdiger in the early 80’s, both for linear invariants [22] and for quadratic ones [23]:

• Restricting to invariants linear in pµ, Sµ, Rüdiger found that, if there exists a Killing-Yano
(KY) tensor Yαβ of the background spacetime, then the quantity

QY ¬ Sαβ
∗Y αβ , (66)

is a quasi-invariant of motion (i.e. conserved at linear order in the spin),

Q̇Y =O(S2). (67)

It would be an invariant of the motion at all orders in the spin provided that Y satisfy
a set of additional conditions [22] which have been shown by Santos and Batista [24]
to be equivalent to requiring that Y is a covariantly constant Killing-Yano tensor on the
background spacetime, which rules out the Kerr background. However, no systematic
analysis has been performed yet on deforming the invariant QY with quadratic correc-
tions in order to attempt to construct quasi-invariants at quadratic or higher order while
not further restricting the background.

In this work, we will simply consider the quasi-invariant QY as one non-trivial quasi-
conserved quantity relevant for the description of EMRIs.

• Similarly, restricting to quadratic order, Rüdiger showed that the quantity

QR = −LαLα − 2µSα∂αZ − 2µ−1 LαSαξβ pβ , (68)

where Lα ¬ Yαλpλ, Z ¬ 1
4 Y ∗
αβ

Y αβ and ξα ¬ −1
3∇λY ∗λα is also a quasi-invariant, i.e.

Q̇R =O(S2), if Y is a Killing-Yano tensor.

Both non-trivial quasi-invariants appeared in the independent Hamilton-Jacobi method treat-
ment of the equations of motion by Witzany [41], which illustrates the relevance of these
quasi-invariants for the description of motion.

There is however not yet a proof that Rüdiger’s quadratic invariant QR is the unique solu-
tion to the corresponding set of constraints in the presence of a Killing-Yano tensor. In what
follows, we aim to (i) work out and simplify as much as possible Rüdiger’s constraint equa-
tions; (ii) characterize the algebraic properties to be solved for obtaining the general solution
and (iii) discuss the existence of additional quasi-invariants for the linearized MPT equations
in a Kerr background.

3.2.2 General set of constraints for a quadratic invariant

Our principal motivation being the study of the linearized MPT equations, let us consider a
quadratic invariant that is at most linear in S:

Q¬ Kµνpµpν + LµνρSµνpρ . (69)

The tensors K and L, which are by definition independent of p and S, satisfy the algebraic sym-
metries Kµν = K(µν) and Lµνρ = L[µν]ρ. Using the MPT equations (4)-(5) and the expression
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(15) for the 4-velocity, the conservation equation can be written

Q̇= Ξ
�

pλ +
1
µ
∗R∗λκθσSκSθ p̂σ

�

(70)

×
�

�

∇λKµν − 2Lλµν
�

pµpν +
�

∇λLαβµ − KµρRρ
λαβ

�

Sαβ pµ −
1
2

LαβρRρ
λγδ

SαβSγδ
�

!
= 0 ,

with Q̇ ¬ d
dτQ and where the coefficient Ξ ¬ m2

µ2(1−d/2) is non-vanishing. Let us introduce the
tensors

Uαβγ ¬∇γKαβ − 2Lγ(αβ) , (71)

Vαβγδ ¬∇δLαβγ − KλγR
λ
δαβ +

2
3

KλρRλ
δ[α

ρ
gβ]γ , (72)

Wαβγδε ¬ −
1
2

LαβλRλγδε . (73)

The tensors U, V and W obey the algebraic symmetries Uαβγ = U(αβ)γ, Vαβγδ = V[αβ]γδ,
Wαβγδε =W[αβ]γδε. Notice that the orthogonality conditions Sαβ pβ = 0 imply

2
3

KλρRλ
δ[α

ρ
gβ]γS

αβ pγ = 0 . (74)

The conservation equation reads as

Q̇= Ξ
�

pλ +
1
µ
∗R∗λκθσSκSθ p̂σ

�

�

Uµνλpµpν + VαβµλSαβ pµ +WαβλγδSαβSγδ
� !
= 0 . (75)

We will go through a number of steps in order to express this condition in terms of the
independent variables sα and p̂µ. First, let us expand all terms and express the spin-related
quantities in terms of the independent variables sα. For this purpose, we will make use of the
identities

p[αSβ] = p[αsβ], Sαβ = 2S[α p̂β]∗ = 2s[α p̂β]∗, Sα = Παβ sβ . (76)

The conservation equation becomes

Q̇= Ξ
µ

�

µ4Uµνρ p̂µ p̂ν p̂ρ + 2µ3∗Vαµνρsα p̂µ p̂ν p̂ρ +µ2
�

4∗W ∗
αµνβρ +

∗R∗λκαρUµνλΠ
κ
β

�

sαsβ p̂µ p̂ν p̂ρ

+ 2µ∗R∗λκαρ
∗V γµνλΠ

κ
β sαsβ sγ p̂µ p̂ν p̂ρ + 4∗R∗λκαρ

∗W ∗
δµλγνΠ

κ
β sαsβ sγsδ p̂µ p̂ν p̂ρ

�

!
= 0 . (77)

Second, we will remove the projectors. One has the identity

∗R∗λκαρΠ
κ
β sαsβ = −Iλαβ

ρσκ
sαsβ p̂σ p̂κ , (78)

where we have defined

Iλαβ
ρσκ
¬ ∗R∗λκρ

α
δβσ +

∗R∗λαβ
ρ

gσκ . (79)

The proof is easily carried out, using the fact that p̂µ p̂µ = −1:

∗R∗λκαρΠ
κ
β sαsβ = ∗R∗λκαρ

�

δκβ + p̂κ p̂β
�

sαsβ (80)

=
�

(−p̂σ p̂κgσκ)
∗R∗λβαρ +

∗R∗λκαρ p̂κδσβ p̂σ
�

sαsβ (81)

= −
�

∗R∗λκρ
α
δβσ +

∗R∗λαβ
ρ

gσκ
�

sαsβ p̂σ p̂κ . (82)

12

https://scipost.org
https://scipost.org/SciPostPhys.12.1.012


SciPost Phys. 12, 012 (2022)

Using this identity, the conservation equation finally reads as

Q̇= Ξ
µ

�

µ4Uµνρ p̂µ p̂ν p̂ρ + 2µ3∗Vαµνρsα p̂µ p̂ν p̂ρ −µ2
�

Iλαβ
ρσκ

Uµνλ + 4∗W ∗α β

µν ρ
gσκ

�

sαsβ p̂µ p̂ν p̂ρ p̂σ p̂κ

− 2µIλαβ
ρσκ

∗V γ
µνλ

sαsβ sγ p̂µ p̂ν p̂ρ p̂σ p̂κ − 4Iλαβ
ρσκ

∗W ∗γ δ

µλ ν
sαsβ sγsδ p̂µ p̂ν p̂ρ p̂σ p̂κ

�

!
= 0 . (83)

In principle, finding a quantity which is exactly conserved along the motion generated by
the MPT equations requires condition (83) to be satisfied exactly. Because the variables p̂µ

and sα are independent, this requirement is equivalent to the following set of five constraints,
each of them arising at a different order in the spin parameter:

O(S0) : U(µνρ) = 0, (84)

O(S1) : ∗Vα(µνρ) = 0, (85)

O(S2) : Iλ(αβ)(µνρUσκ)λ + 4∗W ∗(α β)
(µν ρ

gσκ) = 0, (86)

O(S3) : Iλ(αβ(µνρ
∗V γ)

σκ)λ = 0, (87)

O(S4) : Iλ(αβ(µνρ
∗W ∗γ δ)

σ|λ| κ) = 0 . (88)

However, for physically relevant situations (e.g. when the background spacetime is Kerr or
Schwarschild), it will not be possible to fulfill all the constraints (84) to (88). Nevertheless,
we will be able to work out an explicit solution to the two first constraints (84) and (85) for
any Ricci-flat spacetime admitting a hidden symmetry encoded under the form of a rank-two
Killing-Yano tensor. In this case, the conservation equation (83) will not be satisfied exactly,
but takes the form

Q̇=O(S2) , (89)

i.e. Q is a quasi-invariant in the sense defined above.
Notice that the O(S0) constraint (84) simply reduces to

∇(αKβγ) = 0, (90)

i.e. K must be a Killing tensor of the background spacetime.
The O(S1) constraint (85) is more difficult to work out. In Section 4, we will proceed to

a clever rewriting of this constraint, which will then be particularized to spacetimes admitting
a Killing-Yano tensor in Section 5. Section 6 will aim to solve it generally. Finally, all these
results will be particularized to a Kerr background in Section 7.

4 Conservation equation at linear order in the spin

We will now proceed to the aforementioned rewriting of the constraint (85) by introducing
a new set of variables. The three first parts of this section are devoted to the derivation of
preliminary results, that will be crucial for working out the main result.

4.1 Dual form of V

We want to compute the dual form of the tensor

Vαβγδ ¬∇δLαβγ − KλγR
λ
δαβ +

2
3

KλρRλ
δ[α

ρ
gβ]γ , (91)
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with respect to its two first indices. One has

∗Vαβγδ =∇δ∗Lαβγ − KλγR
∗λ
δαβ +

2
3

KλρRλ ρ

δ[α gβ]∗γ . (92)

The last term of this equality can be written as

2
3

KλρRλ ρ

δ[α gβ]∗γ =
1
3

Kλρε µν

αβ
Rλδµρ gνγ =

1
3

Kλρε µ

αβ γ
Rλδµρ (93)

=
1
3

Kλ[µε ν]
αβ γ

R∗∗λδµν =
1
3

Kλ[µε ν]∗
αβ γ

R∗λδµν (94)

= −
1
6
εσµνρεσαβγKλρR∗λδµν (95)

=
1
3

�

KλγR
∗λ
δαβ + KλαR∗λδβγ + KλβR∗λδγα

�

(96)

=
1
3

KγλR∗λδαβ +
2
3

R∗λ
δγ[αKβ]λ . (97)

This finally yields

∗Vαβγδ =∇δ∗Lαβγ −
2
3

KλγR
∗λ
δαβ +

2
3

R∗λ
δγ[αKβ]λ. (98)

4.2 Rüdiger variables

Following Rüdiger [23], let us introduce

X̃αβγ ¬ Lαβγ −
1
3

�

λαβγ + gγ[α∇β]K
�

, (99)

where we have made use of the notations

λαβγ ¬ 2∇[αKβ]γ, K ¬ Kαα . (100)

The irreducible parts Xα and Xαβγ of X̃αβγ are defined through the relation

X̃αβγ ¬ Xαβγ + εαβγδXδ, with X[αβγ]
!
= 0 . (101)

They provide an equivalent description, since Eq. (101) can be inverted as

Xαβγ = X̃αβγ − X̃[αβγ] , (102)

Xα =
1
6
εαβγδ X̃βγδ . (103)

Finally, a simple computation shows that the dual of X̃ is given by

∗X̃αβγ =
∗Xαβγ − 2gγ[αXβ] . (104)

4.3 The structural equation

This third preliminary part will be devoted to the proof of the structural equation [23]

∇δλαβγ = 2
�

RλδαβKγλ − Rλ
δγ[αKβ]λ

�

+µαβγδ (105)
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with

µαβγδ ¬
1
2

�

Kβγ;(αδ) + Kαδ;(βγ) − Kαγ;(βδ) − Kβδ;(αγ) − 3
�

Kλ[αRλ
β]γδ + Kλ[γR

λ
δ]αβ

��

. (106)

µ possesses the same algebraic symmetries than the Riemann tensor. We remind the reader
that λαβγ ¬ 2∇[αKβ]γ. We will use indifferently the notations ∇αT or T;α for the covariant
derivative of the tensor T. The proof goes as a lengthy rewriting of the original expression:

∇δλαβγ =∇δ∇αKβγ −∇δ∇βKαγ
=∇(δ∇α)Kβγ +∇[δ∇α]Kβγ −∇(δ∇β)Kαγ −∇[δ∇β]Kαγ

=
1
2
∇(α∇δ)Kβγ −

1
2
∇(β∇δ)Kαγ +

1
2

�

∇(α∇δ)Kβγ −∇(β∇δ)Kαγ
�

+
1
2
[∇δ,∇α]Kβγ −

1
2

�

∇δ,∇β
�

Kαγ . (107)

We proceed to the following rewriting of twice the quantity in brackets contained in the above
expression:

∇α∇δKβγ +∇δ∇αKβγ −∇β∇δKαγ −∇δ∇βKαγ =

= 2∇α∇δKβγ − 2∇β∇δKαγ + [∇δ,∇α]Kβγ −
�

∇δ,∇β
�

Kαγ
= 2

�

∇β∇αKγδ +∇β∇γKαδ −∇α∇βKγδ −∇α∇γKβδ
�

+ [∇δ,∇α]Kβγ −
�

∇δ,∇β
�

Kαγ
= 2

�

∇(β∇γ)Kαδ −∇(α∇γ)Kβδ
�

+ [∇δ,∇α]Kβγ −
�

∇δ,∇β
�

Kαγ
− 2

�

∇α,∇β
�

Kγδ −
�

∇α,∇γ
�

Kβδ +
�

∇β ,∇γ
�

Kαδ . (108)

This yields

∇δλαβγ =
1
2

�

Kβγ;(αδ) + Kαδ;(βγ) − Kαγ;(βδ) − Kβδ;(αγ)
�

(109)

+
3
4
[∇δ,∇α]Kβγ −

3
4

�

∇δ,∇β
�

Kαγ −
1
2

�

∇α,∇β
�

Kγδ −
1
4

�

∇α,∇γ
�

Kβδ +
1
4

�

∇β ,∇γ
�

Kαδ
︸ ︷︷ ︸

¬♥

.

The quantity ♥ can be rearranged in the following way:

4♥= 3[∇δ,∇α]Kβγ − 3
�

∇δ,∇β
�

Kαγ − 2
�

∇α,∇β
�

Kγδ
−
�

∇α,∇γ
�

Kβδ +
�

∇β ,∇γ
�

Kαδ (110)

=
�

3Rλγδβ − Rλδβγ
�

Kαλ +
�

Rλδαγ − 3Rλγδα
�

Kβλ

+
�

3Rλαδβ − 3Rλβδα + 2Rλδαβ
�

Kγλ +
�

2Rλγαβ + Rλβαγ − Rλαβγ
�

Kδλ (111)

= 5RλδαβKγλ + 4
�

RλδαγKβλ − RλδβγKαλ
�

+ 3
�

RλαγδKβλ − RλβγδKαλ + RλγαβKδλ
�

(112)

= 5RλδαβKγλ + 8Rλ
δ[α|γK|β]λ − 6Kλ[αRλ

β]γδ + 3RλγαβKδλ

−3RλδαβKγλ + 3RλδαβKγλ
︸ ︷︷ ︸

=0

(113)

= 8RλδαβKγλ − 8Rλ
δγ[αKβ]λ − 6Kλ[αRλ

β]γδ − 6Kλ[γR
λ
δ]αβ . (114)

Consequently,

♥= 2
�

RλδαβKγλ − Rλ
δγ[αKβ]λ

�

−
3
2

�

Kλ[αRλ
β]γδ + Kλ[γR

λ
δ]αβ

�

. (115)
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Inserting this result into Eq. (109) gives the structural equation (105) and consequently con-
cludes the proof.

We will conclude this section by working out the dual form of the structural equation (105).
One has

∇δ∗λαβγ = 2R∗λδαβKγλ − ε
µν

αβ
RλδγµKνλ +

∗µαβγδ (116)

= 2R∗λδαβKγλ + ε
µν

αβ
R∗∗λδγµKνλ +

∗µαβγδ . (117)

It is now easier to compute

∇δ∗λ
γ

αβ
= 2R∗λδαβKγ

λ
−

1
2
εµαβνε

µγρσR∗λδρσKνλ +
∗µ

γ

αβ δ
(118)

= 2R∗λδαβKγ
λ
+ 3δ[γα δ

ρ

β
δσ]ν R∗λδρσKνλ +

∗µ
γ

αβ δ
, (119)

which yields

∇δ∗λαβγ = 2R∗λδαβKγλ + 3 gγ[α|R
∗λ
δ|βν]K

ν
λ +

∗µαβγδ (120)

= 2R∗λδαβKγλ +
�

R∗λδαβKγλ + R∗λ ρ

δβ
Kλρ gαγ − R∗λ ρ

δα
Kλρ gβγ

�

+ ∗µαβγδ . (121)

Rearranging the different terms leads to the final expression

∇δ∗λαβγ = 3R∗λδαβKγλ − 2R∗λ ρ

δ[α gβ]γKλρ +
∗µαβγδ. (122)

4.4 Reduction of the second constraint

We will now gather the results obtained in the three previous subsections to express the con-
straint (85) in terms of the irreducible variables introduced above. Let us remind that Eq. (85)
reads as

∗Vα(βγδ) = 0 . (123)

Using Eqs. (99), (104) and (122), we can rewrite

∗Vαβγδ =∇δ∗X̃αβγ +
1
3
∇δ
�∗λαβγ + gγ[α∇β]∗K

�

−
2
3

KλγR
∗λ
δαβ +

2
3

R∗λ
δγ[αKβ]λ (124)

=∇δ
�∗Xαβγ − 2gγ[αXβ]

�

+
1
3

�

R∗λδαβKγλ + 2R∗λ
δγ[αKβ]λ

�

︸ ︷︷ ︸

¬♥

+
1
3
∇δ
�

gγ[α∇β]∗K
�

+
1
3
∗µαβγδ −

2
3

R∗λ ρ

δ[α gβ]γKλρ . (125)

On the one hand, we have

♥= R∗λδαβKγλ + R∗λδγαKβλ − R∗λδγβKαλ = R∗λδβγKαλ + 2R∗λ
δα[βKγ]λ . (126)

And on the other hand, we can write

∇δ
�

gγ[α∇β]∗K
�

=
1
2
ε

µν

αβ
gγµ∇δ∇νK =

1
2
ε

µ

αβγ
∇δ∇µK . (127)

Gathering these expressions leads to

∗Vαβγδ =∇δ∗Xαβγ − 2gγ[α|∇δX |β] −
2
3

R∗λ ρ

δ[α gβ]γKλρ +
1
3

R∗λδβγKαλ

+
2
3

R∗λδα[βKγ]λ +
1
6
ε

µ

αβγ
∇δ∇µK +

1
3
∗µαβγδ . (128)
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When symmetrizing the three last indices, the four last terms of this expression vanish. The
constraint (85) takes the final form

∗Xα(βγ;δ) + Xα;(β gγδ) − gα(βXγ;δ) +
1
3

�

gα(βR∗λ ρ

γδ) − R∗λ ρ

α(β gγδ)
�

Kλρ = 0 . (129)

Our principal motivation being the motion of spinning particles in Kerr spacetime, we will now
focus on spacetimes possessing a Killing-Yano (KY) tensor. It will turn out that the constraint
(129) can still be dramatically simplified in such a framework.

5 Spacetimes admitting a Killing-Yano tensor

We now particularize our analysis to spacetimes equipped with a Killing-Yano (KY) tensor, i.e.
a rank-2, antisymmetric tensor Yµν = Y[µν] obeying the Killing-Yano equation:

∇(αYβ)γ = 0. (130)

In this case, the constraint (84) is automatically fulfilled, because

Kαβ ¬ YαλY λβ , (131)

is a Killing tensor.
The aim of this section is twofold. First, we will review some general properties of KY

tensors useful for the continuation of our analysis. Even if most of them were previously
mentioned in the literature [22, 42], the goal of the present exposition is to provide a self-
contained summary of these results and of their derivations. Second, we will work out an
involved identity that will become a cornerstone for solving the constraint (129). This so-
called central identity is the generalization of a result mentioned by Rüdiger in [23]. Rüdiger
only quickly sketched the proof of his identity, while we aim here to provide a more pedagogical
derivation of this central result.

5.1 Some general properties of KY tensors

Let us review some basic properties of KY tensors, sticking to our conventions and simplifying
the notations used in the literature [22,42].

5.1.1 An equivalent form of the KY equation

The symmetries∇(αYβ)γ =∇αY(βγ) = 0 ensure the quantity∇αYβγ to be totally antisymmetric
in its three indices. Consequently, there exists a vector ξ such that

∇αYβγ = εαβγλξ
λ . (132)

The value of ξ can be found by contracting Eq. (132) with εµαβγ and making use of the
contraction formula for the Levi-Civita tensor (23). We obtain

ξα = −
1
3
∇λY ∗λα . (133)

Notice that Eq. (132) with ξ given by Eq. (133) is totally equivalent to the Killing-Yano
equation.
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5.1.2 Dual KY equation

Let us derive the equivalent to the Killing-Yano equation for the dual of the KY tensor Y∗. One
has

∇αY ∗βγ =
1
2
εβγµν∇αYµν =

1
2
εµνβγεµναλξ

λ (134)

= −2δ[βα δ
γ]
λ
ξλ = −2δ[βα ξ

γ] , (135)

leading to

∇αY ∗βγ = −2gα[βξγ]. (136)

In turn, this leads to the conformal Killing-Yano equation for the dual tensor Y∗.

5.1.3 Integrability conditions for the KY equation

We will work out some necessary conditions for the tensor Y to be a Killing-Yano tensor, i.e.
relations that must hold for Y to satisfy the KY equation. We will refer to them as integrability
conditions for the Killing-Yano equation.

We begin by proving some preliminary results:

Lemma 1. One has

∇αξα = 0. (137)

Proof. We proceed by applying the Ricci identity to the expression:

∇αξα = −
1
3
∇α∇λY ∗λα = −

1
6
[∇α,∇λ]Y ∗λα (138)

=
1
6

gλµgαν
�

Rρ
µαλ

Y ∗ρν + Rρ
ναλ

Y ∗µρ
�

(139)

=
1
3

RαβY ∗αβ = 0 . (140)

Lemma 2. For any antisymmetric tensor Aαβ = A[αβ], one has

Rα β
µν Aµν = R[α β]

µν
Aµν. (141)

Proof. The proof is straightforward:

Rβ α

µν
Aµν = R αβ

ν µ
Aµν = Rα β

µν Aνµ (142)

= −Rα β
µν Aµν . (143)

Lemma 3. For any antisymmetric tensor Aαβ = A[αβ], we have

AµνR
µ ν

αβ
= −

1
2

AµνRαβµν. (144)
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Proof. The proof is again pretty simple:

AµνR
µ ν

αβ
= Aµν

�

Rαβνµ + Rανµβ
�

(145)

= −AµνRαβµν + AµνRναβµ . (146)

The conclusion is reached using Lemma 2.

We can now work out the first integrability condition. One has

∇αξβ = −
1
3
∇α∇λY ∗λβ (147)

= −
1
3
∇λ∇αY ∗λβ −

1
3
[∇α,∇λ]Y ∗λβ (148)

=
2
3
∇λ
�

gα[λξβ]
�

−
1
3

gλρ[∇α,∇λ]Y ∗ρβ (149)

=
1
3
∇αξβ −

1
3

gαβ∇λξλ

+
1
3

�

RλαY ∗λβ + Rλ ρ

βα
Y ∗ρλ

�

. (150)

This gives rise to the Killing-Yano equation first integrability condition:

∇αξβ =
1
2

�

RλαY ∗λβ + Rλ ρ

αβ
Y ∗λρ

�

, (151)

or, equivalently, using Lemma 3:

∇αξβ =
1
2

RλαY ∗λβ −
1
4

RαβµνY ∗µν . (152)

Symmetrizing this equation gives the reduced form

∇(αξβ) =
1
2

Y ∗
λ(αRλ

β). (153)

In particular, for Ricci-flat spacetimes, ξµ is a Killing vector.
A second integrability condition can be written as follows. Taking the derivative of the

defining equation ∇(αYβ)γ = 0 yields

∇α∇βYγδ +∇α∇γYβδ = 0 . (154)

Out of this equation, we can write the three (equivalent) identities

∇α∇βYγδ +∇γ∇αYβδ +
�

∇α,∇γ
�

Yβδ = 0 , (155)

∇γ∇αYβδ +∇β∇γYαδ +
�

∇γ,∇β
�

Yαδ = 0 , (156)

∇β∇γYαδ +∇α∇βYγδ +
�

∇β ,∇α
�

Yγδ = 0 . (157)

Summing the first and the third and subtracting the second leads to

2∇α∇βYγδ =
�

∇γ,∇α
�

Yβδ +
�

∇γ,∇β
�

Yαδ +
�

∇α,∇β
�

Yγδ (158)

= RλδβγYαλ + RλδαγYβλ + RλδβαYγλ −
�

Rλβγα + Rλαγβ + Rλγαβ
�

Yλδ (159)

= 2RλαβγYλδ + RλδβγYαλ + RλδαγYβλ + RλδβαYγλ . (160)
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This gives rise to the second integrability condition

∇α∇βYγδ = RλαβγYλδ +
1
2

�

RλδβγYαλ + RλδαγYβλ + RλδβαYγλ
�

. (161)

A reduced form can be obtained by contracting the equation above with gγδ. We obtain

0= Rλ ρ

αβ
Yλρ +

1
2

�

RλβYαλ + RλαYβλ + Rλρ
βα

Yρλ
�

. (162)

Using Lemma 3 shows that the first and the fourth terms of the right-hand side of this relation
cancel. We obtain the reduced form of the second integrability condition

Yλ(αRλ
β) = 0. (163)

We can also symmetrize the indices γδ in Eq. (161) to obtain the symmetrized second integra-
bility condition

Rλ
αβ(γYδ)λ −

1
2

Yλ(γR
λ
δ)αβ + Rλ(γδ)(αYβ)λ = 0. (164)

5.2 The central identity

Our so-called central identity will consists into a clever rewriting of the expression Kλ(βR∗λ
γδ)α.

Its reduced version first introduced by Rüdiger [23] is a rewriting of the contracted expression
KλρR∗λ ρ

αβ
.

5.2.1 The KY scalar

Let us define the scalar quantity

Z ¬ 1
4

Y ∗αβY αβ . (165)

Its first covariant derivative takes the form

∇µZ =
1
2
∇µY ∗αβY αβ (166)

= ξ[αgβ]µY αβ (167)

= ξαY αµ . (168)

Its second covariant derivative can be expressed as (notice that ∇α∇βZ =∇β∇αZ)

∇µ∇νZ =∇µξαY αν + ξ
αεµανρ ξ

ρ (169)

=∇µξαY αν =∇νξαY αµ, (170)

where the last equality follows from symmetry of the right-hand side.
The following identity is also useful:

Yα[βYγ]δ = −
1
2

YβγYαδ −
1
2
Z εαβγδ. (171)

The proof consists into noticing that the combination YαβYγδ − YαγYβδ + YβγYαδ is totally an-
tisymmetric in all its indices. It must consequently be proportional to the Levi-Civita tensor:

YαβYγδ − YαγYβδ + YβγYαδ =Aεαβγδ , (172)
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where the constant A remains to be determined. This is achieved by contracting the equation
above with εαβγδ, yielding

3εαβγδYαβYγδ = −4!A . (173)

Using the definition of Z leads to

A= −Z , (174)

which gives the desired result.

5.2.2 Derivation of the central identity

The trick for deriving the central identity is to define the tensor

Tµνρσ = εµαβσ∇α∇βYνλY λρ, (175)

to perform two different rewritings of this expression and finally to equate them. Notice that
we recover the tensor used in Rüdiger’s proof [23] by contracting the last two indices of Eq.
(175). First, applying the Ricci identity to Eq. (175) and making use of Eq. (171) yields

Tµνρσ =
1
2
εµαβσ

�

∇α,∇β
�

YνλY λρ = −
�

R∗κνµσKκρ + R∗κλµσYν[κYλ]ρ
�

(176)

= R∗κνσµKκρ +
1
2

R∗κλµσ
�

YκλYνρ +Zενκλρ
�

. (177)

Second, using Eqs. (133), (136) and Lemma 1, we rewrite Tµνρσ as follows:

T µ σ
νρ = −

1
2
εµαβσενλγδ∇α∇βY ∗γδY λρ (178)

= −12δ[σν Y µρ∇α∇βY ∗αβ] (179)

= −δσν
�

Y µρ∇α∇βY ∗αβ + Y αρ∇α∇βY ∗βµ + Y β
ρ
∇α∇βY ∗µα

�

+δµν
�

Yσρ∇α∇βY ∗αβ + Y αρ∇α∇βY ∗βσ + Y β
ρ
∇α∇βY ∗σα

�

−δαν
�

Yσρ∇α∇βY ∗µβ + Y µρ∇α∇βY ∗βσ + Y β
ρ
∇α∇βY ∗σµ

�

+δβν
�

Yσρ∇α∇βY ∗µα + Y µρ∇α∇βY ∗ασ + Y αρ∇α∇βY ∗σµ
�

(180)

= δσν
�

3Y αρ∇αξ
µ + 2Y β

ρ
δ
[µ
β
∇αξα]

�

−δµν
�

3Y αρ∇αξ
σ + 2Y β

ρ
δ
[σ
β
∇αξα]

�

− 3Yσρ∇νξ
µ + 3Y µρ∇νξ

σ + 2Y β
ρ
δ
[σ
β
∇νξµ]

− 2
�

Yσρδ
[µ
ν ∇αξ

α] + Y µρδ
[α
ν ∇αξ

σ] + Y αρδ
[σ
ν ∇αξ

µ]
�

(181)

= δσν Y λρ∇λξ
µ −δµνY λρ∇λξ

σ + Y µρ∇νξ
σ − Yσρ∇νξ

µ . (182)

Equating the two expressions of Tµνρσ obtained leads to

R∗λνµσKρλ =
1
2

R∗κλµσ
�

YκλYνρ +Zενκλρ
�

+ gµνY λρ∇λξσ − gνσY λρ∇λξµ + Yσρ∇νξµ − Yµρ∇νξσ . (183)

This is the cornerstone equation for deriving both the central identity and its reduced form.
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Non-reduced form. Fully symmetrizing Eq. (183) in (µνρ) leads to

Kλ(βR∗λ
γδ)α = Y λ(β gγδ)ξα;λ − gα(βY λγξδ);λ + Yα(βξγ;δ) . (184)

We make use of the reduced integrability condition (153) to write the last term as

Yα(βξγ;δ) =
1
2

Yα(β |Y
∗
λ|γR

λ
δ) (185)

=
1
2

Yα(βY ∗λγGδ)λ +
R
4

Yα(βY ∗
γδ) (186)

=
1
2

Yα(βY ∗λγGδ)λ , (187)

where Gαβ ¬ Rαβ −
R
2 gαβ is the Einstein tensor. This gives rise to the central identity:

Kλ(βR∗λ
γδ)α = Y λ(β gγδ)ξα;λ − gα(βY λγξδ);λ +

1
2

Yα(βY ∗λγGδ)λ. (188)

Reduced form. Rüdiger’s reduced form of the central identity can be derived by contracting
Eq. (183) with gρσ and using Eqs. (153) and (170):

R∗λ ρ

νµ
Kλρ =

1
2

R∗κλ ρ

µ

�

YκλYνρ +Zενκλρ
�

+ gµνY λρ∇λξρ − Y λν∇λξµ − Yµρ∇νξρ (189)

=
1
2

R∗κλ ρ

µ

�

YκλYνρ +Zενκλρ
�

− gµνY λρ∇ρξλ + Y λν∇µξλ

− Y λνY ∗
ρ(λRρ

µ) − Yµρ∇νξρ (190)

=
1
2

R∗κλ ρ

µ

�

YκλYνρ +Zενκλρ
�

+ 2∇µ∇νZ − gµν∆Z − Y λνY ∗
ρ(λGρ

µ) . (191)

The first term of the above equation can be simplified by noticing that, on the one hand, making
use of Lemma 3,

1
2

R∗κλ ρ

µ
YκλYνρ =

1
4
ε αβλ
µ Rσρ

αβ
YρσYλν = −

1
4
ε αβλ
µ Rσρ

αβ
Y ∗∗ρσYλν (192)

= −
1
8
εµαβλε

ρσγδRαβ
σρ

Y ∗γδY λν = 3Rαβ [αµY ∗
βλ]Y

λ
ν (193)

=
1
4

Y λν
�

4Rβ
µ
Y ∗βλ + 4Rβ

λ
Y ∗µβ − 2Rαβ

µλ
Y ∗αβ − 2RY ∗µλ

�

(194)

=
1
4

Y λν
�

4
�

Rα β

µλ
Y ∗αβ + Rβ

µ
Y ∗βλ

�

+ 4Rβ
λ
Y ∗µβ − 2RY ∗µλ

�

(195)

(152)
= 2Y λν∇µξλ + Rβ

λ
Y λνY ∗µβ −

1
2

RY λνY ∗µλ (196)

= 2∇µ∇νZ + Gβ
λ
Y λνY ∗µβ . (197)

On the other hand, the term 1
2R∗κλ ρ

µ
Zενκλρ can be reduced thanks to the identity

1
4
ZεµαβλελρσνR

σρ

αβ
=

3
2
Zδµ[ρRσρ

σν] =
1
2
Z
�

2Rµν −δ
µ
νR
�

= ZGµν . (198)

Putting all pieces together, we obtain the reduced central identity

R∗λ ρ

νµ
Kλρ = 4∇µ∇νZ − gµν∆Z − Y ∗λ(ρGµ)λY ρν + Gβ

λ
Y λνY ∗µβ +ZGµν . (199)

This is the generalization of Rüdiger’s reduced central identity [23] to non Ricci-flat space-
times.
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5.2.3 Central identity in Ricci-flat spacetimes.

Let us now particularize our analysis to vacuum spacetimes, i.e. Ricci-flat spacetimes
Rαβ = Gαβ = 0. This includes in particular the astrophysically relevant Kerr spacetime.

Using the reduced integrability condition (153), the central identity (188) becomes

Kλ(βR∗λ
γδ)α = Y λ(β gγδ)ξα;λ − gα(βY λγξδ);λ (200)

= −Y λ(β gγδ)ξλ;α + gα(βY λ
γ|ξλ;|δ) . (201)

Making use of Eq. (170), it takes the final form

Kλ(βR∗λ
γδ)α = −∇α∇(βZ gγδ) + gα(β∇γ∇δ)Z, (202)

which does not appear in Rüdiger [23]. The reduced central identity (199) becomes

R∗λ ρ

µν
Kλρ = 4∇µ∇νZ − gµν∆Z, (203)

as obtained by Rüdiger [23].

6 Solutions to the O(S) constraint in Ricci-flat spacetimes

In this Section, one will gather the results obtained in the two previous sections of this paper.
Our aim will be to solve the constraint (129) in Ricci-flat spacetimes admitting a KY tensor.
The Ricci-flatness assumption will enable us to make use of the simple expressions provided
by the central identity (202) and its reduced form (203).

6.1 Simplification of the constraint

Plugging Eq. (203) into Eq. (129) leads – after a few easy manipulations – to the constraint

∗ Xα(βγ;δ) +∇(β |
�

Xα −
4
3
∇αZ

�

g|γδ) − gα(β∇δ
�

Xγ) −
4
3
∇γ)Z

�

= 0 . (204)

It is straightforward to see that it admits the following non-trivial solution

Xαβγ = 0, Xα =
4
3
∇αZ. (205)

As we will see later, this solution will lead to Rüdiger’s invariant (68). In what follows, we will
seek a more general solution to Eq. (204), which does not assume Xαβγ = 0. The first step is
to simplify more the constraint (204). We begin by rewriting it in the much simpler form

�∗Xα(βγ + Yαg(βγ − gα(βYγ
�

;δ) = 0 , (206)

by introducing the shifted variable

Yα ¬ Xα −
4
3
∇αZ . (207)

We subsequently rewrite Eq. (206) in order to remove the dual operator from the tensor X.
Let us define the Hodge dual Ỹαβγ of Yα:

Ỹαβγ ¬ εµαβγY µ ⇔ Yα ¬ −
1
6
εαµνρ Ỹ µνρ . (208)

23

https://scipost.org
https://scipost.org/SciPostPhys.12.1.012


SciPost Phys. 12, 012 (2022)

Contracting Eq. (206) with εαµνρ and using the usual properties of the Levi-Civita tensor, we
get

−3δ[µ(βX νρ]
γ;δ) + Ỹ µνρ;(β gγδ) − ε

µνρ

(β Yγ;δ) = 0 . (209)

Now, using the fact that

εβµνρYγ;δ = 4δ[βγ Ỹ µνρ];δ , (210)

the last term of the previous equation reads as

−ε µνρ

(β Yγ;δ) = −g(βγỸ
µνρ

;δ) + 3δ[µ(γ Ỹ νρ]
β;δ) . (211)

Putting all pieces together, Eq. (204) becomes equivalent to

δ
[µ
(β

�

X νρ]
γ
− Ỹ νρ]

γ

�

;δ)
= 0 . (212)

It follows from Eq. (99) and from the definition of Lαβγ = L[αβ]γ that Xαβγ is antisymmetric
on its two first indices, Xαβγ = X[αβ]γ. Let us decompose Xαβγ into its traces and trace-free
parts:

Xαβγ = Aαgβγ + Bβ gαγ + Cγgαβ + Dtf
αβγ . (213)

Note that the constraint X[αβγ] = 0 reduces to Dtf
[αβγ] = 0. Moreover, since Xαβγ = X[αβ]γ, it

implies that one can set Cγ = 0. Plugging the above decomposition into Eq. (212) and using

the identity δ[µ(αδ
ν]
β) = 0, the constraint (212) becomes

δ
[µ
(β

�

Dtfνρ]
γ
− Ỹ νρ]

γ

�

;δ)
= 0 . (214)

This implies that the 1-forms Aα and Bβ determining the trace part of Xαβγ are left uncon-
strained. However, these trace parts produce terms into the conserved quantity (69) contain-
ing a pµSµν factor, which vanish due to the spin supplementary condition (13). All in all, we
can, without loss of generality, set Aα = Bβ = 0 = Cγ, i.e. consider that Xαβγ reduces to its
traceless part. The constraint equation can be written in the short form

δ
[µ
(βWνρ]

γ;δ) = 0, (215)

where we have defined Wαβγ ¬ Dtf
αβγ
− Ỹαβγ, which is by definition traceless and antisymmetric

in its two first indices. Contracting the constraint (215) with −1
2εµνρα leads to the equivalent

condition

∗Wα(βγ;δ) = 0, (216)

where

∗Wαβγ =
∗Dtf
αβγ − 2gγ[αYβ] . (217)

Given a solution to the simplified constraint (216), the quasi-invariantKµνpµpν+LαβγS
αβ pγ

can be constructed using Eqs. (99), (101) and (213) which leads to

Lαβγ = Dtf
αβγ +

1
3
λαβγ + εαβγδ(Y

δ +
4
3
∇δZ) . (218)
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6.2 The Rüdiger quasi-invariant QR

Let us first recover Rüdiger’s quasi-invariant (68). In terms of our new variables, Rüdiger’s
solution (205) is simply

Dtf
αβγ = 0, Yα = 0 . (219)

Substituting in (218), it leads to the quasi-invariant

QR = Kµνpµpν +
1
3
λµνρSµνpρ +

4
3
εµνρσSµνpρ∇σZ . (220)

Let us work on each term of the right-hand side separately:

• We recall the definition Lα ¬ Yαλpλ. The definition (131) leads to

Kµνpµpν = −LαLα. (221)

• Using the definitions (100) and (131) and the properties (132) and (168) we have

λµνρSµνpρ = 2∇µKνρSµνpρ = −2
�

εµνλσε
µναβY λρ + εµλρσε

µναβY λ
ν

�

ξσ p̂αSβ pρ

(222)

= 2
�

4Y λρξ
σ p̂[λSσ]p

ρ + 6Y λ

[λ p̂ρSσ]ξ
σpρ

�

(223)

= 2



−3Y λρpρξσ p̂σSλ − Y λ
σ Sλξ

σ p̂ρpρ + Y λ
σ p̂λξ

σSρpρ
︸ ︷︷ ︸

=0



 (224)

= 2µξσY λ
σ Sλ − 6µ−1 LαSαξβ pβ = 2µSα∂αZ − 6µ−1 LαSαξβ pβ . (225)

Using (76), the factor LαSα can be written in a much more enlightening way:

LαSα = YαλpλSα = Y ∗αλp[αSλ]∗ = −
µ

2
Y ∗αλSαλ

= −
µ

2
QY , (226)

where QY is Rüdiger’s linear invariant (66), which is also conserved up to linear order
in the spin.

• Using the definition of the spin vector (22) together with the spin supplementary condi-
tion allows to write

εµνρσSµνpρ∇σZ = 4δ[αρ δ
β]
σ ∇

σZ p̂αSβ pρ

= 4p̂[ρSσ]∇σZpρ

= 2Sσ∇σZ p̂ρpρ = −2µSα∂αZ . (227)

Putting all the pieces together, we get the following form for QR,

QR = −LαLα − 2µSα∂αZ +QY ξβ pβ , (228)

which is identically the quadratic Rüdiger invariant (68). For Ricci-flat spacetimes, ξµ is a
Killing vector and ξαpα can be upgraded to an invariant as (65) with a O(S1) correction. This
implies that the last term in (228) is trivial since it is a product of quasi-invariant at linear
order in S.
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6.3 Trivial solutions to the algebraic constraints

Let us now discuss more general solutions to the simplified algebraic constraints (216). By
linearity, we can substract the Rüdiger quasi-invariant (220) from the definition of quasi-
invariants (69) where Lαβγ is given in Eq. (218). Given a solution to the simplified algebraic
constraints (216), one therefore obtains a quasi-invariant of the form

Q(Dtf
αβγ, Yα) =

�

Dtf
αβγ + εαβγλY λ

�

Sαβ pγ (229)

= 2
�

∗Dtf
αβγ +

∗εαβγλY λ
�

Sα p̂β pγ (230)

= 2µ ∗Dtf
α(βγ)S

α p̂β p̂γ − 2µSαY α , (231)

after using Eq. (42). Such quasi-invariant is homogeneous in S.
Looking at (216), it is appealing to first attempt to generate a quasi-invariant through

solving the stronger algebraic constraint

∗Wα(βγ) = 0 . (232)

However, this procedure only leads to identically vanishing quasi-invariants. Indeed, by virtue
of Eq. (217), one then has

∗Dtf
α(βγ) = gα(γYβ) − gβγYα . (233)

This yields

Q(Dtf
αβγ, Yα) = −2µSαY α p̂β p̂β − 2µSαY α = 0 . (234)

This implies that new non-trivial quasi-invariants can only be generated by making a non-trivial
use of the symmetrized covariant derivative ;δ) in Eq. (216).

6.4 Invariants homogeneously linear in S

Non-trivial invariants of the form (231) can only be generated by finding a solution to the
differential constraint (216). As we will see in this section, this problem and the form of the
generated invariant can be recast in a very simple form. The first step is to express the invariant
(231) as a function of ∗Wαβγ only. Contracting Eq. (217) with gβγ yields

Yα =
1
3
∗W λ

αλ . (235)

Rearranging Eq. (217) and making use of Eq. (235), we get

∗Dtf
αβγ =

∗Wαβγ +
2
3

gγ[α
∗W λ

β]λ . (236)

Plugging these two expressions into Eq. (231) and using the orthogonality condition p̂αSα = 0
leads to the simple expression

Q(Wαβγ) = 2µ ∗Wα(βγ)S
α p̂β p̂γ . (237)

Now, because the dualization is an invertible operation, the giving of ∗Wα(βγ) is equivalent to
the giving of the symmetrized part in its two last indices of a rank-3 tensor Nαβγ antisymmetric
in its two first indices, such that

Nαβγ ≡ ∗Wαβγ , (238)
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which obeys

Nα(βγ;δ) = 0 . (239)

Note that one cannot impose that Nαβγ is also symmetric in βγ otherwise it would vanish
because one would have Nαβγ = −Nβαγ = −Nβγα = Nγβα = Nγαβ = −Nαγβ = −Nαβγ.

The tensor Tαβγ ¬ Nα(βγ) obeys the cyclic identity

Tαβγ + Tβγα + Tγαβ = 0 , (240)

but since Tαβγ is not symmetric in its two first indices, it is not totally symmetric and the
condition defining the mixed-symmetry tensor (239) is distinct from the condition defining
a Killing tensor K(αβγ;δ) = 0 where Kαβγ is totally symmetric K(αβγ) = Kαβγ. In terms of
representation of the permutation group, Tαβγ is a {2, 1} Young diagram.

Consequently, the following statement holds:

Proposition 1. Let (M, gµν) be a (3+1)-dimensional Ricci-flat spacetime admitting a Killing-
Yano tensor such that there exists on M a mixed-symmetry Killing tensor, i.e., a rank-3 tensor
Tαβγ which is a {2,1} Young tableau, i.e., built as Tαβγ = Nα(βγ) such that Nαβγ = N[αβ]γ,
satisfying the (differential) constraint

Tα(βγ;δ) = 0 . (241)

Then, the quantity

N ¬ TαβγS
α p̂β p̂γ , (242)

is a (homogeneously linear in S) quasi-invariant for the linearized MPT equations on M, i.e.

dN
dτ
=O(S2) . (243)

6.5 Trivial mixed-symmetry Killing tensors

If a mixed-symmetry Killing tensor Tαβγ is found, the only point to be addressed before claim-
ing the existence of a new quasi-invariant is to check its non-triviality, i.e., it should not be
the product of two others quasi-invariants. We define a trivial mixed-symmetry Killing tensor
Tαβγ as mixed-symmetry Killing tensor that generates a trivial quasi-invariant, i.e. an invariant
which can be written as the product of other quasi-invariants.5 A non-trivial mixed-symmetry
Killing tensor is a mixed-symmetry Killing tensor which is not trivial.

If the spacetime admits a Killing-Yano tensor and a Killing vector, we can construct a trivial
mixed-symmetry Killing tensor of the form

Tαβγ = Yα(βξγ) , (244)

built as Tαβγ = N (1)
α(βγ) = N (2)

α(βγ) from either

N (1)
αβγ
= Yαβξγ, or N (2)

αβγ
= Yαγξβ − Yβγξα. (245)

It is straightforward from Eq. (130) and the Killing equation that they obey (241).

5It remains to be investigated if such a tensor necessarily takes the form of a sum of direct products of tensors
such that Eq. (241) holds. We have not found any simple argument for proving this assertion.
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Now, for this Tαβγ the associated quasi-invariant is the following product of quasi-invariants:

Q = −
1
2
QY ξ

α p̂α, (246)

where the linear Rüdiger quasi-invariant QY is defined in Eq. (66) and obeys Eq. (226).
The question of existence of quasi-invariants beyond the ones found by Rüdiger therefore

amounts to determine the existence of non-trivial mixed-symmetry Killing tensors.
In order to gain some intuition about mixed-symmetry Killing tensors, it is useful to derive

the general such tensor in Minkowski spacetime. For a Riemann flat spacetime, the covariant
derivative becomes a coordinate derivative in Minkowskian coordinates (in any dimension).
We can therefore consider the index α in Eq. (241) as a parametric index and consider the list
of 2-components objects K(α)βγ = Tαβγ symmetric under the exchange of βγ, parametrized by
α. The constraint (241) is then equivalent to the Killing tensor equation for each K(α)βγ, α
fixed. Since all Killing tensors in Minkowski spacetime are direct products of Killing vectors,
we can write K(α)βγ as a sum of terms of the form K(α)βγ = M(α)(i)( j)ξ

(i)
β
ξ
( j)
γ where (i), ( j)

label the independent Killing vectors. In order to respect the symmetries of a mixed-symmetry
tensor we can write in particular the resulting Tαβγ as a linear combination of terms Xα(βξγ)
where ξγ is a Killing vector. The symmetry properties of a mixed-symmetry tensor imply that
Xαβ = X[αβ]. The constraint (241) finally reduces to the condition that Xαβ is a Killing-Yano
tensor. We have therefore proven that any mixed-symmetry tensor in Minkowski spacetime
takes the trivial form (244).

Now, Kerr spacetime admits a non-trivial Killing tensor and curvature and further analysis
is required. We will address the existence of a mixed-symmetry tensor for Kerr spacetime in
the following.

7 Linear invariants for Kerr spacetime

7.1 Generalities on the Kerr geometry

In Boyer-Lindquist coordinates xµ = (t, r,θ ,φ), the Kerr metric is

ds2 = −
∆

Σ

�

dt − a sin2 θdφ
�2
+Σ

�

dr2

∆
+ dθ2

�

+
sin2 θ

Σ

�

(r2 + a2)dφ − adt
�2

, (247)

with

∆(r)¬ r2 − 2M r + a2, Σ(r,θ )¬ r2 + a2 cos2 θ . (248)

Assuming the validity of the cosmic censorship conjecture, the angular momentum per unit
mass a of the hole is bounded by its mass M : |a| ≤ M . The Kerr metric admits a Killing-Yano
tensor Yµν = Y[µν] given by [43]

1
2

Yµνdxµ ∧ dxν = a cosθdr̂ ∧ (d t̂ − a sin2 θdφ̂) + r̂ sinθdθ ∧
�

(r̂2 + a2)dφ̂ − ad t̂
�

. (249)

The derived Killing tensor Kµν = K(µν) = Y λ
µ Yλν obeys

Kµν = −2Σ`(µnν) − r̂2 gµν , (250)

where the two principal null directions of Kerr are given by `µ∂µ =∆−1((r̂2+a2)∂ t̂+∆∂r+a∂φ̂)
and nµ∂µ = (2Σ)−1((r̂2 + a2)∂ t̂ −∆∂r̂ + a∂φ̂).
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We introduce the tetrad6 [44]

e0
µ

.
=
�
q

∆
Σ , 0, 0, −a sin2 θ

q

∆
Σ

�

, (251)

e1
µ

.
=
�

0,
q

Σ
∆ , 0, 0

�

, (252)

e2
µ

.
=
�

0, 0,
p
Σ, 0

�

, (253)

e3
µ

.
=
�

− ap
Σ

sinθ , 0, 0, r2+a2
p
Σ

sinθ
�

. (254)

We use lower-case Latin indices to denote tetrad components, e.g. ea
µ =

�

e0
µ, e1

µ, e2
µ, e3

µ

�

.
The tetrad components V a of any vector V are given by V a = ea

µVµ. Tetrad indices are lowered

and raised with the Minkowski metric ηab = diag
�

−1, 1, 1, 1
�

. We choose the convention
sign(ε t̂ r̂θφ) = +1.

The Kerr spacetime admits two Killing vector fields, namely the time translation Killing
field kµ

.
=
�

1, 0, 0, 0
�

and the axis of axisymmetry, lµ
.
=
�

0, 0, 0, 1
�

.
In this tetrad basis, the KY tensor and its dual take the elegant form

1
2

Yabdxa ∧ dx b = a cosθ dx1 ∧ dx0 + r dx2 ∧ dx3, (255)

1
2
∗Yabdxa ∧ dx b = r dx1 ∧ dx0 + a cosθ dx3 ∧ dx2 . (256)

7.2 Known quasi-conserved quantities

We now explicit the various quasi-invariants for the linearized MPT equations on Kerr space-
time. We recall that the norms of the vector-variables

µ2 = −papa, S2 ¬ SaSa , (257)

are exactly conserved along the motion.

Invariants generated by Killing fields. From the existence of the two Killing fields k and l,
one can construct two linear invariants, namely the energy E ¬ −Ck and the projection of the
angular momentum along the direction of the BH spin, `¬ Cl where Cξ is defined in Eq. (65).
Their explicit expressions are given by [38]

E = EG +
M
Σ2

��

r2 − a2 cos2 θ
�

S10 − 2ar cosθS32
�

, (258)

`= `G +
a sin2 θ

Σ2

�

(r −M)Σ+ 2M r2
�

S10

+
a
p
∆ sinθ cosθ
Σ

S20 +
r
p
∆ sinθ
Σ

S13 +
cosθ
Σ2

�

(r2 + a2)2 − a2∆ sin2 θ
�

S23 . (259)

Here, EG and `G denote respectively the geodesic energy and angular momentum

EG = −kµpµ = −pt =

√

√∆

Σ
p0 +

a sinθ
p
Σ

p3, (260)

`G = lµpµ = pφ = a sin2 θ

√

√∆

Σ
p0 + (a2 + r2)

sinθ
p
Σ

p3 . (261)

6Following [27], we’ve introduced the symbol “
.
=”, whose meaning is “the tensorial object of the left-hand

side is represented in Boyer-Lindquist coordinates by the components given in the right-hand side”. Similarly, we
introduce the symbol “

,
=”, bearing the same meaning, but in the tetrad basis.
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Linear Rüdiger’s quasi-invariant. An elegant expression for QY (66) is given through ex-
pressing the spin tensor components in the tetrad frame. Using Eq. (256), we find that Rüdi-
ger’s linear quasi-invariant is given by the simple expression

QY = 2
�

rS10 + a cosθS32
�

. (262)

Quadratic Rüdiger’s quasi-invariant. Computing the various quadratic quasi-invariants that
can be constructed amounts to evaluate the three scalar products LαLα, Sα∂αZ and ξαpα.
Three of those factors reduce to trivial expressions. First, because of the sign convention cho-
sen for the relation between Killing and KY tensors, the product LαLα reduces to the usual
Carter constant QG ,

LαLα = −Kαβ pαpβ =QG . (263)

Second, a direct computation reveals that the vector ξα (133) reduces to the timelike Kerr
Killing vector:

ξα = kα
.
=
�

1, 0, 0, 0
�

. (264)

The product ξαpα is consequently equal to minus the geodesic energy EG:

ξαpα = −EG . (265)

Only the factor Sα∂αZ remains to be computed. The Killing-Yano scalar Z (165) reads

Z = −ar cosθ . (266)

The simplest expression for Sα∂αZ is provided through expressing the components of the spin
vector in Boyer-Lindquist coordinates:

Sα∂αZ = a(r sinθ Sθ − cosθ Sr) , (267)

and it can be written explicitly as

Sα∂αZ = −
3a

µ
p
Σ
(
p
∆ cosθ p[0S23] + r sinθ p[0S13]) . (268)

Rüdiger’s quadratic invariant (220) consequently takes the form

QR ¬ −QG − 2µa
�

r sinθSθ − cosθSr
�

−QY EG . (269)

In summary, we have in our possession four quasi-constants of the motion (in addition to
µ2 and S): E, `, QY and QR that are conserved along the flow generated by the MPT equations
at linear order in S. They consequently form a set of four linearly independent first integrals
for the linearized MPT equations which, however, are not in involution, as will be later proven
in Appendix A.

7.3 Looking for mixed-symmetry tensors

Let us now address the question of the existence of a non-trivial mixed-symmetry Killing ten-
sor, i.e. a tensor Tαβγ obeying the symmetries of a {2, 1} Young tableau and obeying Eq. (241),
on Kerr spacetime. It is highly relevant because such the existence of such a tensor is in one-
to-one correspondence with the existence of another independent quasi-conserved quantity
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that could, possibly, be in involution with the others first integrals. All the computations men-
tioned below being very cumbersome, they will not be reproduced here but are encoded in a
Mathematica notebook, which is available on simple request.

From the symmetry in (βγ) alone, there are 4×10= 40 components in Tαβγ in 4 spacetime
dimensions but they are not all independent because T is defined from N which is antisym-
metric in its first indices. From the cyclic identity (240) we deduce the following: (i) The
components of Tαβγ with all indices set equal to i = 1, . . . , 4 is 0, Tiii = 0 (4 identities); (ii) In
the presence of two distinct components i, j = 1, . . . , 4 we have 2Tii j+T jii = 0 (12 identities);
(iii) In the presence of three distinct components i, j, k = 1, . . . , 4 we have Ti jk+T jki+Tki j = 0
(4 identities). There are no further algebraic symmetries. There are therefore 20 independent
components, which we can canonically choose to be the union of the sets of components T2
(of order |T2|= 12) and T3 (of order |T3|= 8) that are defined as

T2 = {Ti j j|i, j = 1, . . . , 4, j 6= i}, (270)

T3 = {T123, T213, T124, T214, T134, T314, T234, T324}. (271)

The constraints (241) are 64 equations which can be splitted as follows: (i) 4 equations with 4
distinct indices Ti( jk;l) = 0; (ii) 12 equations with 3 distinct indices of typeTi(i j;k) = 0; (iii) 24
equations with 3 distinct indices of type Ti( j j;k) = 0; (iv) 12 equations with 2 distinct indices
of type Ti( j j; j) = 0 and (v) 12 equations with 2 distinct indices of type Ti(ii; j) = 0.

Let us now specialize to the Kerr background and impose stationarity and axisymmetry,
∂t Tαβγ = ∂φTαβγ = 0. In that case, the 4 equations Tr(t t;φ) = 0, Tr(φφ;t) = 0, Tθ (t t;φ) = 0,
Tθ (φφ;t) = 0 and the 6 equations Tt(φφ;φ) = 0, Tr(φφ;φ) = 0, Tθ (φφ;φ) = 0, Tr(t t;t) = 0,
Tθ (t t;t) = 0, Tφ(t t;t) = 0 are algebraic, and can be algebraically solved for 10 out of the 20
variables. There are two additional combinations of the remaining equations that allow to
algebraically solve for 2 further variables. After removing redundant equations, we can fi-
nally algebraically reduce the system of 64 equations in 20 variables to 13 partial differential
equations in 8 variables.

Further specializing to the Schwarzschild background, we found the general solution to
the thirteen equations. There are exactly two regular solutions which are both trivial mixed-
symmetry tensors of the form (244) with either ξ = ∂t or ξ = ∂φ . Note that if we relax
axisymmetry, there are two further trivial mixed-symmetry tensors (244) with ξ given by the
two additional SO(3) vectors.

For Kerr, we did not find the general solution of the 13 partial differential equations in
8 variables. However, we obtained the most general perturbative deformation in a of the 2-
parameter family of trivial mixed-symmetry tensors of the form (244) with ξ = ∂t and ∂φ ,
assuming stationarity and axisymmetry. We obtained that the most general deformation is
precisely a linear combination of the two trivial mixed-symmetry tensors of the form (244)
with ξ = ∂t and ∂φ . Moreover, we also checked that there does not exist a consistent lin-
ear deformation of a linear combination of the two φ-dependent SO(3) Schwarzschild trivial
mixed-symmetry tensors. Since we physically expect continuity of the quasi-conserved quan-
tities between Kerr and Schwarzschild, we ruled out the existence of new stationary and ax-
isymmetric quasi-conserved quantities of the MPT equations.

7.4 Non-integrability of the linearized MPT system

We now stand in a comfortable position for discussing the integrability of the linearized MPT
equations (55)-(56). Recall that an Hamiltonian system described by N generalized coordi-
nates

�

qA
	

, their N conjugated momenta {pA} and the Hamiltonian H is said to be completely
integrable (or integrable in the sense of Liouville) if there exist N linearly independent first
integrals of the motion {IA} which are in involution, i.e. all the Poisson brackets between any
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Table 1: Poisson brackets between the first integrals IA of linearized MPT equations.
The bracket that is generally non-vanishing at order O(S) is represented in red, the
other ones in green.

S E ` QY QR

µ2

S
E

`

QY

0 0 0 O(S2)O(S2)

0 0 0 0

0 0 O(S2)

0 O(S2)

O(S)

two first integral should vanish [45]:

{IA,IB}= 0, ∀A, B ∈ 1, . . . , N . (272)

From an Hamiltonian perspective, the MPT equations form a system of dimension N = 4
[21]: in the momentum sector of the system, the constraint µ̇2 = 0 leave us with three degrees
of freedom. In the spin sector of the system, the constraints Ṡ = 0, S∗ = 0 and pµSµ = 0 leave
us with only one remaining degree of freedom. The evolution is driven by the Hamiltonian

HMPT,lin =
1
2

gµνpµpν = −
µ2

2
, (273)

together with the Poisson brackets [21,46–51]

{xµ, xν}= 0, (274)

{xµ, pν}= δµν , (275)
�

pµ, pν
	

= −
1
2

RµνκλSκλ, (276)

{Sµν, pκ}= 2Γ [µ
λκ

Sν]λ, (277)

{Sµν, xκ}= 0 , (278)
�

Sµν, Sκλ
	

= gµκSνλ − gµλSνκ + gνλSµκ − gνκSµλ . (279)

Because it was shown that no additional independent quasi-conserved quantity could be
found for the linearized MPT equations in Kerr, we can only exhibit the following set of four
linearly independent non-trivial quasi-constants of motion:

IA = (E, `, QY , QR) . (280)

The quantities µ2 and S are not included in this set since they are exactly conserved. The in-
variant mass is the Hamiltonian HMPT,lin = −µ2/2 and the spin magnitude is a Casimir element
of the Poisson bracket algebra, as shown in Appendix A.

The Poisson brackets between the integrals IA are computed in Appendix A. After analysis,
it is found that only the Poisson bracket {QY ,QR} is non-vanishing at order O(S), as displayed
in Table 1. The four linearly independent first integrals IA are consequently not in involution
at the linear level, and the linearized MPT equations do not form an integrable system in the
sense of Liouville.
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8 Perspectives

We reduced the existence of a new quasi-constant of motion of the Mathisson-Papapetrou-
Tulczyjew equations, i.e., conserved at linear order in the spin, for Ricci-flat spacetimes ad-
mitting a Killing-Yano tensor to the existence of a mixed-symmetry Killing tensor on the back-
ground spacetime. The result applies in particular to Kerr spacetime, where it was shown that
under the assumption of stationarity and axisymmetry only trivial mixed-symmetry Killing
tensors exist which lead to products of known quasi-invariants. The absence of complete inte-
grability in the sense of Liouville prevents us to rule out chaos at linear order in the spin, which
is nevertheless suggested from the conclusions of [25,27,28]. An open question is how many
of the two independent quasi-conserved quantities at linear order in the spin found by Rüdi-
ger [22,23] admit a generalization that is conserved at quadratic order. Even more interesting
is whether a complete set of invariants can be built for the Mathisson-Papapetrou-Dixon equa-
tions including the relevant quadrupolar corrections to the MPT equations [18,34,35,52,53].

Even though we used the spin supplementary condition (SSC) of Tulczjew to derive our
new constraint for the existence of additional non-trivial quasi-invariants, our reasoning also
holds using the Mathisson-Pirani SSC [54, 55] or the Kyrian-Semerák SSC [56] as a direct
consequence of Eq. (54). The explicit connection between the quasi-invariants detailed in
this paper with the quasi-invariants of the spinning particle determined by a Grassmann odd
spin [57,58] remains to be established.

The occurrence of Einstein’s tensor in the central identity (188) that we derived suggests
that Rüdiger’s quadratic invariant will admit a generalization to the Kerr-Newmann spacetime
which also admits a Killing-Yano tensor, once the Einstein tensor is replaced with the electro-
magnetic stress-energy tensor. This remains to be investigated.

It also remains to be investigated whether the mixed-symmetry Killing tensors that we
defined as trivial necessarily take the form of a sum of direct products of Killing(-Yano) vectors
and tensors. Even if we suspect that this is true, we have not found a proof of such an assertion.

The Hamilton-Jacobi equation for the MPT equations was separated in [28] with sepa-
ration constants of motion identical to the energy, angular momentum and the two Rüdiger
quasi-invariants. Assuming no resonances, Witzany [28] was also able to derive action-angle
variables and fundamental frequencies of the MPT system at linear order in the spin. However,
the construction did not allow for a separation of the orbital equations of motion. This result
is consistent with our findings that Liouville integrability does not hold due to a single non-
vanishing Poisson bracket between the two Rüdiger quasi-invariants, even though the explicit
relationship between these statements remains to be deepened.
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A Poisson brackets

In this Appendix, we will compute all the independent Poisson brackets of the form {IA,IB},
with IA = ( E, `, QY , QR). The computation below is build upon the fundamental relations
(274)-(279). The results of the computations are summarized in Table 1.

We begin by deriving an useful result about Poisson brackets: let f (X ) be an analytic
function of some dynamical quantity X such that the coefficients fn of the Taylor expansion
f (X ) =

∑+∞
n=0 fn

X n

n! are constant, and let Y be a dynamical quantity such that {X , Y } 6= 0.
Then, from the Leibniz rule for Poisson brackets we have {X n, Y }= nX n−1{X , Y } and one has
the chain rule property

{ f (X ), Y }=
+∞
∑

n=0

fn

n!
{X n, Y } (281)

=
+∞
∑

n=1

fn
X n−1

(n− 1)!
{X , Y } (282)

=
d f
dX
{X , Y } . (283)

This relation is easily generalized to any analytic function of n variables Xα (α= 1, . . . , n):

{ f (Xα), Y }=
∂ f
∂ Xλ

�

Xλ, Y
	

. (284)

A.1 Semi-canonical basis

Before going further, notice that the Poisson brackets can be simplified through the impulsion’s
shift

pµ→ Pµ ¬ pµ +χµ, with χµ ¬
1
2

eνa;µeνbSab . (285)

The variables xµ and Pν are canonically conjugated7 one to another. The only non-vanishing
Poisson brackets are [21]

{xµ, Pν}= δµν , (286)
�

Sab, Scd
	

= ηacSbd −ηadSbc +ηbdSac −ηbcSad . (287)

We can rewrite the second expression as

�

Sab, Scd

	

= 4δ[a[c Sb]
d] . (288)

A.2 {IA,S}-type brackets

From the algebra (286) and (287), it is straightforward to notice that the quantities

S2 =
1
2

SabSab, (S∗)2 = εabcdSabScd , (289)

are Casimir element of the algebra, i.e. their Poisson brackets with all other dynamical vari-
ables are vanishing, as noticed in [21]. Under the Tulczyjew spin supplementary condition

7It is also possible to introduce canonical coordinates for the spin sector of the system, see e.g. [28] for details.
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(13), one has S∗ = 0 as a direct consequence of (22) and we shall not consider S∗ any further.
The property (289) together with the chain rule

{IA,S}= 1
2S
�

IA,S2
	

, (290)

leads to

{IA,S}= 0 . (291)

A.3 {IÂ, E}-type brackets

IÂ = `. Using the identities ∇αkµ = Γµαt and ∇αlµ = Γµ
αφ

, the bracket reads

{`, E}=
�

pt , pφ
	

+
1
2
∇αkβ

�

Sαβ , pφ
	

−
1
2
∇αlβ

�

Sαβ , pt

	

−
1
4
∇αlβ∇γkδ

�

Sαβ , Sγδ
	

(292)

= −
1
2

RtφαβSαβ +
�

∇αlβΓ
α
λt −∇αkβΓ

α
λφ

�

Sλβ +∇αlλ∇λkβSαβ (293)

= −
1
2

RtφαβSαβ −∇αlλ∇λkβSαβ = 0 . (294)

The last equality follows from the fact that the axisymmetry of Kerr spacetime together with
the definition of the Riemann tensor enforce the relation

RtφαβSαβ = 2ΓαtλΓ
λ
φβS β

α = −2∇αlλ∇λkβSαβ , (295)

to hold.

IÂ = QY . The axisymmetric character of Kerr spacetime enforces the tetrad eµa to be inde-
pendent of t and φ. This yields

�

pt,φ , eµa
	

= −∂t,φeµa = 0. Consequently,

�

pt,φ , Sab
	

=
�

pt,φ , Sµν
	

ea
µeb
ν . (296)

Using this last equation and the fact that QY commute with xµ, we get

{QY , E}= {pt ,QY }+
1
2
∇akb

�

Sab,QY

	

(297)

(296)
= −4

�

r
�

Γ
[1
kt −∇kk[1

�

S0]k + a cosθ
�

Γ
[3
kt −∇kk[3

�

S2]k
�

(298)

= 0 . (299)

IÂ =QR. Using the identity

�

EG , E
	

=
1
2
∇αkβΓ

α
λtS

λβ (300)

= −
1
2
∇βkα∇λkαSλβ = 0 , (301)

and the chain rule (284), one has

{QR, E}= 2pµKµν{pν, E} − 2µ{Sα∂αZ, E} (302)

= −pµKµν
�

2{pν, pt}+
�

pν,∇αkβSαβ
	�

+µ
�

2{Sα∂αZ, pt}+
�

Sα∂αZ,∇µkνS
µν
	�

. (303)
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Making use of the identity

RtβµνS
µν = ∂β

�

∇µkν
�

Sµν + 2∇αkνΓ
α
βλSνλ , (304)

the two first Poisson brackets of this expression can be shown to cancel mutually, and we are
left with

{QR, E}=
1
2
εαβγδSγδ ∂αZ

�

Rtβµν − ∂β
�

∇µkν
��

Sµν (305)

= εαβγδ∂αZSγδ∇ρkνΓ
ρ

λβ
Sνλ (306)

=O(S2) . (307)

A.4 {IA,`}-type brackets

The computations are identical to the {IA, E}-type case, but with kα → lα. We consequently
find

{QY ,`}= 0 , (308)

{QR,`}=O(S2) . (309)

A.5 {IA,QY }-type brackets

The final bracket to be computed takes the form

{QR,QY }= 2pµKµν{pν,QY } − 2µ∂αZ{Sα,QY } (310)

= −2pµKµν
�

∂νY ∗αβSαβ + 2ΓαρνS
βρY ∗αβ

�

− 4εαβ
γδ
∂αZpβY ∗γνS

δν +O(S2) (311)

= −2pµKµν∇νY ∗αβSαβ − 2εαβγδ∂αZpβεγνρσY ρσS ν
δ +O(S2) (312)

= 4pµSαβ
�

Kµαξβ + Y µαY λβξλ
�

+O(S2) . (313)

This expression is generally non-vanishing at order O(S).
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[58] D. Kubizňák and M. Cariglia, Integrability of spinning particle motion in higher-
dimensional rotating black hole spacetimes, Phys. Rev. Lett. 108, 051104 (2012),
doi:10.1103/PhysRevLett.108.051104.

39

https://scipost.org
https://scipost.org/SciPostPhys.12.1.012
https://doi.org/10.1046/j.1365-8711.1999.02754.x
https://doi.org/10.1088/0264-9381/25/23/235020
https://arxiv.org/abs/1903.03649
https://doi.org/10.1098/rspa.1981.0056
https://doi.org/10.1143/PTPS.128.1
https://doi.org/10.1063/1.1666045
https://doi.org/10.1007/BF00763059
https://doi.org/10.1007/BF00668898
https://doi.org/10.1103/PhysRevD.80.104025
https://doi.org/10.1103/PhysRevD.92.124017
https://doi.org/10.1016/j.physletb.2015.03.007
https://doi.org/10.1007/BF01609434
https://doi.org/10.1103/PhysRevD.86.044033
https://doi.org/10.1111/j.1365-2966.2007.12502.x
https://doi.org/10.1103/PhysRevD.84.024008
https://doi.org/10.1103/PhysRevLett.108.051104

	Introduction
	Motion of spinning test-particles in general relativity
	Mathisson-Papapetrou equations
	The spin supplementary condition
	The spin vector
	Independent dynamical variables
	A convenient expression for the 4-velocity
	MPT equations at linear order in the spin

	Building conserved quantities
	The geodesic case
	The spinning case
	State-of-the-art
	General set of constraints for a quadratic invariant


	Conservation equation at linear order in the spin
	Dual form of V
	Rüdiger variables
	The structural equation
	Reduction of the second constraint

	Spacetimes admitting a Killing-Yano tensor
	Some general properties of KY tensors
	An equivalent form of the KY equation
	Dual KY equation
	Integrability conditions for the KY equation

	The central identity
	The KY scalar
	Derivation of the central identity
	Central identity in Ricci-flat spacetimes.


	Solutions to the  O(S) constraint in Ricci-flat spacetimes
	Simplification of the constraint
	The Rüdiger quasi-invariant QR
	Trivial solutions to the algebraic constraints
	Invariants homogeneously linear in S
	Trivial mixed-symmetry Killing tensors

	Linear invariants for Kerr spacetime
	Generalities on the Kerr geometry
	Known quasi-conserved quantities
	Looking for mixed-symmetry tensors
	Non-integrability of the linearized MPT system

	Perspectives
	Acknowledgments
	Poisson brackets
	Semi-canonical basis
	IAS-type brackets
	IE-type brackets
	IA-type brackets
	IAQY-type brackets

	References

