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Abstract

We present the multi-band dual triply irreducible local expansion (D-TRILEX) approach
to interacting electronic systems and discuss its numerical implementation. This method
is designed for a self-consistent description of multi-orbital systems that can also have
several atoms in the unit cell. The current implementation of the D-TRILEX approach is
able to account for the frequency- and channel-dependent long-ranged electronic inter-
actions. We show that our method is accurate when applied to small multi-band systems
such as the Hubbard-Kanamori dimer. Calculations for the extended Hubbard, the two-
orbital Hubbard-Kanamori, and the bilayer Hubbard models are also discussed.
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1 Introduction

Understanding the effect of electronic correlations in materials is currently a very active topic
of research. Strong interaction between electrons is responsible for their non-trivial collective
behavior and for the formation of a variety of different states of matter, as for instance Mott
insulating [1, 2] and unconventional superconducting [3-5] phases. Usually, the low-energy
physics of materials with strong electronic correlations is determined by a subspace of elec-
tronic bands that lie near the Fermi energy. In several situations, this correlated subspace can
be effectively reduced to one band, which, for instance, is a standard approximation for cuprate
superconductors [3,6-9]. However, in most of the cases an accurate description of realistic
materials with strong electronic correlations requires to take into account several bands that
originate from different orbitals and/or atoms in the unit cell. Prominent examples of materi-
als where the interplay of orbital degrees of freedom and strong correlations is believed to be
of crucial importance are vanadates [ 10-13], ruthenates [ 14-20], nikelates [21-27], and iron-
based superconductors [28-37]. Even in the case of cuprates the question whether an effective
three-band model should be used instead of a single-band one is still under debate [38-47].

The need in addressing strong electronic correlations in a multi-band framework sets
an outstanding challenge for theoretical material science. The state-of-the-art method for
predicting and describing properties of correlated materials is dynamical mean field theory
(DMFT) [48-50]. DMFT is particularly successful, because it allows for a non-perturbative de-
scription of local correlation effects by mapping the interacting system onto an effective local
impurity problem. However, this approach is not able to account for non-local correlations,
since it is based on the assumption of the locality of the electronic self-energy.

Two main routes have been proposed to go beyond the local picture provided by DMFT,
while still taking advantage of the non-perturbative description of local electronic correlations.
The first route consists in considering a finite cluster of lattice sites instead of a single-site
impurity problem, which allows for taking into account spatial correlation effects within the
cluster [50-56]. However, these methods are usually based on quantum Monte Carlo solvers
that often suffer from a fermionic sign problem in multi-orbital calculations [57], or on the
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exact diagonalization (ED) method [3,58], the complexity of which scales exponentially with
the number of orbitals and sites. As the result, in the multi-orbital case the cluster methods are
able to account for only short-range electronic correlations [59-62]. Diagrammatic extensions
of DMFT provide the second way of taking into account the non-local correlation effects [63].
The key idea of these approaches is to use the DMFT impurity problem as a reference system
for a diagrammatic expansion in order to describe the non-local electronic correlations in the
form of the most relevant Feynman diagrams.

Particular examples of such theories are the GW+DMFT [64-70], the dual fermion (DF)
[71-76], the dual boson (DB) [77-83], the dynamical vertex approximation (DT'A) [84-88],
the triply irreducible local expansion (TRILEX) [89-92], and the dual TRILEX (D-TRILEX) [20,
93-97] methods. Among them, DE DB, and DI'A have the most sophisticated diagrammatic
structures that allow for a very accurate description of both, local and non-local correlation
effects [98]. At the same time, these methods generally suffer from high computational costs
that limit the application of these approaches in multi-band setups. For instance, the diagram-
matic expansion in DE DB, and DI'A involves the exact local four-point vertex function of the
reference system. Evaluating this frequency-dependent object in a multi-band case is very ex-
pensive numerically, because it contains four external points that have independent frequency
and band indices. Additionally, using the four-point vertex in a diagrammatic expansion is fre-
quently hindered by the need of inverting the Bethe-Salpeter equation (BSE), which requires
large computational resources both in terms of time for the calculation and of memory con-
sumption for storing the full momentum and frequency dependent vertices. For this reason,
among the three methods only the DI'A [86-88] and the second-order DF [99] approaches
have been extended to the multi-band case so far.

On the contrary, GW+DMFT and TRILEX methods have a much simpler diagrammatic
structure compared to DE, DB, and DI'A, which makes the former very attractive for multi-band
calculations. Currently, GW+DMEFT is intensively used in many realistic calculations [12, 64,
100-105]. However, among all non-local correlations this method considers only charge fluc-
tuations and thus neglects important magnetic effects. Furthermore, GW +DMFT does not take
into account vertex corrections that are crucial for an accurate description of magnetic, optical
and transport properties [20,105-113]. The TRILEX method partially cures these drawbacks
by considering both, the charge and magnetic fluctuations, and also by introducing vertex
corrections in the form of the local Hedin’s vertex [114] of the DMFT impurity problem. The
diagrammatic expansion based on the three-point vertices is still relatively simple, because it
does not require to invert the BSE in momentum and frequency space. This is a clear compu-
tational advantage over DE DB, and DI'A. However, TRILEX is affected by a double-counting
(Fierz ambiguity [115-117]) problem when the charge and magnetic fluctuations are taken
into account simultaneously [92]. Additionally, vertex corrections in TRILEX are included in
diagrams in an asymmetric way. This diagrammatic structure leads to inconsistent results in a
strong-coupling limit [118] and does not have a correct symmetry in the orbital [20] space.

In order to resolve the aforementioned issues of GW+DMFT and TRILEX, the D-TRILEX ap-
proach was recently developed [93,94]. D-TRILEX has a very similar diagrammatic structure
to TRILEX. However, it was derived following a rather different route, namely as an approxi-
mation of the DB theory. For this reason, D-TRILEX has the same degree of internal consistency
as the DB approach. In particular, it treats both charge and magnetic fluctuations without fac-
ing the Fierz ambiguity issue, and also possesses a desired symmetry for the vertex corrections
that is missing in the original formulation of the TRILEX approach. Initially, the D-TRILEX
method was formulated and implemented in the single-orbital form [93]. In this context, it
retains a high degree of accuracy compared with its parental DB theory [94]. Specifically,
this approach captures both, the reduction of the critical value of the critical interaction for
the Mott transition with respect to the DMFT prediction [93] and the pseudogap formation
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in the Slater regime of a single-orbital Hubbard model [94]. Additionally, D-TRILEX correctly
reproduces the momentum differentiation in the electronic self-energy predicted by an exact
benchmark in a model relevant for cuprates [94]. These successes of the method achieved in
a single-orbital context made it desirable to extend the D-TRILEX approach to a multi-band
framework. An early attempt in this direction was the application of a simplified version of
the method to the study of magnetic fluctuations in a three-orbital model for perovskites [20].
The promising results obtained in that case motivated us to derive a general formulation of
the multi-band D-TRILEX theory and to develop a numerical implementation that does not
rely on a specific model. The introduced approach provides a consistent formulation of a dia-
grammatic expansion on the basis of an arbitrary interacting reference problem. In particular,
considering a finite cluster as the reference problem allows one to combine the diagrammatic
and cluster ways of taking into account the non-local correlation effects within the multi-band
D-TRILEX computational scheme.

In this work, we provide a detailed formulation of the D-TRILEX method in a multi-orbital
and multi-site framework. We start by deriving a general multi-band fermion-boson action in
Section 2. In Section 3, we show expressions for the self-energy and the polarization operator
in D-TRILEX approximation, and related them to physical quantities. Section 4 contains the
description of the computational workflow used in our implementation. There, we highlight
several snippets that improve the convergence. In Section 5 we discuss several applications
of our method that illustrate various capabilities of the developed multi-band D-TRILEX ap-
proach. Finally, Section 6 is devoted to conclusions.

2 Effective fermion-boson action in the multi-band framework

We start with a general action of a multi-band extended Hubbard model

- _ * ; _ o0’ 1 pp * *
S= Z Crol [(”’+“)5aa/511/ gk,ll’]cka’l’ + 5 Z Uy, 1,141, Ckoty Cq—k,071, Cq— 01, Sk oty
k,{1}, q,{1},

oo’ {k},{o}
1
1 3 3 3 9 «0 9
+3 2 Vbt Pt Pty * 20 Vatitotsts Pty oty 1)
010, 0.0,
¢=d,m P=s,t

In this expression, Cl(;;)z is the Grassmann variable that describes the annihilation (creation)

of an electron with momentum Kk, fermionic Matsubara frequency v, and spin projection
o €{7,l}. The label | numerates the orbital and the site within the unit cell. To simplify
notations, we use a combined index k € {k, v}. Summations over momenta and frequencies

are defined as:
1 1
2N A *

where 3 = T™! is the inverse temperature and Nj is the number of k-points in the discretized
Brillouin zone (BZ). The single-particle part of the lattice action (first term in Eq. (1)) contains

the chemical potential u and the single-particle Hamiltonian term &,/ z: that has the following

structure in the spin space: 81?’ ;le = €k 1110po’ + 17k - Opor- The diagonal part in the spin
space gy - of this matrix contains the momentum- and orbital-space representation of the
hopping amplitudes between different lattice sites, and may also account for the effect of the
crystal field splitting (CFS) and of the external electric field. The non-diagonal contribution in
spin space Yy ;- describes the effect of the external magnetic field and the spin-orbit coupling

4
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(SOQ), that is usually expressed in the Rashba form [119]. The latter corresponds to a Fourier
transform of the effective spin-dependent hopping amplitudes [120]. & = {o*,0%,0%} is a
vector of Pauli matrices.

The on-site Coulomb potential is written in the conventional (particle-particle) form

Ul 1lol51, f drdr’ wl (r)wz (r )V(T’—T’ )wl (r)¢l4(r ), (3)

where V(r—r’) is the screened Coulomb interaction and v);(r) are localized on-site basis func-
tions. The local interaction can also be rewritten in the particle-hole representation using the
following relation Uz Lisl, = Ulp1 11)41213 (see Appendix B). The remaining part of the interaction
Vqr in Eq. (1) is written in the channel representation r € {¢, 1}, where ¢ € {d, m} denotes
charge (d) and magnetic (m € {x, y,z}) channels, and ¥ € {s, t} depicts singlet (s) and triplet
(t) channels. This interaction can have an arbitrary momentum q and bosonic Matsubara fre-
quency w dependence as depicted by a combined index q € {q, w}. Usually, Vqr corresponds to
the non-local interaction. However, it may also contain the frequency-dependent part of the
local interaction that is not included in the Uj ;,;,;, term. Composite fermionic variables pq L,
for the considered bosonic channels describe fluctuations of corresponding densities around
their average values pq L, = :1,11 L~ <n;’lllz>. The orbital-dependent charge and magnetic
densities can be 1ntroduced as follows

d _ % ->m _ * -
nS = D oot ety = D Chrqot FoorShon, - “4)
k,o k,{o}

Densities for the particle-particle channel nt* )ﬁl are defined in Appendix A.1.

In this work, the initial lattice problem q(l) is addressed within the dual triply irreducible
local expansion (D-TRILEX) formalism [93,94]. The D-TRILEX approach allows one to con-
struct a self-consistent diagrammatic expansion on the basis of a generic reference system. The
reference system is introduced to account for some (usually local or short-range) part of elec-
tronic correlations numerically exactly, and its particular form depends on the considered lat-
tice problem [76]. For instance, in DMFT-based calculations the reference system corresponds
to a single-impurity [48], several isolated impurities [121, 122], or a finite cluster [50-56]
problems. In the Hubbard-I approximation, the DMFT local impurity problem can be reduced
to an atomic problem [123-125]. It is also possible to build the D-TRILEX diagrammatic ex-
pansion on the basis of the impurity problem of the extended dynamical mean field theory
(EDMFT) [126-130] by introducing a bosonic hybridization function (see Appendix A.1). The
latter accounts for the effect of the non-local interaction on the local electronic correlations
and could play an important role when the non-local interactions are strong. Alternatively,
in the spirit of the cluster perturbation theory, one can consider a finite plaquette as a refer-
ence system [76,131]. The limit of an infinite plaquette as a reference system corresponds to
the exact solution of the problem. For this reason, we expect the accuracy of the D-TRILEX
method to improve with enlarging the cluster similarly to what has been shown for the TRILEX
approach [92]. Indeed, as the spatial size of the reference problem is increased, the range of
electronic correlations that are treated within the exactly-solved cluster reference problem is
also increased. Additionally, using a cluster reference system allows for the study of broken
symmetry phases. In this regard, instead of viewing the cluster methods and the multi-band
D-TRILEX theory as competing approaches, one could consider D-TRILEX as a method to im-
prove the cluster solution of the problem by diagrammatically adding long-range correlations
that are not captured by a finite cluster when the computational costs prevent a further in-
crease of the cluster’s size.

As has been mentioned in Introduction, the D-TRILEX method was originally developed
for a single-band case. In order to extend this formalism to multi-band systems, we follow
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the derivation presented in Refs. [93,94] and introduce an effective partially bosonized dual
action written in terms of fermion f and boson b variables (see Appendix A.1 for details)

/
_ % 51700 i 99 ¢
Sfb - Z kaal [gk ]ll’ fka’l’ Z Z —q,111, [ q ]1112’1314 bq,l4l3

k,{l1} oo’ q {1} ¢’
Lod ,
_ v
Zzbql lz[ q ]1 1o, 131y bq 1314+‘7:[f’b]' ©)
g {1} 99’

It is important to emphasize that this action describes only those correlation effects that are
not taken into account by the reference problem. The bare dual fermionic Green’s function
has the following form

0102 _ 0107 . -1 _ ~17919% 0302
Gent, = Z B zz'[ (e—4s) gv) ]1113 Bv,l;lz’ (©)
{U'}.{o’}

where A"‘;l, and gv =—(c are respectively the fermionic hybridization and the

valCT/o’l’ >
Green’s function of the reference system. In this expression, the scaling factors B‘”l’l, appear
as a consequence of a certain freedom in the Hubbard-Stratonovich transformation of the
initial action (1) and can be chosen arbitrarily (see Appendix A.1). In the original formulation
of the D-TRILEX theory [93,94] and other dual methods [71-73, 77-80, 82, 83] the choice
B‘v"l’l, = g;"l’l, ensures that the interaction of the effective dual action corresponds to vertex
functions of the reference system. However, working with these vertices is not very convenient,
because they have a numerical noise at large frequencies and also delta-functions appearing
in the imaginary-time space [83]. To avoid these problems, in the multi-orbital D-TRILEX
implementation we exclude these scaling factors by setting Bv v = 01650/ This simplifies

the expression (6) for the bare dual fermionic Green’s function to
o _ —1q00’
6o =[(e—n0"=2,)" |, - )
Note that within the convention chosen here, the dimension of the dual Green’s function (7)
does not correspond to [1/Energy] dimension of a physical Green’s function.
The bosonic propagator (renormalized interaction) of the partially bosonized dual ac-
tion (5) is the following (see Appendix A.1)

Aorr! _ rr! T
q, Ll 3l Wq,l1lz,lal4 u1112,13145rr’ ’ (8)

Here, i} = 1y¢ and a? =y’ are the corrections that prevent the double
Ly, lsl, — 2V, 11, Ly, Il Ly, lly
counting of the interaction between different channels (see Appendix B). The renormalized

interaction Wgr/ of extended DMFT [126-130] can be obtained from the corresponding Dyson

equation
[W‘l]”/ [(Ur v) 5
== + ) i| ;=
@ ity Lol e/ Ay, T

. ’
that involves the polarization operator IT"*'" = of the reference (impurity) problem and the
w, 5,151,

bare interaction in the channel representation (see Appendix B)

Himp rr’ 9)

w,lly,13l,°

Uﬁ121314 = % (2Uzli}1121314 o U£?31214) = % (2U£€41213 o Uﬁilglz) ’ (10)

zr1n121314 = _% £?31214 = _%Uﬁizgzz’ D
U151121314 = %(Uzlj}lluzz Ulli}ll41312) = %(Ulplzjzzgu Uzplimg) > (12)
U[1121314 = % (U£?31412 - UzIzlezz) = % (Ulli[z)zzgu - Uﬁiulg) ) (13)
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The interacting term of the effective action (5) (see Appendix A.1)

_ oa’s * 3
A=Y 3 3 AN st

q.{k} {v},{o} {I},c/T

1/ . ,
oo’ * * s xoo’'? 7
+ 5 (A0 ot o o, D s, F M0, Voo o) | 09

contains only the momentum-independent three-point interaction vertex function A(jjc)o of the
reference system. The explicit expression of A(j()o can be found in Egs. (51)-(53). The four-
point (fermion-fermion) vertex function (92) is eliminated from the theory by using a partially
bosonized approximation for the interaction [93,94,132-134].

3 D-TRILEX approach

The introduced effective fermion-boson action (5) allows for the calculation of observable
quantities by using diagrammatic techniques. This goal can be achieved either by performing
approximated diagrammatic expansions or by applying exact numerical methods such as the
diagrammatic Monte Carlo (DiagMC) scheme [94]. In this section, we discuss the simplest di-
agrammatic approximation, namely the D-TRILEX method, that represents a feasible approach
for actual calculations in the multi-band case. From here on, we neglect the non-local fluc-
tuations in the particle-particle () channel due to their small contribution to the D-TRILEX
diagrammatic structure [94].

3.1 Diagrammatic expansion in the dual space

To be consistent with applications discussed in Section 5, in the main text of the paper we
restrict ourselves to a paramagnetic regime and do not consider the spin-orbit coupling. A
general (spin-dependent) form of the D-TRILEX equations is shown in Appendix A.3. In the
paramagnetic case all single-particle quantities are diagonal in the spin space and do not
depend on the spin projection. For instance, the bare dual Green’s function (7) becomes
QNIf fl: = ,C’;k,”/ 6,o/- Consequently, the two-particle quantities are diagonal in the channel in-

dices, as for example holds true for the bare bosonic propagator (8) ng = Wg 6 .. One can

also introduce spin-independent three-point vertex functions for the charge A‘},w = Auf and
magnetic AY,, " = All* channels (see e.g. Refs. [83,94]). The dressed Green’s function G,

and the renormalized interaction qu of the effective partially bosonized dual problem (5) can
be found via Dyson equations

[Gk_l]zz/ = [Gk_l]w_ik,zzu (15)

[(qu)_l] = [(WE )’ L s Lol (16)

Ly, 13l B

The dual self-energy 3 in the D-TRILEX approximation consists of the tadpole and GW -like
diagrams 5, = £]° + 57" The explicit expressions for these contributions are

& _ d A)yd d ~
[Z$P]1117 - 2’%:} [A%w=0]11,z7,1314 [Wq=0]1314,1516 [AV’@=0]ZS,12,1615 [Gk’]lzls ’ (17)

[ifw]zlz7 = Z [Ang]zl,zz,zgu I:Gk+q]

q.{l}¢

we | A . 18
zzzs[ q 1314,1516[ v+w’_w:|ls,l7,l()ls (18)
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5 6~ I/T/g ~
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Figure 1: Diagrammatic representation for the dual self-energy 3. (left) and the dual
polarization operator I1 (right). The two processes contributing to 3 are expressed
mathematically in Egs. (17) and (18). The expression for II is explicitly written in
Eq. (19). Wavy lines represent dual bosonic propagators and straight lines depict dual
Green’s function, as explicitly indicated in the Figure. Triangles represent three-point
vertex functions A$, . Numbers correspond to band indices. The bosonic end of the
triangle can be identified by the fact that it carries two band indices.

The polarization operator IT of the D-TRILEX approach is following

[ﬁ2]1112,1718 = 2]%:} [Agv+w,—w:|14,13,1211 [Gk:|1315 [Gk+q]1614 [Ang]ls,l(,,lﬂs : (19)

Note that the D-TRILEX diagrams (17)-(19) represent the leading contribution to the self-
energy and the polarization operator of the partially bosonized dual action (5) in both the
weak and the strong coupling limits independently from the dimensionality of the problem.
Indeed, at weak coupling the D-TRILEX diagrammatic expansion is a perturbative expansion in
terms of the renormalised interaction (8). On the other hand, in the strong coupling limit the
small parameter of the diagrammatic expansion is the bare dual Green’s function (7), which
is purely non-local. The diagrams for ¥ and IT are also shown in Fig. 1. These expressions
illustrate that in the D-TRILEX approach the single- and two-particle quantities are treated
self-consistently, which allows one to account for the effect of collective electronic fluctuations
onto the electronic spectral function and vice versa [94-97].

3.2 Relation between physical and dual quantities

The D-TRILEX diagrammatic expansion introduced in Section 3.1 is performed in the dual
space (5) that describes electronic correlations beyond the ones of the reference system. This
formulation of the theory allows one to avoid double-counting of correlation effect that are
already taken into account by the reference problem. The single- and two-particle quantities
for the initial lattice problem (1) can be obtained from the dual quantities using the following
exact relations (see Appendix A.2). The most convenient relation for the practical calculation
of the lattice Green’s function Gy ;- involves the dual self-energy )

_ e \—1
(6] = [(gv“‘zk) ]11/ + Ay — ek - (20)
An alternative way to get Gy ;- requires calculating the lattice self-energy
__ «imp & & 1
i = 2o "‘ijk,zz1 [(ﬂ +8, %) ]111, : 1

b

The lattice Green’s function can then be obtained from the standard Dyson equation for the
initial lattice action (1)

[Glzl]u/ =(iv+ .U)511/ — &1 — Dk - (22)


https://scipost.org
https://scipost.org/SciPostPhys.13.2.036

Scil SciPost Phys. 13, 036 (2022)

Calculating Gy ;;; be means of Eq. (20) has an advantage, because this expression does not
involve the self-energy of the reference problem 21;1111),. The latter is not a correlation func-
tion and is usually calculated by inverting the corresponding Dyson equation for the Green’s

function g, ;- of the reference problem

Zo = v +wd, — Ay~ ], (23)
Consequently, Z}Tfl’, obtained in this way contains big numerical noise at large frequencies v.
This problem can be cured by employing improved estimator methods that consist in comput-
ing higher-order correlation functions [135-137]. However, in multi-band calculations this
procedure is numerically expensive. For this reason, it is preferable to compute the lattice
Green’s function using Eq. (20), and the lattice self-energy (21) separately. .
Contrary to the self-energy, the polarization operator of the reference system IT,,"° is not
strongly affected by noise at large frequencies, because it has the same dimension as the sus-
ceptibility of the reference system y° —(pfu’ Lis piw’ ,1,)- Indeed, the polarization

Ll l3ly
operator is defined through the corresponding Dyson equation as

[(Hicf)npg)_l] - [(xcgo)_l]zlzz,zg,z4 + Ulg112s13l4 ’ 24)

hialsly

For this reason, the lattice susceptibility X; is convenient to obtain directly from the Dyson
equation (see Appendix A.2)

[(Xg)_l] N [(H;)_l]zlzz,zsz4 B [Ug * ng]1112,1314 ’ (25)

Lily, I3l B

that involves the polarization operator of the lattice problem
e _ fmps + E I (ﬂ + - ﬁg)_l (26)
¢, 11,1314 ,lily, 1314 q, L, V' q U, sl ’
l/’l// >

Importantly, as shown in Appendix A.2, the divergence in the lattice susceptibility Xg occurs

at the same time as in the renormalized interaction W¢ that enters the self-energy (18). This
allows the D-TRILEX approach to capture the formation of the pseudogap in the electronic
spectral function in the paramagnetic regime in the vicinity of a symmetry broken phase in the
system [95,97].

Finally, the polarization operator in the D-TRILEX approach (19) has the same structure as
the exchange interaction 7¢ between charge and/or magnetic densities derived in Refs. [132—
134] in the many-body framework. This fact allows for a direct calculation of the exchange
interaction within the D-TRILEX scheme using the following relation

oty = 2] (] [ 27
jq’lllz,l3l4 (w ) L, Ut Ladun, u, ( © ) Ul Ll 27)

{'}

This quantity is computed at the first iteration of the D-TRILEX self-consistent cycle, because in-
stead of the dressed dual Green’s functions G the dual polarization operator (19) in the expres-
sion for the exchange interaction contains the bare dual Green’s functions G (see Ref. [134]).
Note that in Eq. (27) the inverse of the polarization operator of the reference problem appears
to the left and right of the dual polarization operator due to a different definition of the vertex
function used in Refs. [132-134].

We stress that the obtained relations between the dual and the lattice quantities are valid
for any form of the self-energy and the polarization operator of the partially bosonized dual ac-
tion (5). Focusing on the D-TRILEX approach, it accounts for the leading diagrammatic contri-
butions in both the weak and the strong coupling limits, as previously mentioned. Specifically,
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Figure 2: Workflow of the D-TRILEX method. The input consists in the parameters
of the electronic lattice problem (Init.1-2 in the main text). The red box indicates
the solution of the reference impurity problem (Init.3), that in some case has to be
updated until self-consistency is reached (for instance in DMFT, EDMFT and cluster
DMFT). The blue box contains the operations performed in the dual space, i.e. the
calculation of the bare dual propagators (Init.4) and the self-consistency cycle on
the dual quantities (St.2). The output consists in the Green’s function, self-energy,
susceptibility and polarization operator of the lattice problem, obtained by applying
the exact relations between lattice and dual quantities (St.3).

the D-TRILEX polarization operator (19) becomes the leading contribution (the second-order
in terms of the dual Green’s functions) to the susceptibility (apart from the impurity polariza-
tion operator) in the strong coupling limit. More elaborate contributions have at least four
dual Green’s functions in their structure, so they can be disregarded and D-TRILEX becomes
accurate in the regime close to the atomic limit also at the two-particle level. As an additional
confirmation of this fact, the expression in Eq. (27) gives the correct result for the exchange
interaction ~ t2/U in the atomic limit [132]. For the sake of completeness, we note that the
D-TRILEX solution based on the DMFT reference problem is exact for arbitrary interaction
strength in the limit of infinite dimensions at the single-particle level, but not at the two par-
ticle level, because it uses the partially bosonized approximation (see Appendix B) instead of
the exact four-point vertex function. However, based on the results presented in the current
and previous works [94], we stress that there is no correlation between the exactness of the
theory in the limit of infinite dimensions and the accuracy of the theory in finite dimensions.

4 Computational workflow

In this section, we offer a detailed description of the current implementation (available upon
reasonable request from the corresponding authors). We also put some emphasis in the discus-
sion of the main issues faced when performing actual calculations.

4.1 Structure of the calculation

The computational workflow is divided into several parts, as shown in Fig 2. The first step
(St.1) consists in solving the reference system, e.g. the DMFT impurity problem. This pro-
duces the inputs necessary for the initialization of the diagrammatic part of the calculation.
Hence, the inner steps are denoted with (Init.). The second step (St.2) takes care of the self-
consistent dressing of the dual Green’s function G and the renormalized interaction W. The
inner steps (I.) of the self-consistent diagrammatic iteration are highlighted below. After the
dressed dual quantities are determined, the single- and two-particle quantities for the initial
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(lattice) problem are evaluated at the third step (St.3). The computational workflow has the
following form:

(St.1) Input initialization:

. . . . . . pp/ph S
(Init.1) Specify the single-particle term g/, the interactions Ul1 L, and Vq,1112,13l4’ and
the temperature T that enter the initial action (1).

(Init.2) Define the chemical potential u and the hybridization function A, ;.

(Init.3) Solve the reference system and get the corresponding Green’s function g, ., the

el 1 ¢ . 9
susceptibility X oo 1,1, 131 and the vertex function Avw,ll,lz, Lol

(Init.4) Compute the bare fermionic ,C’;k,ll/ and bosonic qu 1, 1,1, Propagators of the effec-
tive partially bosonized dual action (5) according to Egs. (7) and (8), respectively.

(St.2) Self-consistent calculation of D-TRILEX diagrams:

(I.1) Compute the dual polarization operator IT using Eq. (19).

At the firstiteration only: Compute the exchange interaction qu Ly, Lol via Eq. (27).

(I1.2) Compute the dual renormalized interaction W using Eq. (16).
(I.3) Compute the diagrams 3™ (17) and £ (18) for the dual self-energy.
(I.4) Compute the dressed dual Green’s function G using Eq. (15).

(I.5) If the desired accuracy 6 for the self-consistent condition is reached, go to (St.3).
Otherwise go back to (I.1).

(St.3) Evaluation of lattice quantities:

Compute the dressed Green’s function Gy ;;» (20), the self-energy ¥ ;) (21), the
susceptibility X;,lllz,lgu (25), and the polarization operator HZ,1112,1314 (26) for the
lattice problem (1). From these quantities determine the orbital-resolved average
density (n;) (99) and the average energy (E) of the system (100) and (101). If one
aims at the specific density (n), it is possible to update the chemical potential u
and go back to the beginning of the outer loop. In that case, go to (St.1 of Init.2)

and fix the new u and update the hybridization function A, ;. if needed.

4.2 Details of the calculation
The complexity of the diagrammatic part of the D-TRILEX calculation is estimated as

N; imp

O(Nva) @ (Ni?np X ZNI?) O(Nk logNk) > (28)

i=1

where N, ) is the number of fermionic (bosonic) Matsubara frequencies, Njy;, is the number
of impurities in the reference system, N;. is the number of orbitals for the i-th impurity and Nj
is the total number of k-points. In this context, Ny, is the number of independent impurities
in the unit cell of the reference problem. Note that the case of Njy, > 1 corresponds to a
collection of impurities, as explained in Ref. [122], and not to a cluster of N, sites. If the
impurities are all identical, then the reference system reduces to a single site impurity problem.
If some of them are different, it is sufficient to solve an impurity problem only for the non-
equivalent ones. In the multi-impurity case, fluctuations between the impurities are taken
into account diagrammatically in the framework of D-TRILEX approach. On the other hand,
a cluster reference system corresponds to a multi-orbital problem with N, = 1. In this case,
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N; is the total number of orbitals and sites of the considered cluster. The separation between
orbitals and sites that we introduce is useful to reduce the computational complexity when
addressing problems with several atoms in the unit cells.

The scaling as a function of k-points is determined from the fact that we utilise the fast-
Fourier transform (FFT) algorithm for computing convolutions in momentum space. This
shows that the multi-impurity calculation has a quadratic scaling with respect to the num-
ber of impurities. In our current implementation, the local Coulomb matrix is considered as a
non-sparse matrix within each site subspace, hence the scaling to the 8th power in the number
of orbitals. However, before running the actual calculations, we introduced a check to assess
which components of the vertices are zero. These components are automatically skipped in or-
der to avoid unnecessary calculations and to automatically take advantage of a possible sparsity
of the Coulomb matrix, effectively reducing the complexity (28) in most cases. The summa-
tion over frequencies and band indices can be efficiently parallelized both in a shared-memory
framework (as done in the current implementation) and in an message-passing interface (MPI)
framework.

To measure the accuracy at the n-th iteration of the self-consistent cycle, we use the relative
Frobenius norm of the Green’s function F = ||G,, — G,_1||/|/G,.—1|| as a metric, where ||...|| is the
square root of the squared sum over all the components of the array. If F is smaller than some
predefined accuracy value 6, the self-consistent cycle stops. The cycle stops also if a specified
maximum number of iterations is reached. The stability of the bosonic Dyson equation (16)
can be problematic in regimes of parameters, where one or more of the eigenvalues of the
quantity IT- )} become equal or larger than 1. In particular, this happens when the system is
close to a phase transition or if the correlation length in some channel of instability exceeds a
critical value. This issue appears in similar forms in other diagrammatic extensions of DMFT
(see, e.g., Ref. [138]). In one- and two-dimensional systems, where Mermin-Wagner theorem
forbids the breaking of continuous symmetries [ 139], the issue can be mitigated by imposing
that the eigenvalues A; of the IT - )} matrix in the orbital space for a physical meaningful
solution are always smaller than 1. In our implementation, we check whether any eigenvalue
A; =1 (i € {k, ¢}). If this happens, the eigenvalue can be rescaled as described in Ref. [138]
in order to improve convergence.

Several strategies can be used to improve the stability of the self-consistent procedure in
the general case. The first strategy is implemented when updating the D-TRILEX self-energy.
The updated dual self-energy at the n-th iteration is computed as 3, = (1 —&)5,_; + £X for
£ €(0,1), where %,_; is the value of the dual self-energy computed at the previous (n— 1)
iteration, and ¥ is computed using the propagators G,_; and W,_; obtained at the previous
iteration. This procedure was shown to improve stability in GW -like theories [140]. A similar
mixing scheme can be applied to the dual polarization. To the same aim, we also introduce
multiplicative factors for the dual self-energy and the dual polarization at the first iteration. Of
course, no rescaling is expected to work in the presence of the symmetry breaking due to a true
phase transition. The latter case should be addressed using a suitable cluster or multi-impurity
reference problem.

It is worth mentioning that the efficiency of the whole scheme is strongly affected by the
computational cost of the impurity solver. In our tests, the time needed to solve the impurity
problem and to obtain the required correlation functions of the reference system using contin-
uous time quantum Monte Carlo solvers [ 141-144] always exceeds the computational cost for
the diagrammatic part of the calculation, even by several orders of magnitude. For example,
a single iteration of the self-consistent diagrammatic cycle for a two-orbital case discussed in
Section 5.3 takes only few minutes.
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5 Application to relevant physical systems

In this section, we apply the above described D-TRILEX approach to several model systems
to illustrate various capabilities of the method. We take the impurity problem of DMFT as a
reference system for these particular calculations. The DMFT results are obtained using the
w2dynamics package [145]. It should be noted, that this choice for the reference system is
not always optimal (see e.g. Ref. [94]), in particular in the case of a dimer [99]. On the
other hand, this choice allows one to consistently investigate the effect of non-local collective
electronic fluctuations that are taken into account beyond the local DMFT approximation.

In the following, we consider model systems, where the on-site Coulomb interaction term
in the Hamiltonian is parametrized in the Kanamori form [146,147] as:

HU—UanTnll+Z{U annl’l+ (U J)ananl/ JClT 1 l/l l’ +JC1T ll l,l l,T} .
I#l
(29)

Here, cl(')
projection o € {1,l}. n, = CLCZG is the local spin-dependent density. In the notation of

Eq. (1), the non-zero components of the Kanamori interaction are

is the annihilation (creation) operator for an electron at the orbital [ with the spin

Uﬁfl =U intraorbital density-density,

Ujh, =U’ interorbital density-density,
Uﬁf’l,l =J  pair hopping,
Uﬁf,l, =J spin flip. (30)

We also fix U’ = U — 2J to ensure rotational invariance [147]. In the single-orbital case, the
on-site Coulomb interaction reduces to a Hubbard form given by the first term in Eq. (30).

This section is organized as follows. In Section 5.1 we discuss the performance of the
D-TRILEX approach in application to the Hubbard-Kanamori dimer system, for which the
exact numerical solution can be obtained using the exact diagonalization (ED) method. In
Section 5.2 we study the effect of the non-local interaction V¢ for the case of the extended
Hubbard model on a square lattice. The obtained D-TRILEX result is compared to the one of
the dual boson diagrammatic Monte Carlo (DiagMC@DB) approach [83]. In Section 5.3 we
analyze electronic correlations in the framework of a two-orbital Hubbard-Kanamori model on
a square lattice. Finally, in Section 5.4 we show the results for a bilayer square lattice Hubbard
model as a particular example of a multi-impurity calculation.

5.1 Hubbard-Kanamori dimer as a benchmark system

The first case-study we discuss is a two-site model, also known as dimer. Due to a small size
of this system, the exact solution for the dimer problem for small number of orbitals can be
achieved by ED. This makes the dimer an ideal platform to benchmark various approximate
methods. To test our multi-orbital D-TRILEX implementation, we consider a particular case of
a Hubbard-Kanamori dimer, where each of the two identical sites has two degenerate orbitals.
The single-particle part of the corresponding Hamiltonian reads:

— il
Ho=—t ) > ¢l Cour- 31)
Lo i

The single-particle Hamiltonian (31) can be diagonalized in the site-space. After that, the
dimer problem can be effectively considered as a periodic system with the dispersion

ekl = —2t COS(k) 511/ , (32)
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Figure 3: Panels (a) and (b) respectively show the real and the imaginary parts of
the Green’s function for the Hubbard-Kanamori dimer calculated for the frequency
vo =1/ at momenta k=0 (solid line) and k = 7 (dashed line). The panel (c)
shows the average energy of the system. Panels (d) and (e) respectively show the
real and the imaginary parts of the self-energy % for the frequency vq = m/f3. The
local component is denoted by a think line, while the non-local component is repre-
sented by a dashed line. Non-local components are identically zero for DMFT, but
are displayed for consistency. Results obtained using D-TRILEX (red), DMFT (blue),
and ED (black) methods for different values of the Hund’s coupling J. Model param-
eters for these calculations are t = 0.2, U = 0.5, 8 = 10, and u = 0.75, and are equal
across all panels.

defined for N = 2 points in momentum space that correspond to k = 0 (symmetric solution)
and k = ©r (anti-symmetric solution). Based on this consideration, we can apply our multi-
band D-TRILEX method, that is designed for solving periodic lattice models, to this benchmark
system. The interacting part is considered in the Kanamori form (29) discussed above.

We chose the single-site two-orbital impurity problem of DMFT as the reference system
for the D-TRILEX calculation. Since interorbital hoping processes are not taken into account,
different orbitals do not hybridize. For the case of degenerate orbitals considered here it im-
plies that the Green’s function is diagonal in the orbital space and has identical components
for both orbitals (G;;y = G&;/). To compare the D-TRILEX result with the exact solution for
the dimer problem we perform ED calculations using the pomerol package [148]. The total
number of degrees of freedom for the two-orbital Hubbard-Kanamori dimer for the ED cal-
culation is 2N;Nj,, = 8 and the total number of states is Ny, = 28 = 256. This makes the ED
calculation numerically inexpensive.

First, we focus on the effect of the Hund’s exchange coupling J. To this aim we perform
calculations for different values of J fixing other model parametersto t = 0.2, U = 0.5, f =10,
and p = 0.75. A very similar set of model parameters for a single-orbital dimer problem was
recently used in Ref. [99] to benchmark another diagrammatic extension of DMFT. In Fig.3,
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we show the real (Re G, left panel) and imaginary (Im G, middle panel) parts of the Green’s
function produced by D-TRILEX (red), DMFT (blue), and ED (black) methods. We find that the
D-TRILEX result for the Re G lies on top of the exact solution in the whole range of values for
the Hund’s coupling considered here. DMFT is also rather accurate in calculating the real part
of the Green’s function, but the discrepancy between the DMFT and ED results is noticeable.
The D-TRILEX solution for Im G is very close to the one provided by ED, while the DMFT
result becomes substantially different from the exact solution, especially for small values of
J. Avery good agreement between D-TRILEX and ED methods is also confirmed by analyzing
the result for the average energy (E) (right panel in Fig. 3). The average energy for ED is
obtained as (E)gp = D ;(E; — w)e PEH where the index i runs over the eigenstates of the
system. The average energy in D-TRILEX is calculated using Eq. (103). The DMFT energy
(E)pyer has been computed using the same formula (103) by setting > =0 and [T=0. We
show that the mismatch in D-TRILEX and ED results for the energy is 1.1% (6E = 0.034) at
J =0 and decreases as J increases. The largest difference between DMFT and ED results is
found at J = 0.1 and amounts to 3.7% (6 E = 0.134), which is approximately four times larger
than the one of the D-TRILEX approach. Nevertheless, we observe that in this case DMFT
is surprisingly close to the exact result. The reason is that for the considered set of model
parameters the system lies very far away from half-filling, hence the non-local fluctuations
between the two sites of the dimer are suppressed. This fact can be confirmed by looking at
the self-energy X shown in panels (d) and (e) of Fig. 3. The local contribution to the self-energy
2yl = 53(k = 0) + ©(k = 7) is dominant and is in a very good agreement among all three
methods. The non-local part 2x:°"~1oc@l — %3(k = 0) — ©(k = 7), which is completely missing
in DMFT, is relatively small and is also well reproduced by D-TRILEX approach.

At half-filling, DMFT ceases to be a good approximation. To illustrate that D-TRILEX is
able to improve and even to cure a wrong behavior of the DMFT result, we perform calcula-
tions for t = 0.5 and 3 = 10 for different values of the Hubbard interaction U for a fixed ratio
U/J = 4. The chemical potential is set to u = (3U — 5J)/2 in order to ensure half-filling [ 149].
Panel (a) of Fig. 4 shows the imaginary part of the local Green’s function as a function of the
Matsubara frequency. The result is obtained in a weak (U = 0.5, dots) and strong coupling
(U = 2.0, triangles) regimes of the interaction. At U = 0.5, the D-TRILEX result coincides
with the exact solution in the whole frequency range. The DMFT result is also very accurate
and only slightly deviates from the ED solution at lowest frequencies. This situation changes
completely at U = 2.0, where the exact Im G provided by ED is strongly reduced at low fre-
quencies. Remarkably, DMFT does not capture this change and predicts approximately the
same result for the Im G for both values of the interaction. Instead, the D-TRILEX solution lies
very close to exact result and reproduces the correct behavior of the Im G. To confirm this fact,
we compute the normalized difference from the ED result for D-TRILEX and DMFT as

6 [ImG(v,)] =Im[G(v,) = Grp(v,)]/Im Ggp(vy,). (33)

The corresponding result obtained for three different frequencies as a function of U is shown
is the panel (b) of Fig. 4. We find that the normalized difference for DMFT is relatively large
and drastically increases upon increasing the interaction strength. At U = 2.0, the Im G(v)
calculated at the zeroth and the first Matsubara frequency using DMFT is respectively almost
two and 1.5 times larger than the exact result. On the contrary, the Im G(v) of D-TRILEX lies
very close to the ED result. Indeed, the normalized difference for D-TRILEX calculated for the
first and the fifth frequency does not exceed 2%. The difference for D-TRILEX calculated for
the zeroth frequency becomes larger than 2% at U > 1.5 and reaches the maximum value of
7.6% at U = 2.0. We find that the DMFT result strongly deviates from the considered bench-
mark at moderate and large values of U. By looking at the real part of the self-energy ReX
(panels (c) and (d) in Fig. 4), we can immediately understand the origin of the large mismatch
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Figure 4: (a) Imaginary part of the local Green’s function Im G(v,,) calculated as a
function of the Mastubara frequency index n for two values of the interaction U = 0.5
(dashed lines) and U = 2.0 (solid lines). The result is obtained at half-filling for
t =0.5, § =10, and J = U/4 using the D-TRILEX (red), the DMFT (blue), and the
ED (black) methods. (b) Normalized difference 6 [ImG(v,)] (33) with respect to the
ED solution calculated for D-TRILEX (red), the DMFT (blue) methods as a function
of U. The result is obtained for three difference Matsubara frequencies with indices
n =0 (empty circles), n =1 (pluses), and n =5 (crosses). (c) Real part of the self-
energy X as a function of the interaction U at the first Matsubara frequency v,. (d)
Real part of the self-energy »(v,) as a function of the Matsubara index obtained
at U=1. In panels (c) and (d), the local and non-local parts are shown and the
chemical potential u is subtracted from the local part.

between ED and DMFT. As a matter of fact, the real part of the self-energy at moderate to large
U is dominated by the non-local contributions (dashed lines), which are completely missing in
DMEFT, while local contributions (solid lines) are approximately zero. D-TRILEX does not ex-
actly reproduce all the contributions to the non-local self-energy, as they correspond to roughly
25% of the value of self-energy at U = 1. However, it follows the same trend as the ED result
and this ensures the correct behavior of the Green’s function as U is increased. We do not
show the imaginary part of the self-energy, since it is at least an order of magnitude smaller
than the real part in the whole range of parameters considered here.

In addition to single-particle quantities we calculate the charge and spin susceptibilities
defined as XP/sP = — > X fz{ ,l'rﬁ Fig. 5 shows the corresponding results for the static suscepti-
bilities X“"/*P(q, w = 0) obtained at the q = 7 point. The susceptibilities at the q = 0 point are
very small in the whole range of considered parameters and are not shown here. In the left
panel of Fig. 5, we illustrate the results for the half-filled Hubbard-Kanamori dimer considered
above. We find that the susceptibilities of the D-TRILEX approach are in a very good agreement
with the exact ED solution in the whole range of local interaction strength 0.25 < U < 2. In
the right panel, we demonstrate the dependence of the static charge and spin susceptibilities
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Figure 5: Spin (full lines) and charge (dashed lines) static (c« = 0) susceptibility X
obtained at the q = 7 point for the half-filled system with model parameters t = 0.5,
J=U/4, and B =10. The left panel shows the result as a function of the local
interaction strengths U in the absence of the non-local interaction (V = 0). The right
panel illustrates the susceptibility as a function of V calculated for the fixed value of
the local interaction U = 1.

on the value of the non-local interaction V¢ between electronic densities on neighboring sites
(i,j) (1). More explicitly, we consider the non-local interaction in the form

v d d
B Z PiuPj - (34)
10,i]

To simplify notations, in the following the superscript “d” for the non-local interaction is omit-
ted. We find that in the presence of the non-local interaction the susceptibilities obtained
using ED and D-TRILEX methods are nearly identical up to V = 0.3. Above that threshold, the
D-TRILEX susceptibility starts to deviate from the exact ED result. At V > 0.3 the D-TRILEX
spin susceptibility continues to decrease almost linearly with increasing the value of V, while
the exact result shows a stronger non-linear damping. This trend continues also above V = 0.5,
where the difference between the D-TRILEX result and the exact result continues to increase.
This behavior can be explained by the fact that the strong non-local interaction favors either
full or zero occupancy of a lattice site. This charge density wave instability strongly suppresses
magnetic fluctuations. In this regime the D-TRILEX calculations break down, because they are
performed on the basis of the DMFT impurity problem, which does not incorporate any effect
of the non-local interaction. The inclusion of the bosonic hybridization function in the spirit
of EDMFT could improve the result, because in this case some contributions of the non-local
interaction would be taken into account in the impurity problem via the bosonic hybridization.
These findings show that D-TRILEX improves the DMFT results in all considered regimes.
Additionally, D-TRILEX reproduces the trends observed in ED calculations in all the cases, even
when DMFT fails. This fact suggests that for the considered system the difference between
DMFT and ED mostly stems from non-local correlations that have the form accounted for in the
D-TRILEX diagrams. These results are particularly remarkable taking into account that DMFT
approximation is not very accurate in low dimensions, hence the DMFT impurity problem is
probably not an optimal reference system for a diagrammatic expansion in this case.

5.2 Extended Hubbard model on a square lattice

Previous works on D-TRILEX [93-95] suggest that the method is able to account for the effect
of the non-local interactions. However, no thorough benchmarking of the results for the ex-
tended Hubbard model has been performed so far. For this reason, in this work we investigate
the performance of D-TRILEX in the case of a single-orbital extended Hubbard model on a
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Figure 6: Real (top row) and imaginary (bottom row) parts of the lattice self-energy
for the half-filled single-band extended Hubbard model on a square lattice. The result
is obtained for U = 2.0 (left column), U = 4.0 (middle column), and U = 6.0 (right
column) for three different values of the nearest-neighbor interaction V = 0.0 (light
red), V =U/8 (dark red), and V = U/4 (purple). The D-TRILEX result is depicted
by dots. The DiagMC@DB data is taken from Ref. [83] and is represented by solid
lines with the width that corresponds to the estimated stochastic error.

square lattice with the local U and the nearest-neighbor V¢ interactions between electronic
densities (1). To simplify notations, in the following the superscript “d” for the non-local
interaction is again omitted. The single-particle dispersion for this model for the case of a
nearest-neighbor hopping amplitude reads

€ =—2t (cos k, + cos ky) . (35)
Similarly, the momentum-space representation for the non-local interaction is
Vg=2V (cos q, + cos qy) . (36)

We set the value of the nearest-neighbor hopping to t =1, so that the half-bandwidth is
D =4t = 4. To benchmark our results, we compare the lattice self-energy > calculated using
D-TRILEX approach with the result of the dual boson diagrammatic Monte Carlo
(DiagMC@DB) method presented in Ref. [83]. DiagMC@DB allows for the exact solution
of an effective dual boson action (55), where the renormalized interaction is truncated at the
two-particle level (50). Note that the dual boson action is derived within the exact analytical
transformation of the initial lattice problem (1) (see Appendix A.1). In addition, diagram-
matic Monte Carlo methods applied to dual theories show a very good agreement with the
exact results [75,94] and the results of the cluster methods [150,151].

We perform calculations at half-filling for different strengths of the Hubbard interaction
U =2,U =4, and U = 6. For each value of U we consider three different values of the nearest-
neighbor Coulomb interaction V=0, V =U/8, and V = U/4. As in Ref. [83], for U = 2 and
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Figure 7: Static charge (red panels) and spin (blue panels) susceptibilities
XN/5P(q, w = 0) in the Brillouin zone. Calculations are performed for the half-filled
single-band extended Hubbard model on a square lattice for U =4 and 3 = 4. The
value of the non-local interaction V is indicated above each panel.

U = 4 the temperature is set to T = 0.25, for U =6 to T = 0.50. The obtained results for the
lattice self-energy are shown in Fig. 6. We find that for the smallest value of the Hubbard in-
teraction U = 2 the agreement between the two methods is almost perfect. A slight difference
appears only in the imaginary part of the self-energy in the vicinity of the X = (7, 0) point for
V =0.25 and near the T' = (0, 0) point for V = 0.5. When the interaction reaches the value
of the half-bandwidth U = 4, the real part of the D-TRILEX self-energy remains very close to
the DiagMC@DB result for all values of V considered here. On the other hand, we observe
a constant shift in the imaginary part of the self-energy that increases with the strength of
the non-local interaction V. A constant but smaller shift was also observed between DF and
DiagMC@DF results [75, 94], hence it does not seem to be a feature of only the D-TRILEX
method. Finally, at U = 6.0 we observe that D-TRILEX does not agree with DiagMC@DB as
accurately as for smaller values of the interaction. In the real part, the difference between
the two methods is not very large and appears to be independent on the value of V. On the
contrary, the imaginary part of the self-energy displays a rather large mismatch already at
V =0, and the agreement seems to become worse as V increases. This result comes as no
surprise and agrees with the findings of Refs. [75,83,94] that the ladder-like dual approxima-
tions become less accurate in the regime of strong magnetic fluctuations. The reason is that
magnetic fluctuations become strongly non-linear close to a magnetic instability (see, e.g.,
Ref. [152]). This non-linear behavior originates from the mutual interplay between different
bosonic modes as well as from an anharmonic fluctuation of the single mode itself. The de-
scription of these effects requires to consider much more complex diagrammatic structures that
account for vertical (transverse) insertions of momentum- and frequency-dependent bosonic
fluctuations, which are present in the DiagMC@DB approach but are not considered in ladder-
like dual approximations including the D-TRILEX approach. However, despite the quantitative
disagreement, at U = 6.0 D-TRILEX qualitatively captures the correct momentum dependence
of the self-energy, which is completely missing in DMFT.

In addition to single-particle quantities, D-TRILEX also provides two-particle quantities,
namely the susceptibility and the polarization operator of the lattice problem. These quan-
tities are calculated as momentum- and frequency-dependent functions, which allows one to
get the information about the full energy spectrum of the charge and spin excitations in the
system. In Fig. 7, we show the static (w = 0) charge and spin susceptibilities X "/sP = —x/m
in the Brillouin zone (BZ) computed for the same model at U =4, T = 0.25, and different val-
ues of the non-local interaction V = 1.0 and V = 1.25. Both, charge and spin susceptibilities
display a maximum value at the M = (, 1) point of the BZ, which signals that correspond-
ing order parameters tend to have a checkerboard configuration on a square lattice. From
the physical point of view, this means that in this parameter range the system has a tendency
towards the charge density wave (CDW) and the antiferromagnetic (AFM) orderings. The
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enormous increase in the value of the charge susceptibility indicates that the system is very
close to the CDW transition point, that corresponds to a divergence of the charge susceptibility.
On the contrary, the spin susceptibility does not change significantly, and its value is slightly
reduced upon increasing V. This reduction is expectable, since in this particular case the spin
fluctuations are screened by strong charge fluctuations.

It is commonly believed that in strongly-correlated systems the non-local interactions have
to be treated in the framework of the extended DMFT by introducing a bosonic hybridization
function in the impurity problem [126-130]. However, the diagrammatic expansion in dual
theories can be performed for of an arbitrary reference system. In particular, the results of
this section demonstrate that the D-TRILEX approach can accurately treat the non-local inter-
actions on the basis of the DMFT impurity problem. The latter does not contain the bosonic
hybridization function and thus is easier to solve numerically. In addition, in D-TRILEX the
non-local collective electronic fluctuations are not restricted in the range, which is a big advan-
tage over cluster extensions of DMFT. Moreover, the D-TRILEX method is able to capture the
interplay between the collective electronic fluctuations in different channels through the self-
consistent procedure that involves single-particle quantities. As a matter of fact, the bosonic
propagators from all channels contribute to the self-energy. Therefore, a large value of the
bosonic propagator in one channel considerably increases the value of the self-energy, hence
it reduces the value of the Green’s function. In turn, the reduced value of the Green’s function
leads to a smaller value of the dual polarization for app channels, which is the main ingredient
for computing the physical susceptibility and the polarization operator. This feature is not pro-
vided by DMFT calculations of the susceptibility with dynamical vertex corrections [17,19,153]
that are performed non-self-consistently.

5.3 Two-orbital Hubbard-Kanamori model

In this section we study the simplest multi-orbital system, a half-filled two-orbital Hubbard-
Kanamori model on a square lattice. We consider the case when the orbitals have same U, U’,
and J values for the Kanamori interaction, but different bandwidths. This case is of interest
because the two orbitals are thus characterized by a different effective interaction strength
that can be defined as the ratio between the actual interaction and the width of the band. Our
aim is to show that D-TRILEX is able to capture this basic feature of the model. For simplicity,
we neglect the hybridization term between the two orbitals in the single-particle part of the
Hamiltonian, although it can in principle be taken into account in our implementation. The
dispersion for the corresponding orbital [ € {1,2} is given by the hoppings t;, between the
nearest-neighbor lattice sites j and j’ on the square lattice. In momentum space, the electronic
dispersion can be written as follows

e = —2t; (cosk, +cosk, ) 5y (37)

We take t; =1 and t, = 0.75, which corresponds to D; =4 and D, = 3 values for the half-
bandwidth D;.

First, we calculate the local density of states (DOS) from the corresponding local part of
the lattice Green’s function by means of analytical continuation using the maximum entropy
method implemented in the ana cont package [154]. Fig. 8 shows the results obtained at
the inverse temperature 3 = 2 for different values of the interaction U =4, U =5,and U = 7.
Remaining parameters for the interaction are U’ = U/2 and J = U/4. The top and bottom rows
in this figure respectively show the DOS for the first (I = 1) and the second (I = 2) orbitals
obtained using DMFT (blue) and D-TRILEX (red). We find that at U =4 both DMFT and
D-TRILEX results show a qualitatively similar behavior for the first orbital (top left panel).
Thus, the DOS for the first orbital exhibits a quasi particle peak at Fermi energy (E = 0) and
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Figure 8: DOS for the two-orbital Hubbard-Kanamori model obtained using DMFT
(blue line) and D-TRILEX (red line). The value of the interaction U is indicated for
each column. The other parameters for the interaction are U’ = U/2 and J = U/4.
The top and bottom rows display results for the orbitals [ = 1 and [ = 2, respectively.
The half-bandwithds for these orbitals are D; =4 and D, = 3.

two “shoulders” that reflect the strong Hubbard interaction. We observe that in D-TRILEX the
quasi-particle peak is smaller and the sub-bands are more pronounced than in DMFT. These
facts indicate that the D-TRILEX result lies closer to the Mott transition. A rather different
but consistent behavior can be found in the DOS for the second orbital (bottom left panel).
The D-TRILEX result shows that at U =4 the quasiparticle peak is already destroyed, and
the system starts to form a pseudogap at Fermi energy. However, DOS of DMFT still has
a quasiparticle peak with shoulders that are smeared out by large temperature. At U = 5
(middle column) the quasiparticle peak in DOS of D-TRILEX disappears for both orbitals. In
DMEFT, the quasiparticle peak remains for the first orbital, but the DOS for the second orbital
qualitatively agrees with the one of D-TRILEX and shows a pronounced pseudogap. Finally, at
U = 7 DMFT and D-TRILEX agree qualitatively in the DOS for both orbitals. At this interaction
strength the DOS for the first orbital still has a small spectral weight at Fermi energy, while the
second orbital lies already in the Mott phase. Nevertheless, we find that D-TRILEX consistently
predicts a smaller spectral weight at Fermi energy compared to DMFT for all considered values
of the interaction. This result is in accordance with the fact that the non-local fluctuations at
half-filling push the system closer to the insulating state [93].

We also calculate the susceptibility for the considered multi-orbital system. The charge,
spin, and orbital components of the susceptibility can be obtained from the orbital-dependent
D-TRILEX susceptibility as follows (see e.g. Ref. [147])

h/sp _ d/m b _ d _
X /Sp__ZXumw X _—ZX”,”,——ZX{’;“,. (38)

w w w

Fig. 9 shows the static lattice susceptibility X(q, w = 0) calculated along the high-symmetry
path that connects I' = (0,0), X=(0, ), and M = (7, ) points in the Brillouin zone. The
result is obtained for the charge (red), orbital (green), and spin (blue) components of the
susceptibility for different values of the interaction U. We find that both, charge and orbital
susceptibilities decrease upon increasing the interaction strength. At U = 1 these two suscep-
tibilities reveal a peak at the M point. This momentum-structure indicates that the system
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Figure 9: Charge (left), orbital (center) and spin (right) components of the static
susceptibility X(q, w = 0) computed along the high-symmetry path in momentum
space. Calculations are performed for the half-filled Hubbard-Kanamori model for
different values of U fixing other parameters to § =2, U'=U/2, and J = U /4.

exhibits collective electronic fluctuations in the corresponding channel that are characterized
by a q = (7, ©) wave vector. Increasing the value of U suppresses the peak at M point and con-
sequently reduces the strength of the fluctuations. The spin susceptibility shows an opposite
trend compared to X" and X°™. It increases with the interaction strength up to approximately
U = 6 and then starts to decrease upon further increasing the interaction to U = 8. The spin
susceptibility also shows a maximum at M point, but at strong interactions its value is much
larger than the one of the charge and the orbital susceptibilities. This fact suggests that the
considered model possesses well-developed antiferromagnetic (AFM) fluctuations that repre-
sent the main source of instability in the system.

5.4 Bilayer square lattice

As a final case study, we consider Hubbard model on a bilayer square lattice as a particular
example of a multi-site system. The model Hamiltonian can be written in two equivalent
forms with either one (Nimp = 1) or two (N, = 2) lattice sites in the unit cell. This fact
makes the considered system ideal for testing and cross-validating implementations of multi-
site calculations.

The single-particle term of the Hamiltonian with the two sites in the unit cell reads

2-site _
sk,ﬂt/e = —2t (cosk, + cos ky) Oy +2t o7, (39)

where t and t| are respectively the intra- and interlayer hopping amplitudes. The index !
numerates the site within the unit cell, and o* is the first Pauli matrix. In the limit t > ¢,
the two layers are almost decoupled and the system behaves similarly to a single-layer square
lattice Hubbard model. In the opposite limit ¢t < t |, the system behaves as a collection of
dimers, where the two site in the same dimer belong to different layers. In this limit, the
electrons have small probability to hop between neighboring dimers.

The introduced single-particle Hamiltonian can be diagonalized in the {I,1’} space. The
resulting dispersion has two bands that correspond to a tight-binding dispersion for a single-
layer square lattice that is respectively shifted in energy by £2t, . We note that for t | = 2 the
relative shift between the bands becomes AE = 4t | = 8, which corresponds to the value of
the bandwidth of each band. Therefore, at larger values of t, the two bands do not overlap
and the non-interacting system becomes a band insulator. Formally, one can parametrize the
two bands by introducing the label k, € {0, 7t}

Eli-site =_2 (t cosk, + tcosk, +t cos kz) ) (40)
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Figure 10: DOS for a bilayer square lattice obtained at t =1, U =4, 8 = 4 for dif-
ferent values of the interlayer hopping t | . Lighter shades of blue indicate larger ¢ .

in strict analogy with the transformation carried out in Section 5.1 for the Hubbard-Kanamori
dimer. In this representation, the k, label plays a role of a z-component of momentum in the
dispersion of a three-dimensional system that has one lattice site in the unit cell. Throughout
the tests, we performed calculations using both the two-site and the single-site representations
for the Hamiltonian and checked that the results identically coincide.

We perform calculations at half-filling for t =1, U =4, and 8 =4, and investigate how
the properties of the system change as a function of t;. In order to understand the physics
of this system, we compute both single- and two-particle observables, namely the electronic
DOS (Fig. 10) and the static magnetic susceptibility (Fig. 11). In particular, we focus on
the two independent components of the spin susceptibility X |S|p (left panel of Fig. 11) and

Xip (right panel of Fig. 11) that respectively describe magnetic fluctuations within and be-
tween the layers. In the two-site representation these components have the following form:

SP — _ym _ _ym SP — _ym _ _ym s :
Xll = —X{111 = —Xg99, and X" =—XT],, =—X35,;. These quantities can also be found in

the single-site representation as: 2X lslp =X 2’:0 +X 12):1 and ZXT = X,—0 _Xlil:=1' The charge
susceptibility for the considered system is small and is not shown here.

At t| =0, which corresponds to the case of completely decoupled layers, the DOS exhibits
a dip at the Fermi energy. A relatively large leading eigenvalue of the Bethe—Salpeter equation
in the magnetic channel A = 0.8 at the wave vector @ = M and the corresponding peak in the

intralayer spin susceptibility X |S|p indicate that this dip signals the formation of a pseudogap

due to strong AFM fluctuations. The interlayer component Xip of the spin susceptibility is
zero, since the two layers are decoupled. This result is in a perfect agreement with the be-
havior reported in Ref. [94] for a single-layer case. We find that for t;, < 1 the electronic
spectral function is still dominated by the two peaks that lie close to the Fermi energy. The
splitting between the two peaks increases with increasing t | in accordance with the results
of Ref. [155] obtained for a bilayer Bethe lattice. This behavior can be partially attributed
to the shift between the two non-interacting bands that is proportional to t . However, the
value of this shift appears to be renormalized by electronic correlations. In addition, in this
regime of t| magnetic fluctuations still play an important role, which is confirmed by rela-
tively large values of both, inter- and intralayer components of the spin susceptibility. We find
that increasing t| reduces the value of X lslp and increases the value of Xip at the M point. We
attribute this behavior to the fact that fluctuations within the dimers become more and more
important, which effectively reduces available degrees of freedom for in-plane magnetic fluc-
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Figure 11: Interlayer X ° (left) and intralayer Xip (right) components of the spin

tuations. At t; = 2, we observe a qualitative change in the DOS. In particular, it reveals a
four-peak structure that consists in two small peaks at E ~ £1 and two large peaks at E ~ £5.
The distance between the latter does not exactly coincide with the relative splitting between
the two non-interacting bands AE = 8. This shows that electronic correlations still play an
important role in renormalizing the dispersion in this regime. However, a strong suppression
of both components of the spin susceptibility indicates that this renormalization cannot be
attributed to spatial magnetic fluctuations. The appearance of small peaks close to Fermi en-
ergy and a small spectral weight at Fermi energy indicate that at t| = 2 the dimer physics in
the system starts to dominate over the lattice physics. Thus, the splitting between the small
peaks AE ~ 2 can be attributed to singlet fluctuations within the dimer that have energy of
the exchange interaction J = 2ti/ U=2.

These findings are consistent with what has been observed previously for the case of a
bilayer Bethe lattice [155, 156] and with the results of cluster DMFT studies for the bilayer
square lattice [157]. In spite of the different geometric structures, the phase diagrams for the
bilayer Bethe lattice and the bilayer square lattice appear to be both characterized by a metallic
phase, a correlation-driven insulating phase and a band-insulating phase induced by the for-
mation of dimers. Indeed, a transition from a metal to a band-insulator upon increasing t | was
reported for small value of the interaction, while a transition from an AFM pseudogap regime
to a band-insulator was found at larger interactions for both models. In our calculations, we
find that D-TRILEX qualitatively reproduces the behaviour observed in the mentioned works
capturing the expected crossover between these regimes. Hence, D-TRILEX can be seen as
a reliable tool for describing the complex physics in the considered model. A more detailed
analysis of the phase diagram is desirable and deserves further studies.

6 Conclusion
We introduced the D-TRILEX theory in a general multi-orbital and multi-site framework. This
method is designed to tackle strongly-interacting electronic materials and allows for a self-

consistent treatment of both single- and two-particle physical observables. The balanced di-
agrammatic structure of D-TRILEX accounts for the desired vertex corrections and the lead-
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ing non-local collective electronic fluctuations, while remaining computationally feasible in a
multi-band context. The method also allows for considering the frequency- and momentum-
dependent interactions without introducing bosonic hybridizations in the reference system.

We provided a detailed derivation and description of all the constituent equations. We also
illustrated the computational workflow that was used in our numerical implementation. Addi-
tionally, we discussed some hints that allowed us to improve the performances and the stability
of the self-consistent procedure. Further, we investigated electronic correlations in four rele-
vant model systems. They were chosen either to compare the performance of the method with
existing benchmark results, or to illustrate specific capabilities of the developed approach. We
focused on zero- and two-dimensional systems to show that D-TRILEX correctly accounts for
the correlation effects even in low dimensions, where DMFT is not always expected to provide
an optimal reference system. We have found that D-TRILEX shows a very good agreement
with the benchmarks in all considered cases. Where benchmarks are not available, the results
of the method reproduced general trends reported in previous studies of similar models.

Since the method can be formulated on the basis of an arbitrary reference system, it allows
for several possibilities for further improvements of the results by tuning the parameters of the
reference system, especially in situations where the DMFT impurity problem does not provide
a good starting point for the D-TRILEX diagrammatic expansion. For instance, the reference
system can be improved by considering a cluster of suitable size, or by introducing more ap-
propriate fermionic and bosonic hybridization functions. In addition to that, the solution of
the derived partially bosonized dual action (5) can be systematically improved by considering
more elaborate diagrammatic contribution that are not taken into account in D-TRILEX [94].

Even though not included in our current computational scheme, one can also address the
problem of superconductivity in the framework of the developed approach. In order to find the
transition temperature to a superconducting state one can look at the divergence of the lattice
susceptibility (72) in the corresponding particle-particle channel. To this aim one can either
consider a suitable reference problem related to the desired superconducting order parameter
(see, e.g., Refs. [56,131,158,159]) and use the D-TRILEX form for the polarization operator
in the particle-particle channel, or to additionally account for the scattering on the transverse
momentum- and frequency-dependent bosonic fluctuations in the polarization operator in the
particle-particle channel in the case of a single-site reference system [91, 160, 161]. Going
inside the superconducting phase would require to introduce an anomalous component of the
Green’s function working in the Nambu space formalism similarly to what has been proposed
in the framework of the TRILEX approach [91].

We believe that the ability of our approach to consistently account for the effect of the
non-local collective electronic fluctuations could open a route towards an accurate description
of a broad class of materials where multi-orbital effects play a crucial role. The use of our
approach should especially be appealing in situations where the non-local correlations where
so far neglected due to the lack of a computationally feasible method, and where the local
approximations still represent the state-of-the-art solution of the problem.
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A Derivation of the multi-band D-TRILEX approach

In this Appendix we present the derivation of the multi-band D-TRILEX approach following
Refs. [93,94], where the method was introduced in the single-band framework.

A.1 Effective partially bosonized dual action

We start with isolating the reference (impurity) problem from the initial lattice action (1). The
action for the reference system

SimP:_Z Cyol [(lv+u)60'0’ g A(Z(lrl/il Coorr
v{l},

/
oo

1 1
1 PP ¢ ¢ ¢
3 Z Ul 1,141, Skt gk o1, Sq—k 0 1, Koy + 5 5 Z Y o b sty P, 131, P oo, Ly
q,{k}, w,{l}¢
{1},{o}
o 0 0
+ Z Yw,1112,13l4pw,1112 P, (41
w,{1},8

contains momentum- independent parts of the lattice action (1). In addition to them, we in-
troduce fermionic A‘”{l, and bosonic Y by lal, hybridization function that usually enter the
impurity problem of the (extended) DMFT [48,126-130]. In Eq. (41) these quantities are
written in a general frequency v (w), band [, spin o, and channel r € {¢,} dependent form.
These hybridization functions are usually determined according to some self-consistency con-
dition and their form depends on the choice of the reference system and on the initial problem.
The composite variables that are coupled to the bosonic hybridization functions are defined in

the main text. The corresponding densities for the particle-particle channel are following
n’ _1 E (c Crpp. —C c ) n* _1 E (c* ct —cich )
oLl T 9 gLk T Cq Skl ) 0 Mg, T 5 kM mq—klly Tkl gkl ) 2
k k
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k
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The remaining part of the lattice action reads

1 ~
— SO0 - 9 S 9 70
Srem = Z chalgkll’cka’l’ t3 Z Vot s, P=q, 1,1, Pty T Z Vo tily, lsla Pq,l L pq,l3l4
k{l} oo’ a,{l}¢ q.{1},9

(43)

~oo0’ _ o0 oo’ r _yr
where £, = 8k,ll’ AT, and vy Ol bl — Vg Ly lsle — Yoo, 1yly, Ll

Hubbard-Stratonovich transformatlons for the partition function of S,

€xp {_ Z Z Ckol 51??1/ Cka’l’} = (44)

. Let us perform following

k,{l} oo’
DfJD[f f]exp{ZZ(fkal ]zz/ Srow = f;azckal_cioszoz)}’
k{l} oo’
exp{—— Z P_q l lzvq Lily, lsl4 q, 1413} (45)
a,{l}¢
< 7c) S .5 4
ijD[SO ]exp{ % ( (p—q,l I [(V ) ]1112’1314 Pyl (p—%lﬂzpq,lzll)} >
q’ ’g
9 o0 9 _
eXP{_ DA TAATE p‘l:l3l4} = (46)
q,{1},0
-1
0 0 * 0 70 g * 0 g * 0
ID‘PJD[(P 24 ]exp{ %:ﬂ((pq,lllz [(Vq ) i|lllz,l3l4 (Pq,1314_(’0q,1112pq,1112 _pq,lllz(’pq,lllz)} ’
@.{l},
The terms Dy = —det[£;] and D! = —4/det [V, ] can be neglected, because they do not affect

the calculation of expectation values. After these transformations the lattice action takes the
following form

Z kaal (6] zz/ fka’l’ + Z { Féot + Meo) kot + Shot Srot + Mkot) } Simp

k{l} oo’ kol
-2, {‘Pq,l L [( )_1}1112 Ll T AT A L
q.{1},0 ’
—Py i, (‘P;},lllz + j:zlllz)} _q%:g {%‘Piq,zll2 [(ng)_l]lllz’ Ll, %"éfug
o AT S S 47)

where we additionally introduced source fields n®) and j*) for fermionic ¢* and composite
p®) variables, respectively. Below, these fields will be used to derive the connection between
the dual and lattice quantities. Now, we shift fermionic f*) — f ) = £) _ ™ and bosonic
e — ¢ = ) — j) yarjables to decouple the source fields from original Grassmann vari-
ables c(*) After that the lattice action becomes

~_1 * *
Z kaal & 11/ fko’l’ + Z (1ot + Shotfrot)

k,{l} oo’ k,o,l
*7 L £ L
+ %: (0% tbPetn T CanPa s +PahPhns,) * Simp
q l},r
-1 -1
_2 Pt} (~ ) 50
%: Lp—‘il L1y [( ) ]1112’1314 q 1413 {Zﬂ(‘oq,l Iy |: ]1 11, 151, (’0‘1 I3l " (48)
q S q
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At this step we can integrate out the reference problem Si, by explicitly taking the path
integral over fermionic ¢®*) variables

JD[C*,C]GXP{ imp — Z (fkal[B T Cka’l’+ckal[B;1:|;Tl’0 fko’l’)

k,l',oc0’

_ -1 * —1 999 ¥ * _
Z ( Y_g1 12 ]z 1o, 51, P q,l4l3 ‘Pq,zllz[“w ]1112,1314Pq,1314 +Pq,1112[ ]1 1y, 1314‘»"q,1314)}
q,{}{r}

0102 0,03 —179304
Zimp exP{ Z fkcrlll v ]z L Syl [Bv ] frou,

Lsl,
k {l} {o}
_ = ¢162 G263 —1963¢%4 S4

Z (‘O—q L lz ]l 1,101 X, lll;,lgl;[aw zéz;,z314901413

a,{l},{}

S al 179, Fyl3 o ! V30,
-2 Coutl% 1y Xe g i (% Jy b, q,lgl4 —FLf. 91t (49)
q.{1},{t}

Zimps gf’cl’l/, and x;r /1112,1314 are respectively the partition function, the Green’s function, and
the susceptibility of the reference (impurity) problem. Note that in Eq. (49) we additionally
rescaled the fermionic f® and bosonic ¢ fields by the parameters B;l and a;l, respec-
tively. These parameters will be determined below. Following the standard approximation
used in dual theories [71-75,77-80, 82, 83,93, 94], the interaction part of the action F[f, ¢]
is truncated at the level of the two-particle correlations functions and reads

Fifoel=>. > >

a,{k} {v}hAl} {o}g/0
- 0109030, * oo’ * 9
X { 4 [Fvv’w]11121314 fkalllfk+q,0212fk’+q,o4l4fk’o313 + Avw,ll,lz, I3l fkollfk+q,o’,12 qu, I4l3
5 vy, b, 11, kal q —k,0 zz‘Pq Ll T Mo, 11,12,1314 ‘Pq,1314 ko' L koly ) (*

Here, T is the four-point (fermion-fermion) vertex function, which is explicitly defined in
Eq. (92). The three-point (fermion-boson) vertex functions A " have the following form

AC102¢ Z c o ¢ [B—l]allal [B—l ]0502 [a—1]g’g (51)
veo, 1y, 1y, lsly — vo ly Svre,oply P—w, ity [ L2 iy violil, o 1L,

{o'}{U'}¢
Aalazﬁ Z c c Y [B 1:|o 101 [B_ ]a;az [a_l ]1‘}’1‘} (52)
v by, L, lsly vo' I S0, z’P A /Py Juy LPo—vlyr, L% Ju,
{o L {U'}LY
A*olazﬁ Z & o o [B ]U 101 [B_ ]0’202 [a_l ]1?’17 (53)
Yo, 11,12,1314 pw 131, “w—v,o5l, " vo'l; 1L w=vdl1, w 31151,
{o L {U'}Lv

If the scaling parameters are chosen as BJ7}, = g7, ,and
rr’ — Frr rr’
Ao Ly, 11, 511,11 512:%5”’ + Z Uw;1112:13l4 X o, 131,11, > G4
13’14

where U" =U/ +Y" is the bare interaction of the reference system and U"
w,l1ly, 1314 Lily, I3y w,lily, 1514

is defined in Egs. (10)-(13), then A";'g/’" takes the usual form of the three-point vertex of the
reference system [80, 83, 93,94, 162]. However, in this case the vertex contains the inverse
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of the impurity Green’s function g7 ll, " and consequently has a big numerical noise at large

frequencies. At the same time, inverting a/; " does not lead to the numerical noise due to the
presence of a delta-function term in Eq (54) For this reason in the current implementation
of the D-TRILEX method, we keep a/; in the form of Eq. (54) and set Bv W ="0ga011-

It is important to mention that in the most available impurity solvers based on continuous
time quantum Monte Carlo method [141-144], the two-particle quantities of the reference
system are defined in imaginary time 7 with a different order of the operators compared
to our case. For instance, in w2dynamics package [145] the time-ordered two-particle cor-
relation functions are computed as Gyp.q = (T, cacbcc c d) [163]. Here, T, is the imaginary-
time ordering operator and the latin indices a = {l,,0,, T,} describe the orbital, spin, and
imaginary-time dependence. Often, the correlation functions are directly measured in the
Matsubara space as a function of w (or v and w), by performing a Fourier transform on the
fly. In order to exploit these correlation functions in D-TRILEX, they have to be recast in
the form used in Egs. (51)—(53) for the vertex functions and in the form of the susceptibility

¢¢’ —
X oo, lyly, 15l —
the densities nzo are defined in Egs. (4) and (42), the quantities required for constructing
D-TRILEX diagrammatic expansion can be obtained by subtracting the disconnected parts from
the corresponding correlation functions of the reference system. Note also that the fermionic
operators in G,;.4 have to be placed in a desired order by applying commutation relations,
which may also lead to additional contributions to the disconnected terms.
After integrating out the reference system Sipp, the action takes the form of the dual boson
problem [80,83,93,94]

szkal[N_l w fko’l’+szkalgvll/fko’l’+}—[f ]

k' oo’ k' oo’

_{pS ¢ S . o o
(P, 1,1,P% ,1,1,)- Taking into account that p], , | =n , <nw’1112 >, where

-1
5S (Vg) 5 51 176192 $263 o 175384 S4
% }{(p—%lllzl: q i|1112’1314 (pq,l4l3 So—q,hlz[ w ]lllz,l;léx 1112,1312[ w ]lglg,l3l4ipq,l4l3
a.{}{s

-1
N AxP =0 A kU —17%9, a3 o} G304
g{:ﬂ} {‘Pq Ly [(Vq ) ]z oy lsly Pa,l5l, qu,hlz[aw ]zllz,zglgxw u,L 1'[ ]1 Sl Lsly q,lgl4
gty

N[+~

(55)

Note that after rescaling bosonic variables one gets ¢ = ¢ g1 — j®)_ In order to eliminate
the four-point vertex function I'”" from the theory, we add and subtract the following terms

S T S Tl 9
(p—q,l I, L1y, 131, q,l413 (pq,l 12 l 1la, 131y (‘Dq,lsl4’

q,{l} ¢¢’ q.{l} 9%

from the dual action (55). At this step, w,, are introduced as arbitrary quantities. Further,
they will be adjusted to obtain the partially bosonized approximation for the four-point vertex
function (see Appendix B). The dual boson action becomes

——TralZ{fk M —fig i P HFLf 014 S TrgIZw_q ey +Tror )i e,
q
—T Z % —1 (‘7—1_ + -1 ) 1, 4 #*7 1 — gyl — !
q

1 ~ -1 -1 1. . —17—1;
q
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where we explicitly isolated the terms that contain the bosonic source fields j*). To shorten
the expression, we omitted band, spin, and channel indices that can be easily restored using
the fact that all multiplications in Eq. (57) are performed in the matrix form. Now, we perform
the following Hubbard-Stratonovich transformations

1 - 7 — —_—— —
exp{ETrg,z Z ¢_qaw1 [Vq 1 —x,+ awwwlaw] awlwq} =D, J D[b¢] x
~ -1
q

-1
xexp{ TrmZ(b*w a [ _1—xw+awv_v:olaw] a,w 1b —Lp:l"_wlbq—b*w goq)}

(59)

where the terms Dgl = \/det [M’/a—l [\7—1 —x+ aw—la] a—lv'v] can again be neglected, be-
cause they also do not affect the calculation of correlation functions. The dual action becomes

Z—TfazZ{fk AR AR AP A BT NTY
-1
. &1 -1 _— cxrr—1
+Trﬁ,leZWw aw[Vq — X, ta,w, aw] a,w, bq_Trﬁ,lZJ:;Vq Jq
q
+1Tr Zb wla [\7_1— +a W la ]_1 w1lb —lTr Z vl
2€,l —q " w Tw|l q Xw ww Tw wwq2€1 J—qq]q
q q
-1 err—1 —1- ) .=—1
+TrﬁlZcpqu P, TrﬁlZ{cpq > (b —-w,a, V ]q) (b:]“—];"Vq a, Ww)Ww <pq}
+ — TrngLp_q w (pq—Trg,lZcp_qv"vc_ol (bq—wwagl\?q_qu). (60)
q

We shift bosonic variables as b®) — p®) = p*) +19q~ 171 to decouple the sources j*) from

30


https://scipost.org
https://scipost.org/SciPostPhys.13.2.036

Scil SciPost Phys. 13, 036 (2022)

the dual bosonic fields ™). After that the fields ¢*) can be integrated out as

1 __ _ /
f D[¢*] exp {_5 Tre, Z (P—qul Pg T Trey Z (b—qul - Z f:afk+q,a’Agz ) (pq} =
q

k,oo’
I PR D WIRATE ) ) WL A
q,k oo’
- 040
+3 Tr€ L Z Z A?}Z)UZWwAv’:-ag),—wfk*olfk+q,02fk*’+q,a4fk’o3 } > (61)
q,{o} k,k’

J D[¢*?, "] exp { —Trgy Z piw i, +Trgy (bl + @iy, )
q

- Tl‘ﬁzzz (fko q—k, a'Aw Pq Tt ‘P*A*W q—kﬂ/fka) } -

q,k oo’

__1 / /
z exp{mlzb* by 2 0y 2 (oo A By BN S )

q,k oo’

O' O
t2 Trﬁl Z ZAUlUZ 3 4ka'1 q— ko'zfq k/0'4fk/0'3}’ (62)

q,{c} kK

where Z,, is a partition function of the Gaussian part of the bosonic action. As discussed in
Appendix B and Refs. [93,94], quartic terms that appear at the last lines of Egs. (61) and (62)
approximately cancel the fermion-fermion (T') part of the interaction (50) if the w!| quantities

are taken in the form of Eq. (96). As the result, the problem reduces to a partially bosonized
dual action

Sfb:_TralZ fk 1fk fk*gvfk}
-1
__1 7—1 -—1 -—1
+5Trngb w,a [V — Yo +awwwaw] a, wbq__Trng]—qV Jq

——Trngb w_'b +TrgIZZA“U frofiiqobq

g,k oo’

. -1 .
~—1 7—1 ~—1 ~—1 i1
+Try, Z b;‘ww a, [Vq — X, ta, W, aw] a,w, bq —Trg, ZJ;Vq Jq

—Trﬂ,le*__lbq+ Trgg 2 2 (fir ik NS by + BEAS q_k’a,fko), (63)

q,k oo’

that upon neglecting fermionic n*) and bosonic j*) source takes the simple form shown in
Eq. (5) of the main text. The bare fermionic Green’s function for this action is defined in
Eq. (7). The bare dual bosonic propagator reads

s

/ -1

riry rnr ( — ) ryTs — 117

Wil = 2. aw,llzz,H’[ Vi =x0) iy ur %ot T ennu, 69
{r/} {l’} 1112’1314 34 4

Substituting the explicit expression (96) for the w
bare bosonic propagator shown in Eq. (8).

rr’ ., quantities leads for the final form for the
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A.2 Physical quantities from the dual space

The source fields introduced in the previous Appendix allows one to derive expressons for
the correlation functions of the initial lattice problem (1) even though the original Grassman
variables ¢*) have been already integrated out. By definition, the fermionic Green’s function
can be found as

1 922

oo’ _ _ * _
G = {Cro1Cron) =

Fyraaaa—— (65)
Z 9519 Moy

where Z is the partition function of the problem. Taking into account that the source fields
enter only the partially bosonized dual action (63), the lattice Green’s function becomes

oo’ _ _ ~—1 ~—1 ‘7‘71 * x—17920"
Gew = 11/ ZZ zz1 fkalllfk0212>5“fb [ek ]121/
1 12 0102
[571] (7] TO1 30105 [ 517920
gk 11/ +; Z 111 G, [Sk ]121/ . (66)
9 0102

Using the Dyson equation for the dressed dual fermionic Green’s function (15) and substituting
the explicit form for the bare dual fermionic Green’s function (7) allows to get the following
relation for the lattice Green’s function

(61 =gy + 5 + a7 —ae, ©67)

shown in Eq. (20) of the main text. Expression (21) for the lattice self-energy can then be
obtained straightforwardly using the standard Dyson equation for the lattice Green’s func-
tion (22).

The lattice susceptibilities can be obtained in a similar way as

/ 1 9°Z
¢¢’ ¢ ¢ - =
Xttty = ~Pq i Plq i) = 7% i< gi¢ (68)
I, 11,%q, 1,1
, 1 0%Z
il b x 0 —
Xty ty = Pq 1 Pt = " Z 577 579 (69
AR A
The part of the action that depends on the bosonic sources is in the following form
s 1 : . .
8 =5 Trgy > iqClg+Trey Y jqRyb
q q
+Trgy 2 JE Calg+Tray 2. (Ji Ry by + jiRe b, ), (70)
q q
where the terms C; and R, explicitly read
-1
=V (7—1 - —1 7—1_ -1
Cq —V [Vq —xw+awwwaw:| f —Vq s
~ ~ - -1 -
=V, [Vql—xw+awww1aw] awwwl. (71)
Therefore, the susceptibility takes the form
riry — che2 riry r1 r rar2
Xq,lllz,lgl4 q,l 12,1314 Z Rq Ly, 1] l’ q,1115,1; l4Rq L1, 15l " (72)

{U{r"}
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Importantly, the terms C, and R, are not divergent. For tl;lis reason, the divergence of the
susceptibility X, and of the renormalized dual interaction W, occurs at the same time. After
some algebra, the expression (72) can be drastically simplified, and the inverse susceptibility
takes the form of a standard Dyson equation

x " " ur vr 5 3
[ q ]1112,1314_[ q ]1112,1314_( Ll laly T q,l1lz,1314) rr’s (73)

with the following polarization operator of the lattice problem

/
rr! _ pyimprr’ Z =T [ P _1]r1r
0t = Mottty * 20 Mg e [(THTTG) ], (74)

Z/Z//,rl
The ﬂlr Iy, I, ferm is defined in Appendix B. It is important to emphasize that the derived rela-

tions for the Green’s function (67) and the suscept1b111ty (73) do not depend on the part1cu1ar
approximation used to obtain the dual self-energy 3 and the dual polarization operator II.

A.3 General form for D-TRILEX diagrams

In the D-TRILEX approach the self-energy 3 and the polarization operator I1 are obtained self-
consistently from the following functional that corresponds to the partially bosonized dual
action (5)

IR 7Y _ = 0102§ 0208 %0707 17766 0507’
PO WAL= Zk: {I; } Z va,ly,ly, 13l k+q Llg Gk’lﬂl qul3l4:lsl6 Aw"‘)’_“)’18’17’1615
q, o} s¢’
01026 ;02071 ~070g ¢¢’ 05076’
T3 ; {I;}ZAV w=0,1y,l5,13l4 Gk,1211 Gk Jolg Wq =0, 1314, 1516 Av’,wzo, lg, 17, lgls *
o} ¢¢’
(75)

Note that the contribution of the particle-particle 4 channel to the introduced functional is
neglected, because it is negligibly small in the D-TRILEX approximation [94]. The self-energy
and the polarization operator can be found by varying the functional as

i:o-o-/ 3 a(I)[G W A] ~gg/ —_9 afb[é, W,A] (76)
k1 — aGoo 7 q,hLl, 15l T an’g .
KL WA @ laly,lyly TGN

This results in the following explicit expressions shown in Egs. (18), (17), and (19) of the
main text and illustrated in Fig. 1

0'10'7 Ulgzg ~0203g 776¢’ 0g0¢
k L, — Z {I;} vw,lq, 1y, l3ly Gk+q,1218 Wq,l3l4,lsl6 Av+w,—w, lg, 17, lgls
q,6¢’ g
0107¢ 7)cc’ 0g05¢ 0208
=, {z;: ) A om0, 13,15, 151 Voo, sty M om0, 15,1, 161 Tty 77
199 g
il 0403¢ FH0305 ~0604 05066’
q,l blyls Zk: {l;}Avﬂu,—w, ls, 13, 11 Gk,lgls Gk+q,l6l4 AW’J, ls,le,17lg (78)
o

Here, G,‘{’ o' and qug/ are the dressed fermionic and bosonic propagators of the partially
bosonized dual problem (5) that can be found using Dyson equations (15) and (16), respec-
tively.
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B Partially bosonized approximation for the four-point vertex

In this Appendix we show the partially bosonized approximation for the four-point vertex
function of the reference system for the multi-band case. This approximation allows us to
eliminate the four-point vertex from the theory by introducing w terms in the lattice action
according to Eq. (56). First, we rewrite the interaction of the reference system (41) in the
particle-hole representation

5 Z Z 1121314 oty Cormr,ol, Cer, o',Cvoly =

w,{v} {1},{o}
1
pp *
5 Z Z 1121314 vollcv 013 w0/, 0,0, T 5 Z U, 121314%011%01451213
w v {o} vilLo
1
pPp *
5 Z Z 1121314 oty CvtenolyCrteo OLVols T 5 Z Ulllzl3l4cvollcvol451213’ (79)
w v {o} v{lLo
which results in the following relation Ulp L1 Uﬁ 5’ L, Now, let us antisymmetrize the in-
3lq 4

teraction as (quadratic terms in Grassmann ¢ variables are neglected for simplicity)

1 Z Uttt e
2 Ll " vol " vt+w 012 v’+w cr’l4 Vo ’13
w{v}{l}{G}

Q Z Z 1121314( vall Y+ 012)( v’+w,a’,l4cv’,a’,13)+

w {vHIL{o}

*
Q Z Z 1121314( valll 0102 v+wazlz)( v+w04l4 ‘74‘73Cv0313) (80)

w {vHIL{o}

in order to obtain the expressions for the bare four-point vertex functions of the reference
system in the particle-hole channel

od _ o77Ph __rph _ o77PP __r7PP om  _ ph pp
F11121314_2[]11121314 Uzll3z2z4_2U11141213 U11141312’ F11121314 -4 slyly = U 1lalsly (81)

Alternatively, the interaction can also be antisymmetrized in the particle-particle channel

1
E Z Z l 121314 vallcv+w ol v’+w 0"14 Vo ’l3
w,{v}{l},{c}
1
Os * * * *
2 Z L L, (Cszl%—vuz - Cvlllcw—v,le) (Cw—v’,ll4cv’Tl3 - Cw—v’,Tl4Cv’llg) +
w,{v}L{l}
1
0t * * c*
p Z L s, (Clelcw—v,lZZ + o1, Comy Tzz) (Cw—v’,ll4cv’T13 + Cw—v’,Tl4Cv’l13) +
o, {v}L{l}

N

Z Fz?ztzzgu{ (CtTllcjo—v,le) (cw—v’,Tl4cv’Tlg) + (Ciulci—v,uz) (Cw—v/,ll4cv’ll3) } > (82)

o,{7},{l}

which gives the corresponding bare vertex functions

1 1
0s _ 2 (;ph ph )__( pp pp )
Dbt = 5 (Uz iy T U0, 5 Uttty T U1, ) 2 (83)
1 h h 1
oc  _ L P _L(ypp  _ppp
Thtt, = 3 (U, = Vltass) 3 (U0, =~ Ulhs) (84)
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Note that the obtained expressions (81), (83) and (84) coincide with the standard definition
for the vertex functions in FLEX approach (see e.g. Ref. [125]).

One can also formally rewrite the interaction of the reference system (41) in the channel
representation as

1 h
- P * >s<
Z Ul 121314Cvallcv+w 012 V4w 0’14 Vo ’13+

2 w{v}{l} {o}

— s *0 b _
Z w,l 12,1314 —w, 11, pw lul3 + Z Yw,1112,1314 pw,lllz pw,1314 -

w Al w,{1},9
o P
5 Z w, Ly, L P—w, 1,1, pw L, T Z Ui, 1,15, 151, P, 1,1, Pg, 151, - (85)
w Bl q,{1},0
In order to determine the bare interaction U" =U’ +Y" of the reference
,l115, 131y Lily, I3l ,lil, 131,

system for every r channel, we antisymmetrize the expression (85). Following the works [93,
94], the bare four-point vertex functions (81) take the following form

0d _ o77d _ 717d __arim F7s __afyt
I:Fvv’ ]11121314 - 2U€O,lllz,lgl4 Uv’—v,lll3,lzl4 BUV’—v,lllg,lzl4 + Uw+v+v’,lll4,l3lz 3Uw+v+v’,lll4,1312
L L
Ul 1,11, ~ YUngt, TO V) (86)
0m Frm Frm ¥ § §
[Fvv’ :|l 1lal3ly 2Uw L115,1514 + Uv’—v,lll3,lzl4 - Uv’—v,lll3,lzl4 - Uw+v+v’,lll4,lglz - Uw+v+v’,lll4,lglz

—yPh

Lyl +o(Y). (87)

Using the idea of Ref. [93] we associate the static parts UP" of the vertex functions (86)
and (87) with the longitudinal contributions ﬁi. After doing that, we immediately get

1 1
d - = ph  _ pyph - = pp PP
Ulllz,lgl4 - 2 (2Ulllzlgl4 U11131214) - 2 (2Ulll41213 Ulll41312) ’ (88)
1 on 1
m _ __~7q7P — ___7q7PP
Uity s, = 2Uzlz31214 = 2Uzlz41312' (89)

The same procedure can be performed for the particle-particle channel. Since the variables
p(*w are already defined in the antisymmetrized form (42), the bare interaction in the particle-
particle channel simply coincides with the bare vertex defined in Egs. (83) and (83)

1 h h 1
s —— p P pp pp
Uity s, = 5 (U11131412 +U 141312) 5 (U11121314 + U11121413) . (90)
1 h h 1
t _Lp P _L(ypp _ppp
U1112,1314 ) (Ul1131412 Ul1l4l3lz) 2 (Ul1121314 Ulllzl413) : ©D

As in previous works on D-TRILEX method [93,94], the exact four-point vertex function of the
reference problem is defined as follows

[Ty, 171027374 = Z ¢ ,.c* ¢t c X
vWell i, vo Iy vtw,o5l v ogly v +w,04l, [ connected
{I'}.{o"}
/ /
179 101 —1 79302 —179303 _ o 404
X [Bv ]1 11 [Bv+w]1 12 [Bv’ ]l§l3 [Bv’+w]1 AV (92)
The conventional definition for the four-point vertex corresponds to the choice Bv = gv e

Following the derivation presented in Refs. [93,94], in the multi-band case the partlally ap-
proximation for the fermion-fermion vertex function reads

01020304 o 791020304 o 0103050 59 0104030,
|:1—"”’/&’]1 1yl51 - Z {I:Mvv’ ] - Mv V+w, V' —v - Mv v, w+v+v >
1lalzly @ 11,151, VT, L3151, >V L4150,

{r}
(93)
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where the partially bosonized collective electronic fluctuations in different channels are

I:Mgg/ ]01020304 Z AC1026 gg / A<74‘73€/ , 94)

el 1,1, vo,ly, 1, 11 co I AN PN P A
Lk ]01020304 Z 01021? —ﬁﬁ/ *03048
I:Mvv’w Liylsl, vw,ly,l, 1 l’ w, 11,1} l/Av’a),lg,l;;,lélf1 ' (95)

The bosonic fluctuation that connects the three-point vertices in Egs. (94) and (95) is

—rr’ _ ar
Woolily, lsly — W, iy, 131, — W 1213145rr’ . (96)
. . . / .
It corresponds to the renormalized interaction w'" of the reference system that can be obtained
from the corresponding susceptibility as

Wity bty = Uty 131,00 + {Z Oty Xty O 7
As has been discussed in Refs. [93,94], the choice (10)-(13) for the bare interaction U" in
different r channels provides the best possible partially bosonized approximation for the four-
point vertex function (93). However, this choice leads to the double-counting of the bare
interaction of the reference problem. This double-counting is removed by the @i" term that
enters Eq. (96). The expression for this term can be obtained in the same way as in Refs. [93,
94], and for the multi-band case explicitly reads

1
~=C _ =775 17 0
Bty = 3V bl Tittste = Uit oty ©8)

C Density and energy from D-TRILEX calculations

The density for each site-orbital index [ can be calculated using the regular formula, based on
the Green’s function

1 1 1
(no) = 5t ZRG Gy = 5T B ZRG (GIVOC)ZG ) (99)
k v

and the total density is simply (n) = >, (n;,). In our calculations, we employed a fitting of
the first few even orders in 1/v of the tail of the local Green’s function Gi?c to get an accurate
result.

Another important single-particle observable of the system is the average energy of the
system. It can be obtained as the expectation value of the Hamiltonian H corresponding to
action (1) of the system, (E)., = (H). The total energy (E) = (E)iin + (E)por can be split
into a single-particle kinetic contribution (E)y;, and a potential energy (E),,; coming from the
interaction. The kinetic part corresponds to

(E)xin = Z [51%: - “511/500/] <CZoleU’l’> = Z (Slffzj _“511/500/) Glf?z: . (100)
k{13, k13,
oo’ oo’

The potential contribution is the expectation value of the interacting terms

ES *
pot— Z Z 1121314< kallCq—k,a/lzCq—k’,a’l4ck’013>

q {k} {1}.{o}

T3 %: q, Lo, 15l <P_q l lzpq 1413> (101)
q S
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where we neglected particle-particle contributions. After recasting the interaction in the
particle-hole representation (79), we can use the relation (68) and the definition of p; ;o
replace the expectation values of four operators with the quantities computed in D-TRILEX

9

S S _ _vS S
<nq,1211 n—q,1314> - Xq,1112a1314 + <n<b1211> (n—q,1314> ’ (102)

Following these replacements and excluding unphysical term due to Pauli principle, the final
expression for the potential energy in the Kanamori approximation for the interaction reads

1 h
(E)por 22%41112[ ., ity F Uf o, (s, ()

q.{l}

ZUII;I;I I: ]llll %ZZUIPI?I I: ]1111 ZU{;IZIZ 2
q,

1 1
d ph ch z d \2
Y Z(l 511 l { L, 12< 1111> o EUlllzlzll (Xlzlllllz +X12111112 - £<nlllz> ) }

11 L

3
2 Z [ d ]13141 lp [ ;h]lllzlau 2 q%; [qu]lslmlz [Xg]zlzzlgu ’ (103)
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