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#### Abstract

We obtain exact formulas for the time-dependence of a few physical observables for the open XX spin chain with Lindbladian dynamics. Our analysis is based on the fact that the Lindblad equation for an arbitrary open quadratic system of $N$ fermions is explicitly solved in terms of diagonalization of a $4 N \times 4 N$ matrix called structure matrix by following the scheme of the third quantization. We mainly focus on the time-dependence of magnetization and spin current. As a short-time behavior at a given site, we observe the plateau regime except near the center of the chain. Basic features of this are explained by the light-cone structure created by propagations of boundary effects from the initial time, but we can explain their more detailed properties analytically using our exact formulas. On the other hand, after the plateau regime, the magnetization and spin current exhibit a slow decay to the steady state values described by the Liouvillian gap. We analytically establish its $O\left(N^{-3}\right)$ scaling and also determine its coefficient.




Copyright K. Yamanaka and T. Sasamoto. This work is licensed under the Creative Commons Attribution 4.0 International License. Published by the SciPost Foundation.

Received 06-05-2021
Accepted 15-03-2023
Published 15-05-2023 $\begin{gathered}\text { Check for } \\ \text { updates }\end{gathered}$
doi:10.21468/SciPostPhys.14.5.112

## Contents

1 Introduction ..... 2
2 Spectrum of the open XX spin chain with boundary dissipation ..... 4
2.1 Lindbladian in Liouvillian-Fock space ..... 4
2.2 Exact Spectrum of Lindbladian ..... 6
3 Exact solutions for time-dependence of physical observables ..... 9
3.1 Exact formulas for magnetization and current ..... 9
3.2 Physical observables in steady state ..... 12
4 The dynamics of physical observables ..... 12
4.1 Behaviors of time-dependent physical observables ..... 12
4.2 The short time behaviors $\left(0 \sim 4 J t \sim \mathcal{O}\left(N^{1}\right)\right)$ ..... 14
4.2.1 Light-cone structure ..... 14
4.2.2 The emergence of the plateau regime ..... 15
4.3 Long time behaviors (4Jt $\sim \mathcal{O}\left(N^{3}\right)$ ) and Liouvillian gap ..... 16

## 1 Introduction

Open non-equilibrium systems, connected with external reservoirs, have been one of the most important subjects in non-equilibrium statistical mechanics [1,2]. They are known to show various interesting behaviors and phenomena, which are not seen in systems in thermal equilibrium. A classical example is the Bernard convection, in which a characteristic spatio-temporal pattern appears when the temperature difference between the top and bottom sides of an intermediate liquid becomes large enough [3-5]. To understand basic properties of non-equilibrium systems, studying simple model systems is useful. In particular, there have been extensive studies on classical one-dimensional models which show nontrivial phenomena like boundary induced phase transition and anomalous transport and at the same time are analytically tractable [6-8].

Recently, due to the development of experimental techniques, non-equilibrium states are realized also in a variety of quantum systems, such as cold atoms [9-12], optics [13, 14], and quantum walks [15]. Correspondingly studying non-equilibrium properties of open quantum systems from a theoretical point of view is also becoming more and more important. In addition, for the last few years, connections to studies of non-hermitian systems have been suggested and attracted attention [16-21], since open quantum systems can be interpreted as non-hermitian systems.

There are a few theoretical frameworks to study the dynamics of open quantum systems. A conventional one is the use of non-equilibrium Green's function [22,23], which is an extension of the standard Green's function $[23,24]$ and has been useful to analytically calculate time dependent correlation functions for systems in equilibrium. Recently, the method has been generalized to study systems in which the state evolves from a given initial condition to another $[25,26]$. It has been already applied to a few concrete models such as the one-dimensional XY spin chain [27-29]. In this approach, the time evolution is still given by a Hamiltonian, but calculations tend to be rather cumbersome. It has turned out that a description by a quantum master equation [30-32] is equally effective and useful to study various properties of nonequilibrium systems. There are several versions of the quantum master equations, such as the Lindblad equation and the Redfield equation. In this paper we employ the description by the Lindblad equation. We remark that relationships between the quantum master equations and the method of the non-equilibrium Green's function have been recently examined [33].

The Lindblad equation has been mainly solved numerically, by which one can treat only relatively small systems. But by taking simple models which are analytically tractable, we may study non-equilibrium properties of large systems. Indeed there have been already some previous works for several one-dimensional systems described by the Lindblad equation. In particular, a few exact solutions for the nonequilibrium steady states(NESSs) have been obtained by using Matrix Product Ansatz (MPA) [34-42]. As for dynamics, there has been some recent progress in numerical calculations such as the Matrix Product Operator method [43-45], the
density matrix renormalization group method [46,47]. It is equally important to develop analytical techniques to study their dynamics [48-50]. In particular, analytical solutions for some simple model systems would provide invaluable information for understanding general open quantum systems.

In this paper, we will give an exact solution for the time-dependence of the magnetization and the spin current for the XX spin chain with boundary dissipation described by the Lindblad equation. We will use the fact that an arbitrary open quadratic system whose dynamics is described by the Lindblad equation admits an application of the third quantization [51]. Although this method has been already known for about ten years and has been applied to several fermionic and bosonic systems [51-57], as far as we know, it has not been fully exploited for obtaining exact formulas for time-dependent physical quantities. In this paper we will show how we can utilize the third quantization to obtain exact time-dependence of physical quantities and provide explicit formulas for a few of them.

In previous works [51,53-57], solving a Lindblad equation describing the dynamics for open quadratic bosonic/fermionic systems has been shown to reduce to a diagonalization of a $2 N \times 2 N$ matrix. In this paper, we show that, in the case of the open XX spin chain, the problem can be further reduced to a diagonalization of an $N \times N$ non-Hermitian matrix and that this non-Hermitian matrix can be diagonalizable. We remark on the fact that solving a Lindblad equation describing the dynamics has been shown to reduce a diagonalization of the $N \times N$ non-Hermitian matrix in a few specific cases, such as for the open XX spin chain whose specific dissipative strengths satisfy the condition $4 J^{2}=\varepsilon_{\mathrm{L}} \varepsilon_{\mathrm{R}}$ [56], and the open XY spin chain without magnetic field [57]. Using our procedure, the non-Hermitian matrix for the open XX spin chain can be diagonalized for arbitrary dissipative strengths and magnetic field. Then we will show that the time-dependence of physical quantities can be studied by solving the continuous-time differential Lyapunov equation [58-60] and that this equation can indeed be solvable. By combining these we can arrive at explicit formulas for the time-dependence for an open quantum system described by the Lindblad equation for the first time. We also remark that a similar reduction of matrix size has been known for the XY spin chain Hamiltonian in the context of the Kitaev model [61,62].

As an example of applications of our formulas, we consider the time-dependence of the magnetization and the spin current from the thermal equilibrium state in the high temperature limit $\beta \rightarrow 0$. First, by taking the limit $t \rightarrow \infty$, we obtain the exact solutions for the NESS. We will see that our formulas give a generalization of the formulas in a previous study using MPA [35], in which only the case of opposite magnetizations at the boundaries was treated. By the same formulas, we will also analyze behaviors for time-dependent physical observables. We first observe that the spatio-temporal dependence of the magnetization for the open XX chain using our formulas shows a light-cone structure. Similar light-cone structures have appeared in quench dynamics or a dynamics starting from the step initial condition [11,63,64]. Our results would be useful to discuss similarities and differences with the dynamics of the closed XX spin chain and the validity of some approximations in the derivation of the QMEs [32]. By carefully examining the behaviors of physical quantities, we can study various other properties as well. For example we can analytically show the emergence of the plateau regime and discuss their behaviors in detail by performing an asymptotic analysis of integral representations of physical quantities. Also, after the plateau regime, we observe a slow relaxation for the magnetization and the spin current at a bulk site, corresponding to the Liouvillian gap. By examining our formulas, we will not only establish the $O\left(1 / N^{3}\right)$ scaling but also determine its coefficient.

The paper is organized as follows. In the following section 2, we shortly explain the general theorems of the third quantization to review the previous studies [51,55], and we calculate the exact spectrum of the Lindbladian. In sections 3 and 4, we explain the main results of this paper. In section 3, we explain: (i) we can calculate the analytical steady state solutions of
the magnetization and spin current for open XX spin chain with left-right asymmetric dissipation strength and bath magnetization, and (ii) the exact solutions of the time-dependence of magnetization and spin current are obtained. In section 4, we focus on several specific behaviors for the dynamics of the open XX spin chain with boundary dissipations. In particular, we analytically discuss the light-cone structure, the plateau regime where the magnetization does not change over a duration of time, and the Liouvillian gap. The former two issues appear in a short time window, and the latter one is related to a long time window. Each time window is determined by the specific time for this system, and we introduce these in section 4 . In section 5, we summarize this paper, and in appendixes we give more detailed calculations for the physical observables for steady state and the time-derivative of the magnetization on an arbitrary site.

## 2 Spectrum of the open XX spin chain with boundary dissipation

### 2.1 Lindbladian in Liouvillian-Fock space

We consider the following Hamiltonian of XX spin chain,

$$
\begin{equation*}
H=J \sum_{k=1}^{N-1}\left(\sigma_{k}^{x} \sigma_{k+1}^{x}+\sigma_{k}^{y} \sigma_{k+1}^{y}\right)-B \sum_{k=1}^{N} \sigma_{k}^{z}, \tag{1}
\end{equation*}
$$

where $\sigma_{k}^{x, y, z}$ are the Pauli operators, $J$ is the coupling constant between a site and nearestneighbor sites, and $B$ is denoted as the magnetic field. The Lindblad equation [31] is denoted as

$$
\begin{equation*}
\frac{\mathrm{d}}{\mathrm{~d} t} \rho(t) \equiv \mathcal{L} \rho(t)=-i[H, \rho(t)]+\sum_{\mu} L_{\mu} \rho(t) L_{\mu}^{\dagger}-\frac{1}{2}\left\{L_{\mu}^{\dagger} L_{\mu}, \rho(t)\right\}, \tag{2}
\end{equation*}
$$

where $\rho(t)$ is the density operator and Lindblad dissipative operators are defined as

$$
\begin{align*}
& L_{1}=\sqrt{\varepsilon_{\mathrm{L}} \frac{1+\mu_{\mathrm{L}}}{2}} \sigma_{1}^{+}, \quad L_{3}=\sqrt{\varepsilon_{\mathrm{R}} \frac{1+\mu_{\mathrm{R}}}{2}} \sigma_{N}^{+},  \tag{3}\\
& L_{2}=\sqrt{\varepsilon_{\mathrm{L}} \frac{1-\mu_{\mathrm{L}}}{2}} \sigma_{1}^{-}, \quad L_{4}=\sqrt{\varepsilon_{\mathrm{R}} \frac{1-\mu_{\mathrm{R}}}{2}} \sigma_{N}^{-} \tag{4}
\end{align*}
$$

where $\sigma^{ \pm}=\left(\sigma^{x} \pm i \sigma^{y}\right) / 2, \varepsilon_{\mathrm{L} / \mathrm{R}}$ are dissipative strength between the system and each reservoir, and $\mu_{\mathrm{L} / \mathrm{R}}$ are the magnetization on each reservoir. We can explain the interpretation of these parameters and the forms of the operators $(3,4)$ when we derive the Lindblad equation from the dynamics of the total system including the reservoirs [65,66]. The Lindblad operators $L_{1}, L_{2}(3,4)$ play the roles of entry and exclusion of the up-spin between the left boundary and the left end, and $L_{3}, L_{4}(3,4)$ play the roles of entry and exclusion for the up-spin between the right boundary and the right end. These parameters $\varepsilon_{\mathrm{L} / \mathrm{R}}, \mu_{\mathrm{L} / \mathrm{R}}$ are related to the coupling strength in each boundary and each reservoir's chemical potential, respectively.

In the following, we will determine the spectrum of the Lindbladian $\mathcal{L}$ in (2), which is a linear operator in the space of density operators. A summary will be given at the end of this section.

We introduce the Majorana fermion operators $w_{j}, j=1,2, \cdots, 2 N$ satisfying the anticommutation relations $\left\{w_{j}, w_{k}\right\}=2 \delta_{j, k}$. The XX spin chain is equivalent to the onedimensional free Majorana fermion model using the inverse of the Jordan-Wigner transformation $\sigma \rightarrow w$. These operators $w_{j}$ are related to Pauli operators $\sigma_{m}$ as the following JordanWigner transformation [51],

$$
\begin{equation*}
w_{2 k-1}=\sigma_{k}^{x} \prod_{n<k} \sigma_{n}^{z}, \quad w_{2 k}=\sigma_{k}^{y} \prod_{n<k} \sigma_{n}^{z}, \quad \leq k \leq N . \tag{5}
\end{equation*}
$$

The Hamiltonian in (1) and Lindblad dissipative operators in $(3,4)$ are rewritten in terms of the Majorana fermion operators $w_{j}$ as

$$
\begin{equation*}
H=-i J \sum_{k=1}^{N-1}\left(w_{2 k} w_{2 k+1}-w_{2 k-1} w_{2 k+2}\right)+i B \sum_{k=1}^{N} w_{2 k-1} w_{2 k}, \tag{6}
\end{equation*}
$$

and as

$$
\begin{gather*}
L_{1}=\sqrt{\varepsilon_{\mathrm{L}} \frac{1+\mu_{\mathrm{L}}}{2}} \frac{w_{1}+i w_{2}}{2}, \quad L_{2}=\sqrt{\varepsilon_{\mathrm{L}} \frac{1-\mu_{\mathrm{L}}}{2}} \frac{w_{1}-i w_{2}}{2},  \tag{7}\\
L_{3}=\sqrt{\varepsilon_{\mathrm{R}} \frac{1+\mu_{\mathrm{R}}}{2}} \frac{w_{2 N-1}+i w_{2 N}}{2} \boldsymbol{\Omega}, \quad L_{4}=\sqrt{\varepsilon_{\mathrm{R}} \frac{1-\mu_{\mathrm{R}}}{2}} \frac{w_{2 N-1}-i w_{2 N}}{2} \boldsymbol{\Omega}, \tag{8}
\end{gather*}
$$

respectively. Here, $\Omega:=(-1)^{N} \prod_{l=1}^{2 N} w_{l}$ is a Casimir operator which commutes with all the elements of the Clifford algebra generated by Majorana operators $w_{j}$, and satisfies $\boldsymbol{\Omega} \boldsymbol{\Omega}^{\dagger}=\boldsymbol{\Omega}^{\dagger} \boldsymbol{\Omega}=1$.

Throughout this paper, $\underline{x}=\left(x_{1}, x_{2}, \cdots\right)^{\mathrm{T}}$ will designate a vector (column) of appropriate scalar valued or operator valued symbols $x_{k}$. Then, the Hamiltonian and the Lindblad dissipative operators ( $6-8$ ) can be expressed by a quadratic form and linear forms respectively as

$$
\begin{align*}
H & =\sum_{j, k=1}^{2 N} w_{j} \mathrm{H}_{j, k} w_{k}=\underline{w} \cdot \mathbf{H} \underline{w},  \tag{9}\\
L_{\mu} & =\sum_{j=1}^{2 N} l_{\mu, j} w_{j}=\underline{l}_{\mu} \cdot \underline{w}, \tag{10}
\end{align*}
$$

where $\underline{A} \cdot \underline{B}$ is the inner product between the vectors $\underline{A}$ and $\underline{B}$, and $2 N \times 2 N$ matrix $\mathbf{H}$ can be chosen to be an antisymmetric matrix $\mathbf{H}^{\mathrm{T}}=-\mathbf{H}$. From Lindblad dissipative operators, the matrix $\mathbf{M}$ is defined as

$$
\begin{equation*}
\mathbf{M}_{j k}=\sum_{\mu} l_{\mu, j} l_{\mu, k}^{*}, \tag{11}
\end{equation*}
$$

which is a Hermitian matrix, and $\mathbf{M}_{R}$ and $\mathbf{M}_{I}$ are real and imaginary part of the matrix $\mathbf{M}$, respectively.

A fundamental concept of the third quantization [51] is the Fock structure on $4^{N}$-dimensional Liouville space of operators $\mathcal{K}$, called the operator space. This space is created as the Hilbert space of density operators with the definition of an inner product $\langle A \mid B\rangle=4^{-N} \operatorname{tr}\left(A^{\dagger} B\right)$ where $A, B$ are operators. We use Dirac bra-ket notation for the operator space $\mathcal{K}$. This means replacing the relation between operators and states over physical Hilbert space with the one between maps and operators over the operator space. Then, symbols with a hat shall designate linear maps over the operator space $\mathcal{K}$, and we note the difference between an operator $X$ over the physical Hilbert space and a map $\hat{X}$ over operator space $\mathcal{K}$. By this transformation, the Lindblad equation (2) is rewritten as

$$
\begin{equation*}
\frac{\mathrm{d}}{\mathrm{~d} t}|\rho(t)\rangle=\hat{\mathcal{L}}|\rho(t)\rangle . \tag{12}
\end{equation*}
$$

The Lindblad map $\hat{\mathcal{L}}$, which may be related to the Lindbradian $\mathcal{L}$ in (2) by a similarity transformation, is written in terms of the self-adjoint Hermitian Majorana fermion maps $\hat{a}_{\mu, r}$ [51] satisfying $\left\{\hat{a}_{\mu, r}, \hat{a}_{\nu, s}\right\}=\delta_{\mu, \nu} \delta_{r, s}$, and this map takes a quadratic form with the identity map term $\mathbb{1}$ as

$$
\begin{equation*}
\hat{\mathcal{L}}=\underline{\hat{a}} \cdot \mathbf{A} \underline{\hat{a}}-A_{0} \hat{\mathbb{1}}, \tag{13}
\end{equation*}
$$

where a matrix $\mathbf{A}$ is called the structure matrix

$$
\mathbf{A}=\left(\begin{array}{cc}
-2 i \mathbf{H}+i \mathbf{M}_{I} & i \mathbf{M}  \tag{14}\\
-i \mathbf{M}^{\mathrm{T}} & -2 i \mathbf{H}-i \mathbf{M}_{I}
\end{array}\right)
$$

and the coefficient of identity term $A_{0}$ is equal to the trace of the matrix M. It is known that eigenvalues and eigenvectors of the Lindblad map $\hat{\mathcal{L}}$ (or Lindbradian $\mathcal{L}$ ) can be constructed from those of the structure matrix A [54].

The Lindblad map conserves its parity. The operator space $\mathcal{K}$ can be decomposed into a direct sum $\mathcal{K}=\mathcal{K}_{+} \oplus \mathcal{K}_{-}$which are defined as $\mathcal{K}_{ \pm}=\frac{1 \pm \exp \left(i \pi \sum_{k}\left(\frac{1}{2}-i \hat{a}_{1, k} \hat{a}_{2, k}\right)\right.}{2} \mathcal{K}$. Then, the parity of the Lindblad map in the operator space $\mathcal{K}$ corresponds to that of total number of the Majorana operator $w_{j}$ in physical Hilbert space $\mathcal{H}$. In this paper, we consider only the product of an even number of the Majorana fermion operator $w_{j}$, which is enough to calculate usual physical observables, for example magnetization, spin current, energy, and so on. Thus, we can restrict our attention to the subspace $\mathcal{K}_{+}$. If the structure matrix A is written as the Jordan canonical form, the Lindblad map $\hat{\mathcal{L}}$ becomes the almost-diagonal map. Moreover, we obtain the exact solution of the time-dependence of physical observables whose dynamics are described by the Lindblad equation.

### 2.2 Exact Spectrum of Lindbladian

As shown in [54], the structure matrix A is unitary equivalent to a following block-triangular matrix,

$$
\tilde{\mathbf{A}}=\mathbf{U A} \mathbf{U}^{\dagger}=\left(\begin{array}{cc}
-\mathbf{X}^{\mathrm{T}} & 2 i \mathbf{M}_{I}  \tag{15}\\
0 & \mathbf{X}
\end{array}\right)
$$

where $\mathbf{X}=-2 i \mathbf{H}+\mathbf{M}_{R}$ is a real matrix, and the matrix $\mathbf{U}$ is trivially the $4 N \times 4 N$ permutation matrix which corresponds to the cyclic permutation of Pauli operators ( $\sigma^{x} \rightarrow \sigma^{y}, \sigma^{y} \rightarrow \sigma^{z}, \sigma^{z} \rightarrow \sigma^{x}$ ). Also, as shown in [54], if the matrix $\mathbf{X}$ is diagonalizable, the structure matrix is diagonalizable. Thus, we consider only the eigensystem of a $2 \mathrm{~N} \times 2 \mathrm{~N}$ matrix X. Moreover it has been known, in the specific cases of the open XX spin chain whose specific dissipative strengths satisfy the condition $4 J^{2}=\varepsilon_{\mathrm{L}} \varepsilon_{\mathrm{R}}$ [56] and the open XY spin chain without magnetic field [57], that the matrix $\mathbf{X}$ can be decomposed into $N \times N$ matrices. In this paper, we show that, for the open XX spin chain with general magnetic field and dissipative parameters, the matrix X can be decomposed into $N \times N$ matrices.

Lemma 1. Using a unitary matrix $\mathbf{S}$, the matrix $\mathbf{X}$ is unitarily equivalent to a block-diagonal matrix

$$
\tilde{\mathbf{X}}=\mathbf{S X S}^{\dagger}=\left(\begin{array}{cc}
i \Xi & 0  \tag{16}\\
0 & -i \Xi^{\dagger}
\end{array}\right)
$$

where $\boldsymbol{\Xi}$ is an $N \times N$ matrix.

We can show this lemma easily. First, the matrix $\mathbf{X}$ is rewritten by using the Kronecker product

$$
\mathbf{X}=i\left(\begin{array}{cccc}
B & J & &  \tag{17}\\
J & B & & \\
& & \ddots & J \\
& & J & B
\end{array}\right) \otimes \sigma^{y}+\left(\begin{array}{ccccc}
\frac{\varepsilon_{\mathrm{L}}}{4} & & & \\
& 0 & & \\
& & \ddots & & \\
& & & 0 & \\
& & & \frac{\varepsilon_{\mathrm{R}}}{4}
\end{array}\right) \otimes \mathbb{1}_{2}
$$

Then, we introduce the following permutation,

$$
\left.\kappa: \rightarrow\left\{\begin{array}{ccccccc}
1, & 2, & \cdots, & N, & N+1, & \cdots, & 2 N-1,  \tag{18}\\
1, & 3, & \cdots, & 2 N-1, & 2, & 4, & \cdots,
\end{array}\right) 2 N\right\}
$$

The $2 N \times 2 N$ permutation matrices which correspond to the above permutation and the cyclic permutation of Pauli operators are defined to be $\Pi_{\kappa}$ and Ǔ, and the unitary matrix $\mathbf{S}$ is denoted as $\mathbf{S}=\mathbf{U} \Pi_{\kappa}$. The matrix $\mathbf{X}$ is decomposed into the form of a block matrix as

$$
\tilde{\mathbf{X}}=\mathbf{S X S}^{\dagger}=\left(\begin{array}{cc}
i \boldsymbol{\Xi} & 0  \tag{19}\\
0 & -i \boldsymbol{\Xi}^{\dagger}
\end{array}\right)
$$

where the matrix $\boldsymbol{\Xi}$ is non-Hermitian matrix

$$
\boldsymbol{\Xi}=\left(\begin{array}{ccccc}
B-i \frac{\varepsilon_{\mathrm{L}}}{4} & J & & &  \tag{20}\\
J & B & & & \\
& & \ddots & & \\
& & & B & J \\
& & & J & B-i \frac{\varepsilon_{\mathrm{R}}}{4}
\end{array}\right)
$$

Also, we can decompose the characteristic polynomial of the matrix $\mathbf{X}$ into two characteristic polynomials of the matrix $\boldsymbol{\Xi}$, since the matrix $\tilde{\mathbf{X}}$ is block-diagonalizable.

Corollary 1. The characteristic polynomial of the matrix $\mathbf{X}$ is decomposed into two characteristic polynomials of the matrix $\boldsymbol{\Xi}$

$$
\begin{equation*}
p_{\mathrm{X}}(\lambda)=p_{\Xi}(-i \lambda) p_{\Xi}^{*}\left(-i \lambda^{*}\right) \tag{21}
\end{equation*}
$$

where $p_{\mathbf{X}}(\lambda):=\operatorname{det}\left(\mathbf{X}-\lambda \mathbb{1}_{2 N}\right)$, and $p_{\boldsymbol{\Xi}}(\lambda):=\operatorname{det}\left(\boldsymbol{\Xi}-\lambda \mathbb{1}_{N}\right)$.
Therefore, all the eigenvalues of the Lindblad map $\hat{\mathcal{L}}$ (or Lindbradian $\mathcal{L}$ ) for the open XX spin chain are constructed by the eigenvalues of the $N \times N$ matrix $\boldsymbol{\Xi}$. Moreover, the matrix $\boldsymbol{\Xi}$ is a tri-diagonal matrix and we can obtain the eigenvalues and eigenvectors of the matrix $\boldsymbol{\Xi}$ [29,67-69]. Consider the eigenvalue problem $\Xi \underline{q}=\lambda \underline{q}$ where the $k$-th $(1 \leq k \leq N)$ eigenvector $\underline{q}^{(k)}=\left(q_{1}^{(k)}, q_{2}^{(k)}, \cdots, q_{N}^{(k)}\right)^{\mathrm{T}}$. In the following we will set $q_{1}^{(k)}=1$, since the value of $q_{1}^{(k)}$ can be an arbitrary non-zero number. Then, we obtain the eigenvalue and the component of the eigenvector $[67,68]$

$$
\begin{equation*}
\lambda^{(k)}=B+2 J \cos \theta_{k} \tag{22}
\end{equation*}
$$

and

$$
\begin{equation*}
q_{j}^{(k)}=\frac{1}{\sin \theta_{k}}\left[\sin j \theta_{k}+i l \sin (j-1) \theta_{k}\right], \tag{23}
\end{equation*}
$$



Figure 1: Eigenvalue distribution of matrix $\boldsymbol{\Xi}$. Other parameters are set to $N=30$, $J=1.0, B=0.0$, and $\mu_{\mathrm{L}}=-\mu_{\mathrm{R}}=1.0$.
where the parameter $\theta_{k}$ is determined by the following condition,

$$
\begin{equation*}
\left\{2 \cos \theta_{k}+i(l+r)\right\} \sin N \theta_{k}-(1+l r) \sin (N-1) \theta_{k}=0 \tag{24}
\end{equation*}
$$

where we defined $l=\frac{\varepsilon_{\mathrm{L}}}{4 J}$ and $r=\frac{\varepsilon_{\mathrm{R}}}{4 J}$.
Distribution of the solutions to (24), and hence that of the eigenvalues of the matrix $\boldsymbol{\Xi}$, depend strongly on boundary dissipative strength $\varepsilon_{\mathrm{L} / \mathrm{R}}$. When $\varepsilon_{\mathrm{L}}=\varepsilon_{\mathrm{R}}=0$, the solution of (24) is simply given by $\theta_{k}=\pi k /(N+1), 0 \leq k \leq N$ and the corresponding eigenvalues (22) are distributed on the real axis from $B-2 J$ to $B+2 J$. On the other hand, when $\varepsilon_{\mathrm{L} / \mathrm{R}}$ are nonzero, the solutions to (24) and hence the corresponding eigenvalues (22) become complex. In particular when $\varepsilon_{\mathrm{L} / \mathrm{R}}$ are larger than $4 J$, while most eigenvalues are still close to the real axis, there appear special eigenvalues which have larger imaginary part than the other ones, as shown in an example in Fig. 1. Behaviors of eigenvalues in the limit $N \rightarrow \infty$ may be discussed as follows. First using the knowledge of the recurrence relation for the matrix $\boldsymbol{\Xi}$, we obtain the characteristic equation of the matrix $\boldsymbol{\Xi}$ as

$$
\begin{equation*}
\beta^{N+1}-\alpha^{N+1}+i(l+r)\left(\beta^{N}-\alpha^{N}\right)-\operatorname{lr}\left(\beta^{N-1}-\alpha^{N-1}\right)=0 \tag{25}
\end{equation*}
$$

where $\alpha+\beta=\frac{\lambda-B}{J}$ and $\alpha \beta=1$. Therefore, if we can solve the equation (25), we obtain the eigenvalue $\lambda=B+J\left(\beta+\beta^{-1}\right)$. As discussed in [29], the solutions of the above equation when $N \rightarrow \infty$ depend on the magnitude of $\beta$. When $|\beta|>1$, terms containing $\alpha^{N}$ become small since $|\alpha|<1$ and the equation (25) becomes

$$
\begin{equation*}
\beta^{2}+i(l+r) \beta-l r=0 \tag{26}
\end{equation*}
$$

This can be solved easily and the solutions are given by $\beta=-i l$, $-i r$. Hence these solutions exist only when $\varepsilon_{\mathrm{L} / \mathrm{R}}>4 J$. In a similar manner, when $|\beta|<1$, the solutions of equation (25) are given by $\beta=i l^{-1}$, ir $r^{-1}$. Lastly, when $|\beta|=1$, the solution of equation (25) is in the form $\beta=e^{i \theta}, \theta \in \mathbb{R}$. We call the eigenvalues without imaginary part $\operatorname{Im}(\lambda)=0$ normal eigenvalue expressed as $\lambda=B+2 J \cos \theta$ and the eigenvalues with imaginary part $\operatorname{Im}(\lambda) \neq 0$ special eigenvalue expressed as

$$
\begin{equation*}
\lambda=B-i J\left(l-l^{-1}\right), B-i J\left(r-r^{-1}\right) . \tag{27}
\end{equation*}
$$

For a large but finite $N$, there appear eigenvalues close to the real axis and the ones with larger imaginary part. The former is expected to become normal eigenvalues and the latter special eigenvalues as $N \rightarrow \infty$. They will be called the normal and special eigenvalues respectively even when $N$ is large but not infinite.

Since the matrix $\boldsymbol{\Xi}$ is a complex symmetric matrix, we can diagonalize it by using a complex orthogonal matrix $\mathbf{Q}$ as

$$
\begin{equation*}
\Xi=\mathbf{Q D Q}^{\mathrm{T}}, \tag{28}
\end{equation*}
$$

where

$$
\begin{equation*}
\mathbf{D}=\operatorname{diag}\left[\lambda^{(1)}, \cdots, \lambda^{(N)}\right], \mathbf{Q}=\left[\underline{Q}^{(1)}, \cdots, \underline{Q}^{(N)}\right] . \tag{29}
\end{equation*}
$$

Denoting the normalization factor of the $k$-th eigenvector by $\mathcal{N}_{k} \equiv \underline{q}^{(k)} \cdot \underline{q}^{(k)}$, we set $\underline{Q}^{(k)}=\frac{q^{(k)}}{\mathcal{N}_{k}}$. Then, by Lemma 1 and the diagonalization above, the matrix $\mathbf{X}$ is $\overline{\text { digonalizable as follows, }}$

$$
\mathbf{X}=\mathbf{S}^{\dagger}\left(\begin{array}{cc}
\mathbf{Q} & 0  \tag{30}\\
0 & \overline{\mathbf{Q}}
\end{array}\right)\left(\begin{array}{cc}
i \mathbf{D} & 0 \\
0 & -i \mathbf{D}^{\dagger}
\end{array}\right)\left(\begin{array}{cc}
\mathbf{Q}^{\mathrm{T}} & 0 \\
0 & \mathbf{Q}^{\dagger}
\end{array}\right) \mathbf{S} .
$$

Also, the matrix $\mathbf{X}$ can be rewritten in a Jordan canonical form,

$$
\begin{equation*}
\mathbf{X}=\mathbf{P} \Delta \mathbf{P}^{-1} \tag{31}
\end{equation*}
$$

where $\mathbf{P}$ is a non-singular matrix, and $\Delta$ is a Jordan canonical form. Let any Jordan cell size be bigger than 1, and the component of the matrix $\mathbf{P}$ be the generalized eigenvectors of the matrix $\mathbf{X}$. Thus, if and only if the matrix $\mathbf{X}$ is diagonalizable, we can consider that these representation are the same. Then, by using $(30,31)$, we obtain the non-singular matrix $\mathbf{P}$ and its inverse matrix $\mathbf{P}^{-1}$ as the follows,

$$
\mathbf{P}=\mathbf{S}^{\dagger}\left(\begin{array}{cc}
\mathbf{Q} & 0  \tag{32}\\
0 & \overline{\mathbf{Q}}
\end{array}\right), \quad \mathbf{P}^{-1}=\left(\begin{array}{cc}
\mathbf{Q}^{\mathrm{T}} & 0 \\
0 & \mathbf{Q}^{\dagger}
\end{array}\right) \mathbf{S} .
$$

To summarize the results of this section, we have determined the exact formula of the eigenvalues of the Lindbradian $\mathcal{L}$ in (2). More precisely, we wrote the Lindblad map $\hat{\mathcal{L}}$ in (12) acting on the operator space in the form (13) with (15) and (16), and have obtained the eigenvalues and the corresponding eigenvectors of the matrix $\Xi$ as in (22) and (23) with (24).

## 3 Exact solutions for time-dependence of physical observables

In this section we calculate the exact formulas of time-dependent physical observables by using the exact formula of the eigenvalues and the corresponding eigenvector of the matrix $\Xi$ in the previous section. In this paper we focus on the time-dependent magnetization and spin current. The results will be summarized as $(45,46)$ below,

### 3.1 Exact formulas for magnetization and current

The physical observables $X(t)$ at time $t$ is defined in Schrödinger picture as $X(t)=\operatorname{tr}(X \rho(t))$ [51,53,54]. Since the Lindbladian in Hilbert space is difficult to study analytically, we consider the Heisenberg picture in Liouville-Fock space [70, 71]. As presented below in $(36,37)$, the time-dependent magnetization and spin current are written in terms of quadratic physical observables [51,54] defined as

$$
\begin{equation*}
\mathrm{C}_{\mathrm{j}, \mathrm{k}}(t)=\operatorname{tr}\left(w_{j} w_{k} \rho(t)\right) . \tag{33}
\end{equation*}
$$

Then, since the diagonal terms in $C_{j, k}(t)$ are time-invariant $C_{j, j}(t)=\operatorname{tr}(\rho(t))=\operatorname{tr}(\rho(0))$, we define the correlation matrix $\tilde{\mathbf{C}}(t)=\left\{\tilde{C}_{j, k}(t)\right\}_{1 \leq j, k \leq N}$ by

$$
\begin{equation*}
\tilde{\mathrm{C}}_{j, k}(t)=\operatorname{tr}\left(w_{j} w_{k} \rho(t)\right)-\delta_{j, k}=2\langle 1| \hat{a}_{1, j}(t) \hat{a}_{1, k}(t)\left|\rho_{0}\right\rangle-\delta_{j, k}, \tag{34}
\end{equation*}
$$

where the super-Heisenberg picture is defined by $\hat{a}_{k}(t):=e^{-t \hat{\mathcal{L}}} \hat{a}_{k} e^{t \hat{\mathcal{L}}}$. Using the Lindbladian map $\hat{\mathcal{L}}$ (13), we can obtain the equation of motion for Majorana map as follows,

$$
\begin{equation*}
\frac{\mathrm{d} \underline{\hat{a}}(t)}{\mathrm{d} t}=2 \mathbf{A} \underline{\hat{a}}(t) \tag{35}
\end{equation*}
$$

In terms of $\tilde{C}_{j, k}(t)$, the magnetization $m_{k}^{z}(t)$ on site $k$ and the spin current $j_{k, k+1}(t)$ between sites $k$ and $k+1$ can be written by using (5) as follows,

$$
\begin{align*}
m_{k}^{z}(t) & =\left\langle\sigma_{k}^{z}\right\rangle(t)=-i \tilde{C}_{2 k-1,2 k}(t)  \tag{36}\\
j_{k, k+1}(t) & =\left\langle 2 J\left(\sigma_{k}^{x} \sigma_{k+1}^{y}-\sigma_{k}^{y} \sigma_{k+1}^{x}\right)\right\rangle(t)=-2 J i \tilde{\mathrm{C}}_{2 k-1,2 k+1}(t)-2 J i \tilde{\mathrm{C}}_{2 k, 2 k+2}(t) \tag{37}
\end{align*}
$$

The time-dependent correlation matrix $\tilde{\mathbf{C}}(t)$ satisfies the following differential equation [70, 71],

$$
\begin{equation*}
\frac{\mathrm{d} \tilde{\mathbf{C}}(t)}{\mathrm{d} t}=-2\left\{\mathbf{X}^{\mathrm{T}} \tilde{\mathbf{C}}(t)+\tilde{\mathbf{C}}(t) \mathbf{X}\right\}-4 i \mathbf{M}_{I} \tag{38}
\end{equation*}
$$

Since the components of the matrix $\tilde{\mathbf{C}}(t)$ correspond to the physical observables as $(36,37)$, obtaining the exact solution $\tilde{\mathbf{C}}(t)$ (34) is equivalent to obtaining the exact formulas of the time-dependent the physical observables. In some papers [70-73], this equation (38) has been solved numerically or only its steady state $\left(\frac{\mathrm{d} \tilde{\mathbf{C}}(t)}{\mathrm{d} t}=0\right)$ has been examined, since exact eigenvalues and eigenvectors for the open XX spin chain have not been obtained. By using the exact spectrum of the matrix $\boldsymbol{\Xi}$ (20) and the solvability of this equation (38) [58-60] which had been known in a different field, such as the control theory [74,75] and stability analysis [76], we can solve this equation and obtain the time-dependence of the physical observables analytically for the first time.

As shown in [58-60], the time-dependence of the correlation matrix is

$$
\begin{equation*}
\tilde{\mathbf{C}}(t)=e^{-2 t \mathbf{X}^{\mathrm{T}}} \tilde{\mathbf{C}}(0) e^{-2 t \mathbf{X}}+\int_{0}^{t} e^{-2 s \mathbf{X}^{\mathrm{T}}}\left(-4 i \mathbf{M}_{I}\right) e^{-2 s \mathbf{X}} \mathrm{~d} s \tag{39}
\end{equation*}
$$

For the above formula (39), we can calculate the exact solution for the time-dependence of the correlation matrix $\tilde{\mathbf{C}}(t)$, if the eigenvalues and the (general) eigenvectors of the matrix $\mathbf{X}$ can be exactly calculated and the correlation matrix in the initial time $\tilde{\mathbf{C}}(0)$ can be determined analytically. For the open XX spin chain, we can obtain the eigenvalues and the (general) eigenvectors of the matrix $\mathbf{X}$ can be exactly calculated. Thus, when we choose the correlation matrix in the initial time $\tilde{\mathbf{C}}(0)$ whose components can be determined analytically, we can obtain the exact solution for the time-dependence of the physical observables, and discuss their behaviors.

In this paper, we introduce the time-dependence from one of the simplest initial states satisfying the condition about the correlation matrix in the initial time $\tilde{\mathbf{C}}(0)$. We choose the thermal equilibrium state in the high-temperature limit $(\beta \rightarrow 0)$ as the initial state. Then, the correlation matrix $\tilde{\mathbf{C}}(t)$ in (34) at the time $t=0$ becomes zero $\tilde{\mathrm{C}}_{j, k}(0)=0$. Thus, the time-dependence of the correlation matrix takes the following form,

$$
\begin{equation*}
\tilde{\mathbf{C}}(t)=\int_{0}^{t} e^{-2 s \mathbf{X}^{\mathrm{T}}}\left(-4 i \mathbf{M}_{I}\right) e^{-2 s \mathbf{X}} \mathrm{~d} s \tag{40}
\end{equation*}
$$

For the open $X X$ spin chain, since the matrix $\mathbf{X}$ is diagonalizable $\mathbf{X}=\mathbf{P} \boldsymbol{\Delta} \mathbf{P}^{-1}$, the correlation matrix is calculated as

$$
\begin{equation*}
\tilde{\mathbf{C}}(t)=\mathbf{P}^{-\mathrm{T}}\left(\left(\int_{0}^{t} e^{-2 s\left(\beta_{i}+\beta_{j}\right)} \mathrm{d} s\right)_{i, j=1, \cdots, 2 N} \odot\left(\mathbf{P}^{\mathrm{T}}\left(-4 i \mathbf{M}_{I}\right) \mathbf{P}\right)\right) \mathbf{P}^{-1} \tag{41}
\end{equation*}
$$

where $\beta_{j}$ is an eigenvalue of the matrix $\mathbf{X}$, and we define the Hadamard product as $(\mathbf{A} \odot \mathbf{B})_{i, j}=A_{i, j} B_{i, j}$. Moreover, since the eigenvalues of $\mathbf{X}$ are calculated from the eigenvalues of the matrix $\boldsymbol{\Xi}$ from the Corollary 1 and the imaginary parts of the eigenvalues of the matrix $\boldsymbol{\Xi}$ are negative, the real parts of the eigenvalues of the matrix $\mathbf{X}$ are positive $\operatorname{Re}\left\{\beta_{j}\right\}>0$. Thus, the integral in (41) can be calculated as

$$
\begin{equation*}
\int_{0}^{t} e^{-2 s\left(\beta_{i}+\beta_{j}\right)} \mathrm{d} s=\frac{1-e^{-2 t\left(\beta_{i}+\beta_{j}\right)}}{2\left(\beta_{i}+\beta_{j}\right)} \tag{42}
\end{equation*}
$$

Therefore, we obtain

$$
\begin{equation*}
\tilde{\mathbf{C}}(t)=\mathbf{P}^{-\mathrm{T}}\left(\left(\frac{1-e^{-2 t\left(\beta_{i}+\beta_{j}\right)}}{2\left(\beta_{i}+\beta_{j}\right)}\right)_{i, j=1, \cdots, 2 N} \odot\left(\mathbf{P}^{\mathrm{T}}\left(-4 i \mathbf{M}_{I}\right) \mathbf{P}\right)\right) \mathbf{P}^{-1} \tag{43}
\end{equation*}
$$

The magnetization $m_{k}^{z}(t)$ takes the following form,

$$
\begin{equation*}
m_{k}^{z}(t)=\sum_{n, m=1}^{2 N} \frac{e^{-2 t\left(\beta_{m}+\beta_{n}\right)}-1}{2\left(\beta_{m}+\beta_{n}\right)} \mathrm{P}_{2 k-1, m}^{-\mathrm{T}}\left[\mathbf{P}^{\mathrm{T}}\left(4 \mathbf{M}_{I}\right) \mathbf{P}\right]_{m, n} \mathrm{P}_{n, 2 k}^{-1} . \tag{44}
\end{equation*}
$$

Substituting imaginary part of dissipative matrix $\mathbf{M}$, non-singular matrix $\mathbf{P}$ and that inverse matrix $\mathbf{P}^{-1}$ (32) to (44), the magnetization in (36) takes the following spectral decomposition form,

$$
\begin{equation*}
m_{k}^{z}(t)=\sum_{m, n=1}^{N} \operatorname{Re}\left[\frac{1-e^{-2 i t\left(\lambda^{(m)}-\lambda^{(n) *}\right)}}{2 i(\lambda(m)-\lambda(n) *)} \mathrm{Q}_{k}^{(m)}\left\{\varepsilon_{\mathrm{L}} \mu_{\mathrm{L}} \mathrm{Q}_{1}^{(m)} \mathrm{Q}_{1}^{(n) *}+\varepsilon_{\mathrm{R}} \mu_{\mathrm{R}} \mathrm{Q}_{N}^{(m)} \mathrm{Q}_{N}^{(n) *}\right\} \mathrm{Q}_{k}^{(n) *}\right] \tag{45}
\end{equation*}
$$

Similarly, spin current between sites $k$ and $k+1 j_{k, k+1}(t)$ in (37), and takes the following spectral decomposition form,

$$
\begin{equation*}
j_{k, k+1}(t)=4 J \sum_{m, n=1}^{N} \operatorname{Im}\left[\frac{1-e^{-2 i t\left(\lambda^{(m)}-\lambda^{(n) *}\right)}}{2 i\left(\lambda^{(m)}-\lambda^{(n) *}\right)} \mathrm{Q}_{k}^{(m)}\left\{\varepsilon_{\mathrm{L}} \mu_{\mathrm{L}} \mathrm{Q}_{1}^{(m)} \mathrm{Q}_{1}^{(n) *}+\varepsilon_{\mathrm{R}} \mu_{\mathrm{R}} \mathrm{Q}_{N}^{(m)} \mathrm{Q}_{N}^{(n) *}\right\} \mathrm{Q}_{k+1}^{(n) *}\right] \tag{46}
\end{equation*}
$$

In $(45,46)$, the eigenvalues $\lambda^{(m)}=-i \beta_{m}$ and the matrix elements $\mathrm{Q}_{k}^{(m)}$ which is the $k$-th component of the eigenvector corresponding to the eigenvalue $\lambda^{(m)}$ are defined by using (22$24,29)$ and the definition of the normalization factor $\mathcal{N}_{m}$ as

$$
\begin{equation*}
\lambda^{(m)}=B+2 J \cos \theta_{m}, \quad \mathrm{Q}_{k}^{(m)}=\frac{\frac{1}{\sin \theta_{m}}\left[\sin k \theta_{m}+i \frac{\varepsilon_{\mathrm{L}}}{4 J} \sin \left((k-1) \theta_{m}\right)\right]}{\sqrt{\sum_{k=1}^{N}\left(\frac{1}{\sin \theta_{m}}\left[\sin k \theta_{m}+i \frac{\varepsilon_{\mathrm{L}}}{4 J} \sin \left((k-1) \theta_{m}\right)\right]\right)^{2}}} \tag{47}
\end{equation*}
$$

where $\theta_{m}$ satisfies the following equation,

$$
\begin{equation*}
\left\{2 \cos \theta_{m}+i\left(\frac{\varepsilon_{\mathrm{L}}}{4 J}+\frac{\varepsilon_{\mathrm{R}}}{4 J}\right)\right\} \sin N \theta_{m}-\left(1+\frac{\varepsilon_{\mathrm{L}}}{4 J} \frac{\varepsilon_{\mathrm{R}}}{4 J}\right) \sin (N-1) \theta_{m}=0 \tag{48}
\end{equation*}
$$

The exact formulas $(45,46)$ with $(47,48)$ for time-dependent magnetization in $(36)$ and spin current in (37) are the main results in this paper.

### 3.2 Physical observables in steady state

Before going to discussions of dynamical behaviors, in this subsection, we consider briefly the physical observables in steady state which is realized in the long time limit. Taking the limit $t \rightarrow \infty$ in $(45,46)$, magnetization and spin current in steady state are expressed as

$$
\begin{gather*}
m_{k}^{z}=\sum_{m, n=1}^{N} \operatorname{Re}\left[\frac{\mathrm{Q}_{k}^{(m)}\left\{\varepsilon_{\mathrm{L}} \mu_{\mathrm{L}} \mathrm{Q}_{1}^{(m)} \mathrm{Q}_{1}^{(n) *}+\varepsilon_{\mathrm{R}} \mu_{\mathrm{R}} \mathrm{Q}_{N}^{(m)} \mathrm{Q}_{N}^{(n) *}\right\} \mathrm{Q}_{k}^{(n) *}}{2 i\left(\lambda^{(m)}-\lambda \lambda^{(n) *}\right)}\right],  \tag{49}\\
j_{k, k+1}=4 J \sum_{m, n=1}^{N} \operatorname{Im}\left[\frac{\mathrm{Q}_{k}^{(m)}\left\{\varepsilon_{\mathrm{L}} \mu_{\mathrm{L}} \mathrm{Q}_{1}^{(m)} \mathrm{Q}_{1}^{(n) *}+\varepsilon_{\mathrm{R}} \mu_{\mathrm{R}} \mathrm{Q}_{N}^{(m)} \mathrm{Q}_{N}^{(n) *}\right\} \mathrm{Q}_{k+1}^{(n) *}}{2 i\left(\lambda^{(m)}-\lambda^{(n) *}\right)}\right], \tag{50}
\end{gather*}
$$

where $\lambda^{(m)}$ and $Q_{k}^{(m)}$ are given by $(47,48)$. After some calculations, we arrive at the following simple formulas for the magnetization and the spin current for steady state (The detailed calculations are written in Appendix A.) in terms of model parameters (recall $l, r$ defined below (24)),

$$
\begin{equation*}
m_{k}^{z}=\mu_{\mathrm{L}}-\frac{j}{4 J} D_{k}^{(\mathrm{L})}=\mu_{\mathrm{R}}+\frac{j}{4 J} D_{k}^{(\mathrm{R})}, \quad j=\frac{\varepsilon_{\mathrm{L}} \varepsilon_{\mathrm{R}}\left(\mu_{\mathrm{L}}-\mu_{\mathrm{R}}\right)}{4 J\left(1+\frac{\varepsilon_{\mathrm{L}}}{4 J} \frac{\mathrm{R}^{2}}{4 J}\right)\left(\frac{\varepsilon_{\mathrm{L}}}{4 J}+\frac{\varepsilon_{\mathrm{R}}}{4 J}\right)}, \tag{51}
\end{equation*}
$$

where $D_{k}^{(\mathrm{L})}$ and $D_{k}^{(\mathrm{R})}$ are defined as

$$
\begin{align*}
& D_{1}^{(\mathrm{L})}=\frac{4 J}{\varepsilon_{\mathrm{L}}}, \quad D_{k}^{(\mathrm{L})}=\frac{\varepsilon_{\mathrm{L}}}{4 J}+\frac{4 J}{\varepsilon_{\mathrm{L}}}, \quad(2 \leq k \leq N-1), \quad D_{N}^{(\mathrm{L})}=\frac{\varepsilon_{\mathrm{L}}}{4 J}+\frac{4 J}{\varepsilon_{\mathrm{L}}}+\frac{\varepsilon_{\mathrm{R}}}{4 J},  \tag{52}\\
& D_{1}^{(\mathrm{R})}=\frac{\varepsilon_{\mathrm{R}}}{4 J}+\frac{4 J}{\varepsilon_{\mathrm{R}}}+\frac{\varepsilon_{\mathrm{L}}}{4 J}, \quad D_{k}^{(\mathrm{R})}=\frac{\varepsilon_{\mathrm{R}}}{4 J}+\frac{4 J}{\varepsilon_{\mathrm{R}}}, \quad(2 \leq k \leq N-1), \quad D_{N}^{(\mathrm{R})}=\frac{4 J}{\varepsilon_{\mathrm{R}}} . \tag{53}
\end{align*}
$$

Our formulas for the magnetization and the spin current are valid for all parametric values of $\mu_{\mathrm{L} / \mathrm{R}}, \varepsilon_{\mathrm{L} / \mathrm{R}}$, and agree with the results in [34-36] obtained by MPA for the case of the antisymmetric magnetization on reservoirs ( $\mu_{\mathrm{L}}=-\mu_{\mathrm{R}}$ ). For Fig.2, we confirm that our formula (51-53) for magnetization and spin current for steady state coincide with the ones obtained by MPA [34-36] (when $\mu_{\mathrm{L}}=-\mu_{\mathrm{R}}$ ). Our formulas (51-53) are the most general solution for the magnetization and the spin current in steady state for the open XX spin chain with boundary dissipation in the sense that they are valid for all parametric values of $\mu_{\mathrm{L} / \mathrm{R}}, \varepsilon_{\mathrm{L} / \mathrm{R}}$. It is also interesting to consider whether our results for the general parameters case can also be realized in terms of MPA.

## 4 The dynamics of physical observables

Analytical studies of open quantum systems with Lindblad dynamics for large systems have been challenging, because explicit diagonalization of a Lindbladian is in general difficult, and most studies so far are numerical. For the open XX spin chain with boundary dissipation, the solutions in steady state are obtained by using MPA [34-36], but the dynamics have been much less understood analytically. Since we could diagonalize the Lindbladian in section 2 and obtained the analytical formulas for the time-dependence of magnetization (45) and spin current (46) in section 3, we can study their behaviors in detail.

### 4.1 Behaviors of time-dependent physical observables

We first evaluate our formulas $(45,46)$ numerically and observe several behaviors for the timedependence of the magnetization and the spin current for the open XX chain. We will examine


Figure 2: Magnetization (red dots and blue line) and spin current for steady state (magenta dots and cyan lines). The red and magenta dots are obtained by our formula (51-53), and the blue and cyan lines are obtained in [34-36], respectively. The parameters are set to $N=30, J=1.0, B=0.0, \varepsilon_{\mathrm{L} / \mathrm{R}}=5$ and $\mu_{\mathrm{L}}=-\mu_{\mathrm{R}}=1$.
them analytically in subsequent discussions. In Fig.3, spatio-temporal behaviors of the magnetization are displayed. We observe a clear and interesting light-cone structure. In Fig.4, the time-dependence of the magnetization and the spin current are plotted for several fixed sites with label $k$. Behaviors of the physical quantities depend on the position of a site $k$ in the system. At the beginning, at sites near a boundary, the magnetization and the spin current show a rather clear plateau regime as in Figs.4a and 4c. It appears as soon as the time evolution starts and the magnetization almost does not change during it. It also appears at a bulk site but becomes shorter and obscure near the center of the chain. See Figs.4b and 4d. After the plateau regime, the physical quantities show a few steps of small plateaus with oscillations and then decay to the stationary values.
About shorter time behaviors, a basic mechanism of the appearance of the plateau regime at a given site may be understood from the wave fronts of the light-cone structures in Fig.3. From the initial time, effects of the boundary dissipations propagate along the bulk part of the system, creating the light-cones. The slope of the light cones is expected to be given by $1 / 4 \mathrm{~J}$, which is numerically checked, and may be interpreted as the fastest group velocity within all the group velocities for this system as will be discussed in section 4.2.1. According to this picture, the plateau regime becomes shorter and shorter as a site deviates from a boundary and vanishes at the site at the center of the chain. These behaviors are seen in the short time region ( $0 \leq 4 \mathrm{Jt} \lesssim \mathcal{O}\left(N^{1}\right)$ ).
Approach to stationary values of the physical observables after a very long time $(t \gg 1)$ is expected to be described by the Liouvillian gap, which is the spectral gap $\Delta$ of the Liouvillian $[51,54]$. The finite-size scaling for the Liouvillian gap had been numerically estimated [51-53, 77], and we examine it analytically by using the exact formula of the eigenvalues of the matrix $\boldsymbol{\Xi}(20)$ for our system. In the time region after the plateau regime and before the Liouvillian gap dominates the decay of physical quantities, $\left(\mathcal{O}\left(N^{1}\right) \lesssim 4 J t \lesssim \mathcal{O}\left(N^{3}\right)\right.$, physical quantities show rather complicated behaviors.
In the following, we analytically discuss these behaviors by using our formulas $(45,46)$. We first discuss the two short-time behaviors ( $0 \leq 4 \mathrm{Jt} \lesssim \mathcal{O}\left(N^{1}\right)$ ). The one is the light-cone structures in Fig. 3 using the analogy to that in closed systems. The other is the plateau regime. Second, we analytically estimate the finite-size scaling for the Liouvillian gap.


Figure 3: Spatio-temporal dependence of the local magnetization by (45). The parameters are set to $N=30, \varepsilon_{\mathrm{L} / \mathrm{R}}=5.0, J=1.0, B=0.0, \mu_{\mathrm{L}}=-\mu_{\mathrm{R}}=1.0$. The black lines are $J t=k / 4$ and $J t=(N-k+1) / 4$ which represent the initial and final time of the plateau regime. The points at the intersection of the green and black lines are the initial and final time of the plateau regime at the site 5 . We show details of the analysis of the plateau regime later in this section.

### 4.2 The short time behaviors ( $0 \sim 4 J t \sim \mathcal{O}\left(N^{1}\right)$ )

### 4.2.1 Light-cone structure

For quench dynamics of various quantum many-body systems, it has been discovered that frontiers of local observables show a light-cone structure whose slope should be bounded above by the Lieb-Robinson velocity [11, 63, 78, 79]. In particular, for the quench dynamics in the closed XX spin chain, the light-cone appears from the free magnon propagation. Its propagating velocity is calculated as the group velocity $|v|=|\mathrm{d} \varepsilon(k) / \mathrm{d} k|$ from the dispersion relation $\varepsilon=\varepsilon(k)=J \cos k$ of the one particle excitation [64,79], where $k$ is a momentum and $\varepsilon$ is an eigenenergy, and the slope of the light-cone is given by its maximum, taken at $k=\pi / 2$.
The slope of the light-cones in Fig. 3 for our open XX spin chain may be determined by using an analogy to the quench dynamics in the closed XX spin chain discussed above. More precisely we may conjecture that eigenvalue $\lambda^{(m)}$ of $\boldsymbol{\Xi}(20,22)$ would play a similar role as eigenenergy $\varepsilon(k)$ and that the propagation speed of the $m$-th mode is given by the formula,

$$
\begin{equation*}
|v|=\left|\frac{\mathrm{d}\left(2 \lambda^{(m)}\right)}{\mathrm{d} \theta_{m}}\right|=\left|4 J \sin \theta_{m}\right| \tag{54}
\end{equation*}
$$

where $\theta_{m}$ is determined as(24). This is plausible because the dependence of physical quantities such as the magnetization on the eigenvalue $\lambda^{(m)}$ of $\Xi(20,22)$, given in $(45,46)$, for our case of Lindblad dynamics is similar to the one on $\varepsilon$ for the case of quench dynamics. The factor 2 in front of $\lambda_{m}$ in (54) may be attributed to the same factor in (35), which could be absorbed in the definition of the Majorana fermion operator by changing the inner product which the operator space $\mathcal{K}$ is orthonormal with respect to [51,54]. From discussions about distributions of $\theta_{k}$ around (22), the velocity approaches, at $\theta_{m} \approx \pi / 2$, the maximum value $|v|_{\max }=4 \mathrm{~J}$, and the fastest propagation of all effects of each boundary dissipation has this velocity. Thus the slope of the sharp front in Fig. 3 is supposed to be a quarter with the dimensionless time unit Jt in Fig.3, and this is numerically indeed confirmed. Moreover, by carefully examining our formula (45), we will derive the slope of the light-cone in the next subsection.


Figure 4: Time-dependence of the magnetization ((a) and (b)) given by (45) and the current ((c) and (d)) given by (46) respectively. Different colors in each figure correspond to different values of dissipative strength $\varepsilon_{\mathrm{L}}$, i.e., the red, blue, green and black curves correspond to $\varepsilon_{\mathrm{L}}=1.0,2.0,5.0,10.0, \varepsilon_{\mathrm{R}}=1.0$ cases, respectively. (a) and (c): The time-dependence of the magnetization and the spin current near the left boundary $(k=1)$. (b) and (d): The time-dependence of the magnetization and the spin current at a bulk site $(k=10)$. The inset in (b) is for a longer time scale. The magenta vertical lines describe start and finish time of the plateau regime which is expected from the light-cone structures. The light color dashed lines are the magnetization and spin current in the steady state. The light color dash-dotted lines in (a) show the plateau heights calculated by (58). Other parameters in these pictures are set to $N=30, J=1.0, B=0.0, \mu_{\mathrm{L}}=-\mu_{\mathrm{R}}=1.0$.

### 4.2.2 The emergence of the plateau regime

For understanding behaviors of the plateau regime, during which the magnetization does not change, we calculate the time derivative of magnetization for the site $k$ from (45) as

$$
\begin{equation*}
\mu_{k}(t):=\frac{\partial m_{k}}{\partial t}=\varepsilon_{\mathrm{L}} \mu_{\mathrm{L}}\left|\sum_{n=1}^{N} e^{-2 i t \lambda^{(n)}} \mathrm{Q}_{1}^{(n)} \mathrm{Q}_{k}^{(n)}\right|^{2}+\varepsilon_{\mathrm{R}} \mu_{\mathrm{R}}\left|\sum_{n=1}^{N} e^{-2 i t \lambda^{(n)}} \mathrm{Q}_{N}^{(n)} \mathrm{Q}_{k}^{(n)}\right|^{2} \tag{55}
\end{equation*}
$$

where label $n$ represents the mode number. The first and the second terms in (55) will be called the left and right dissipation contributions, respectively. For large system $N \gg 1$, after some calculations (see Appendix. B for details), we obtain

$$
\begin{equation*}
\sum_{n=1}^{N} e^{-2 i t \lambda^{(n)}} \mathrm{Q}_{j}^{(n)} \mathrm{Q}_{k}^{(n)} \approx f(j, k ; t):=\oint_{C} \frac{\mathrm{~d} z}{2 \pi i} e^{2 J t\left(z-z^{-1}\right)}\left\{\frac{i^{k-j}}{z^{k-j-1}}+\frac{i^{j+k}(z+l) z^{j+k-2}}{l z-1}\right\} \tag{56}
\end{equation*}
$$

the parameter $l$ is defined below (24) and the contour $C$ is such that it encloses the origin counter clockwise with radius less than $1 / l$. The function $f(j, k ; t)$ may also be written as a series in terms of the Bessel functions (see (B.8)), but the contour integral expression is more convenient for our discussions below. For large $N$, (55) is approximated in terms of $f(j, k ; t)$ as

$$
\begin{equation*}
\mu_{k}(t) \approx \varepsilon_{\mathrm{L}} \mu_{\mathrm{L}}|f(1, k ; t)|^{2}+\varepsilon_{\mathrm{R}} \mu_{\mathrm{R}}|f(N, k ; t)|^{2} . \tag{57}
\end{equation*}
$$

Now let us focus on $f(1, k ; t)$. As we show in Appendix B, it is close to zero except near $t \sim k /(4 J)$. By the same reasoning, the function $f(N, k ; t)$ is close to zero except near $x \sim(N-k) /(4 J)$. This confirms the slope $1 / 4 J$ of the light cone, mentioned at the end of section 4.2.1.
From the above analysis we see that, between $t=\frac{k}{4 J}$ and $t=\frac{N-k+1}{4 J}$, the time derivative of the magnetization $\mu_{k}(t)$ is almost equal to zero, i.e., the magnetization does not change. Then the duration of time between $t=\frac{k}{4 J}$ and $t=\frac{N-k+1}{4 J}$ may be identified as the plateau region. Its duration time $\tau_{p}=\left|\frac{N-2 k-1}{4 J}\right|$ decreases to zero as the site becomes closer to the center of the system. This prediction of the plateau regions agree well with the figures of physical quantities (see Fig. 4).
While the clear plateau is seen near the boundaries (see for instance Fig .4a), additional smaller changes are observed on top of the plateau in the bulk (see for instance Fig 4b). This may be explained by the fact that the period of oscillatory behaviors of $f(1, k ; t)$ become small when $k$ is large, see (B.17).
The height of the plateau regime can also be calculated by using the time-derivative of the magnetization $\mu_{k}(t)$ (57). Since the height of the plateau regime depends on either the left or right contribution to the time derivative of the magnetization $\mu_{k}(t)$ (57), we only consider the left half of the system. In this case, the height of the plateau regime $H_{p}\left(J, \varepsilon_{\mathrm{L}}, \mu_{\mathrm{L}} ; k\right)$ at the site $k$ in the small dissipative case $\left(\varepsilon_{\mathrm{L}}<4 J\right)$ is estimated as

$$
\begin{align*}
& H_{p}\left(J, \varepsilon_{\mathrm{L}}, \mu_{\mathrm{L}} ; k\right) \approx \frac{4 \mu_{\mathrm{L}}}{1-l^{-2}}+2 \mu_{\mathrm{L}} \sum_{p, q, m, n=0}^{\infty}(-l)^{p+1}(-1)^{n+m} \\
& \quad \times\left(J_{k+n+p-q-1}\left(T_{i}^{(k)}\right)+J_{k+n+p-q+1}\left(T_{i}^{(k)}\right)\right)\left(J_{k+m-p-q-1}\left(T_{i}^{(k)}\right)+J_{k+m-p-q+1}\left(T_{i}^{(k)}\right)\right), \tag{58}
\end{align*}
$$

where $T_{i}^{(k)}=4 J \tau_{i}^{(k)} \approx k+1$ and $\tau_{i}^{(k)}$ is an initial time for the plateau regime at the site $k$. For obtaining this formula, we use the integral form of the Bessel function. Of course, other cases, such as $\varepsilon_{\mathrm{L}} \geq 4 J$, can be derived by using a similar procedure. The formula is almost exact numerically (see Fig. 4a), with a small error due to finite-size effects. A physical interpretation of the formula for the height is not very clear for the moment.

### 4.3 Long time behaviors (4Jt $\sim \mathcal{O}\left(N^{3}\right)$ ) and Liouvillian gap

For systems described by the Lindblad equation, asymptotic long time behaviors of physical observables are in general expected to be characterized by the Liouvillian gap [77]. See for instance [51-53, 80]. The double of the Liouvillian gap, denoted by $\Delta$, is for our system defined as

$$
\begin{equation*}
\Delta=-2 \max \operatorname{Im}\left[\lambda^{(n)}\right] \tag{59}
\end{equation*}
$$

where $\lambda^{(n)}$ is the eigenvalue of the matrix $\boldsymbol{\Xi}$ which is defined as $(22,24)$. The relaxation time $\tau$ of the system is determined as the inverse of $\Delta$. The slow convergence at late times, observed in Fig.4b, is expected to have this relaxation time. In Fig.5, we show more precise


Figure 5: Asymptotic behavior of the magnetization after long time: The time-dependence of the magnetization at the site $k=15$ when $N=30, J=1.0, B=0.0, \mu_{L}=\mu_{R}=1.0$. The cyan, yellow and gray lines represent the fittings to exponential decays. The values of their slopes are given in the text. The inserted figure exhibits the time-dependence of the magnetization at the site 1 and the exponential functions fitted to data.
semi-logarithmic plots of the difference of the magnetization at time $t$ to its steady state value. We observe indeed that its asymptotic behaviors at a site $k$ becomes an exponential decay. In our numerical results, the inverse of the relaxation times $1 / \tau$ which are obtained by fitting to the data for the time-dependence of the magnetization from $t=500$ to $t=1000$ using our formula (45) are $1.71_{7} \times 10^{-3}\left(\varepsilon_{\mathrm{L}}=2.0, \varepsilon_{\mathrm{R}}=1.0\right), 2.03_{5} \times 10^{-3}\left(\varepsilon_{\mathrm{L}}=5.0, \varepsilon_{\mathrm{R}}=1.0\right)$, and $1.67_{5} \times 10^{-3}\left(\varepsilon_{\mathrm{L}}=2.0, \varepsilon_{\mathrm{R}}=1.0\right)$, which should be compared to twice the Liouvillian gaps $2 \Delta=1.72_{1} \times 10^{-3}\left(\varepsilon_{\mathrm{L}}=2.0, \varepsilon_{\mathrm{R}}=1.0\right), 2.04_{1} \times 10^{-3}\left(\varepsilon_{\mathrm{L}}=10.0, \varepsilon_{\mathrm{R}}=1.0\right)$, and $1.678 \times 10^{-3}\left(\varepsilon_{\mathrm{L}}=10.0, \varepsilon_{\mathrm{R}}=1.0\right)$ computed using (59). We see that the relaxation time $\tau$ for these exponential decay agree well with the inverse of the double of the Liouvillian gap $\tau \approx 1 / 2 \Delta$.
In previous studies, the Liouvillian gaps for open quantum systems have not been much discussed analytically. They have been mostly calculated numerically or by using the analogy from closed infinite systems. For example the Liouvillian gap for open transverse Ising spin chain and XY spin chain has been estimated by the asymptotic result using analogy from closed infinite systems [51,52,81]. For our case of the open XX spin chain, we can estimate the magnitude of the Liouvillian gap $\Delta$ by using the exact spectrum of the Lindbladian for a finite-size system obtained in section 2.2. The Liouvillian gap corresponds to $n=1$ case of the eigenvalue $\lambda^{(n)}$, defined as (22,24). Let us write the angle $\theta_{1}$ in (24) as $\theta_{1}=\frac{\pi}{N+1}+\frac{x+i y}{N^{2}}$. Substituting this into (24) and keeping the leading order terms in $1 / N$, we see that $x$ and $y$ are given by

$$
\begin{equation*}
x=\frac{l^{2}+2 l^{2} r^{2}+r^{2}}{(l+r)^{2}+(l r-1)^{2}} \pi, \quad y=\frac{(l+r)(l r+1)}{(l+r)^{2}+(l r-1)^{2}} \pi . \tag{60}
\end{equation*}
$$

Recalling the definitions of $l, r$ which were given below (24), the Liouvillian gap can be expressed in terms of model parameters as follows,

$$
\begin{equation*}
\Delta=4 J \pi^{2} \frac{\left(\frac{\varepsilon_{\mathrm{L}}}{4 J}+\frac{\varepsilon_{\mathrm{R}}}{4 J}\right)\left(\frac{\varepsilon_{\mathrm{L}}}{4 J} \frac{\varepsilon_{\mathrm{R}}}{4 J}+1\right)}{\left(\frac{\varepsilon_{\mathrm{L}}}{4 J}+\frac{\varepsilon_{\mathrm{R}}}{4 J}\right)^{2}+\left(\frac{\varepsilon_{\mathrm{L}}}{4 J} \frac{\varepsilon_{\mathrm{R}}}{4 J}-1\right)^{2}} \frac{1}{N^{3}} . \tag{61}
\end{equation*}
$$

The $O\left(N^{-3}\right)$ behaviors have been observed numerically in [48,51,52, 81] but we have con-
firmed it and have also determined the coefficient exactly. Our formula shows great agreement with numerical diagonalization, including the coefficient.

## 5 Conclusion

We have applied the general procedure of the third quantization to the open XX spin chain. We find that the structure matrix of the open XX spin chain is diagonalizable analytically. Moreover, we find that although the structure matrix is ordinarily decomposed into $2 N \times 2 N$ matrix, the structure matrix for the open XX spin chain is decomposed into $N \times N$ non-Hermitian matrix, and the eigenvalues and eigenvectors of this non-Hermitian matrix are calculated analytically. The eigenvalue distribution of this non-Hermitian matrix changes dramatically with the increment of boundary dissipative strength. If a dissipative strength is larger than four times the coupling constant between sites on the system, we could find the emergence of a special eigenvalue which has a larger imaginary part than the others. Since the open XX spin chain is diagonalizable, we can exactly calculate time-evolution from a general initial condition including the thermal equilibrium state. We obtain the linear differential equation for the correlation matrix which is constructed from the expectation value of the product of two Majorana operators. The several components of the correlation matrix correspond to magnetization on the site $k$ and spin current between the site $k$ and $k+1$.
The exact solutions of time-dependent magnetization on arbitrary site $k$ and spin current between arbitrary sites $k$ and $k+1$ are the main results of this study. These formulas also include the solutions for NESS which is defined as $t \rightarrow \infty$. Our analytical formulas for magnetization and spin current in steady state generalize the ones obtained by the MPA solutions for the special case of antisymmetric magnetization on reservoirs [34-36]. Evaluating the exact solutions of time-dependent magnetization on arbitrary site $k$ and spin current between arbitrary sites $k$ and $k+1$ numerically, we observe some specific behaviors. Using our formulas, we can examine these analytically. As the spatio-temporal regions where the magnetization is large are displayed, we observe clear and interesting light-cone structures. We have shown that the wave fronts of the light-cones for our open XX spin chain can be determined by using an analogy to the quench dynamics in the closed XX spin chain. Between the lightcones from the left and from the right, there appears the plateau regime, during which the magnetization does not change. Its duration is called the plateau time. Various properties of the plateau regime, such as the plateau time, have been clarified by performing the asymptotic analysis of integral formulas for the time derivative of magnetization. After the plateau regime, physical quantities approach their stationary values, with the relaxation time characterized by the Liouvillian gap. We could not only establish its $O\left(N^{-3}\right)$ behavior, which had been observed, but also determine its coefficient exactly from our formulas.
It is important that one can obtain the exact formula for the time-dependence of physical observables analytically. Applying this fact, higher-order physical observables will be calculated analytically. Moreover, since the Lindbladian map takes the Jordan canonical form in an arbitrary quadratic fermion chain, XY spin chain, XX spin chain with homogeneous bulk dissipation and long-range interaction systems can be analyzed. Recently, the analysis of non-Hermitian systems has been applied to open quantum systems by using the post-selection [82, 83], and many interesting properties for open quantum systems, such as phase transitions [84] and topological natures [85] have been studied. However, it has been known the dynamics which is described by the non-Hermitian systems is different from the Lindblad dynamics [82, 83]. We hope that our exact results will be useful for future studies of systems described by the Lindblad equation. Our studies in this paper are fully based on exact calculations for microscopic models. It would be also interesting to study similar dynamical behaviors of open quantum
systems by using macroscopic or hydrodynamical methods. Some studies in such a direction have recently been performed, see for instance [86-88].
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## A Physical observables for steady state

In the main part of the paper, we find formulas for magnetization and spin current for steady state as follows,

$$
\begin{align*}
m_{k}^{z} & =\sum_{m, n=1}^{N} \operatorname{Re}\left[\frac{1}{2 i\left(\lambda^{(m)}-\lambda^{(n) *}\right)} \mathrm{Q}_{k}^{(m)}\left\{\varepsilon_{\mathrm{L}} \mu_{\mathrm{L}} \mathrm{Q}_{1}^{(m)} \mathrm{Q}_{1}^{(n) *}+\varepsilon_{\mathrm{R}} \mu_{\mathrm{R}} \mathrm{Q}_{N}^{(m)} \mathrm{Q}_{N}^{(n) *}\right\} \mathrm{Q}_{k}^{(n) *}\right],  \tag{A.1}\\
j_{k, k+1} & =4 J \sum_{m, n=1}^{N} \operatorname{Im}\left[\frac{1}{2 i\left(\lambda^{(m)}-\lambda^{(n) *}\right)} \mathrm{Q}_{k}^{(m)}\left\{\varepsilon_{\mathrm{L}} \mu_{\mathrm{L}} \mathrm{Q}_{1}^{(m)} \mathrm{Q}_{1}^{(n) *}+\varepsilon_{\mathrm{R}} \mu_{\mathrm{R}} \mathrm{Q}_{N}^{(m)} \mathrm{Q}_{N}^{(n) *}\right\} \mathrm{Q}_{k+1}^{(n) *}\right], \tag{A.2}
\end{align*}
$$

where eigenvector $\beta_{j}=i \lambda^{(j)}$ and the component of eigenvector $\mathrm{Q}_{k}^{(j)}$ is obtained (22,23), and the parameter $\theta_{j}$ satisfies the conditional equation(24). Then, separating left and right boundary contributions,

$$
\begin{align*}
m_{k, \mathrm{~L}}^{z} & =\varepsilon_{\mathrm{L}} \mu_{\mathrm{L}} \sum_{m, n=1}^{N} \operatorname{Re}\left[\frac{1}{2 i\left(\lambda^{(m)}-\lambda^{(n) *}\right)} \mathrm{Q}_{k}^{(m)} \mathrm{Q}_{1}^{(m)} \mathrm{Q}_{1}^{(n) *} \mathrm{Q}_{k}^{(n) *}\right]  \tag{A.3}\\
m_{k, \mathrm{R}}^{z} & =\varepsilon_{\mathrm{R}} \mu_{\mathrm{R}} \sum_{m, n=1}^{N} \operatorname{Re}\left[\frac{1}{2 i\left(\lambda^{(m)}-\lambda^{(n) *}\right)} \mathrm{Q}_{k}^{(m)} \mathrm{Q}_{N}^{(m)} \mathrm{Q}_{N}^{(n) *} \mathrm{Q}_{k}^{(n) *}\right]  \tag{A.4}\\
j_{k, k+1, \mathrm{~L}} & =4 J \varepsilon_{\mathrm{L}} \mu_{\mathrm{L}} \sum_{m, n=1}^{N} \operatorname{Im}\left[\frac{1}{2 i\left(\lambda^{(m)}-\lambda^{(n) *}\right)} \mathrm{Q}_{k}^{(m)} \mathrm{Q}_{1}^{(m)} \mathrm{Q}_{1}^{(n) *} \mathrm{Q}_{k+1}^{(n) *}\right],  \tag{A.5}\\
j_{k, k+1, \mathrm{R}} & =4 J \varepsilon_{\mathrm{R}} \mu_{\mathrm{R}} \sum_{m, n=1}^{N} \operatorname{Im}\left[\frac{1}{2 i\left(\lambda^{(m)}-\lambda^{(n) *}\right)} \mathrm{Q}_{k}^{(m)} \mathrm{Q}_{N}^{(m)} \mathrm{Q}_{N}^{(n) *} \mathrm{Q}_{k+1}^{(n) *}\right] . \tag{A.6}
\end{align*}
$$

Defining $\left[\mathbf{R}_{p}\right]_{m, n} \equiv \mathrm{Q}_{m}^{(p)} \mathrm{Q}_{n}^{(p)}$, and using eigenvalues and eigenvectors (22,23), magnetization on site $k$ is obtained as

$$
\begin{align*}
& m_{k, \mathrm{~L}}^{z}=\left\{\begin{array}{l}
\frac{l \mu_{\mathrm{L}}}{l+r} \operatorname{Re}\left[\sum_{q} \frac{U_{N-k}\left(\frac{\tilde{\lambda}_{q}^{*}}{2}\right)+i r U_{N-k-1}\left(\frac{\tilde{\lambda}_{q}^{*}}{2}\right)}{U_{N-1}\left(\frac{\tilde{\lambda}_{q}^{*}}{2}\right)}\left[\mathbf{R}_{q}^{*}\right]_{1, k}\right], \quad(k=1 \sim N-1), \\
\frac{l \mu_{\mathrm{L}}}{(l+r)(1+l r)}, \quad(k=N),
\end{array}\right.  \tag{A.7}\\
& m_{k, \mathrm{R}}^{z}=\left\{\begin{array}{l}
\frac{r \mu_{\mathrm{R}}}{(l+r)(1+l r), \quad(k=1),} \begin{array}{l}
r \mu_{\mathrm{R}} \\
\frac{r e}{l+r} \operatorname{Re}\left[\sum_{q} \frac{U_{k-1}\left(\frac{\tilde{\lambda}_{q}^{*}}{2}\right)+i l U_{k-2}\left(\frac{\tilde{\lambda}_{q}^{*}}{2}\right)}{U_{N-1}\left(\frac{\tilde{\lambda}_{q}^{*}}{2}\right)}\left[\mathbf{R}_{q}^{*}\right]_{N, k}\right], \quad(k=2 \sim N),
\end{array}
\end{array} \begin{array}{l}
\end{array}\right] \tag{A.8}
\end{align*}
$$

and spin current between sites $k$ and $k+1$ is obtained as

$$
\begin{align*}
& j_{k, k+1, \mathrm{~L}}^{z}=\frac{4 J l \mu_{\mathrm{L}}}{l+r} \operatorname{Im}\left[\sum_{q} \frac{U_{N-k}\left(\frac{\tilde{\lambda}_{q}^{*}}{2}\right)+i r U_{N-k-1}\left(\frac{\tilde{\lambda}_{q}^{*}}{2}\right)}{U_{N-1}\left(\frac{\tilde{\lambda}_{q}^{*}}{2}\right)}\left[\mathbf{R}_{q}^{*}\right]_{1, k+1}\right],  \tag{A.9}\\
& j_{k, k+1, \mathrm{R}}^{z}=\left\{\begin{array}{l}
-\frac{4 J l r \mu_{\mathrm{R}}}{(l+r)(1+l r)}, \quad(k=1), \\
\frac{4 J r \mu_{\mathrm{R}}}{l+r} \operatorname{Im}\left[\sum_{q} \frac{U_{k-1}\left(\frac{\tilde{\lambda}_{q}^{*}}{2}\right)+i l U_{k-2}\left(\frac{\tilde{\lambda}_{q}^{*}}{2}\right)}{U_{N-1}\left(\frac{\tilde{\lambda}_{q}^{*}}{2}\right)}\left[\mathbf{R}_{q}^{*}\right]_{N, k+1}\right], \quad(k=2 \sim N),
\end{array}\right. \tag{A.10}
\end{align*}
$$

where the parameters $l, r$ are defined below (24) and $U_{k}(x)$ is Chebyshev polynomial of the second kind for order $k$. Calculating these formulas, we derive the following Lemma.

Lemma 2. For the Hermitian conjugate of normalized matrix $\tilde{\Xi} \equiv(\boldsymbol{\Xi}-B \mathbb{1}) / J$, the component of $(k-m)$-th power of the normalized matrix $\tilde{\Xi}$ is obtained as

$$
\left[\left(\tilde{\boldsymbol{\Xi}}^{\dagger}\right)^{k-m}\right]_{1, k}= \begin{cases}i l, & (m=0)  \tag{A.11}\\ 1, & (m=1) \\ 0, & (m=2 \sim k)\end{cases}
$$

This lemma can be proved easily. Since the normalized matrix $\tilde{\Xi}^{\dagger}$ has non-zero term at only secondary-diagonal part, the $(1, k)$-component of $(k-m)$-th power of the normalized matrix $\tilde{\Xi}$ is

$$
\begin{equation*}
\left[\left(\tilde{\Xi}^{\dagger}\right)^{k-m}\right]_{1, k}=\tilde{\Xi}_{1, m+1}^{\dagger} \tilde{\Xi}_{m+1, m+2}^{\dagger} \tilde{\Xi}_{m+2, m+3}^{\dagger} \cdots \tilde{\Xi}_{k-1, k}^{\dagger} \tag{A.12}
\end{equation*}
$$

For all $m(0 \leq m \leq k)$, the component $\tilde{\Xi}_{j, j+1}^{\dagger}$ is equal to 1 , so the component $\left[\left(\tilde{\Xi}^{\dagger}\right)^{k-m}\right]_{1, k}$ is equal to $\tilde{\Xi}_{1, m+1}^{\dagger}$. Therefore, the component $\left[\left(\tilde{\Xi}^{\dagger}\right)^{k-m}\right]_{1, k}$ is classified by $\tilde{\Xi}_{1, m+1}^{\dagger}$.
By this lemma, magnetization and spin current for steady state is simplified. By using the recurrence relation for Chebyshev polynomial of the second kind $U_{n+1}(x)=2 x U_{n}(x)-U_{n-1}(x)$, the numerators in (A.7-A.10) is calculated as

$$
\begin{align*}
& U_{N-k}+i r U_{N-k-1}=\left\{\frac{i r}{1+r l}\left(\tilde{\lambda}_{q}^{*}\right)^{k}+\frac{1+r(r+l)}{1+r l}\left(\tilde{\lambda}_{q}^{*}\right)^{k-1}+\mathcal{O}\left(\left(\tilde{\lambda}_{q}^{*}\right)^{k-2}\right)\right\} U_{N-1}  \tag{A.13}\\
& \left(U_{k-1}+i l U_{k-2}\right)\left(U_{N-1}-i l U_{N-2}\right)=\left(-\frac{i l}{1+r l}\left(\tilde{\lambda}_{q}^{*}\right)^{k}+\frac{1}{1+r l}\left(\tilde{\lambda}_{q}^{*}\right)^{k-1}+\mathcal{O}\left(\left(\tilde{\lambda}_{q}^{*}\right)^{k-2}\right)\right) U_{N-1} \tag{A.14}
\end{align*}
$$

Substituting (A.13,A.14) to (A.7-A.10),

$$
m_{k, \mathrm{~L}}^{z}=\left\{\begin{array}{l}
\frac{l \mu_{\mathrm{L}}}{l+r} \operatorname{Re}\left[\frac{i r}{1+r l}\left(\tilde{\Xi}^{\dagger}\right)^{k}+\frac{1+r(r+l)}{1+r l}\left(\tilde{\Xi}^{\dagger}\right)^{k-1}+\mathcal{O}\left(\left(\tilde{\Xi}^{\dagger}\right)^{k-2}\right)\right]_{1, k},(k=1 \sim N-1),  \tag{A.15}\\
\frac{l \mu_{\mathrm{L}}}{(l+r)(1+l r)}, \quad(k=N)
\end{array}\right.
$$

$$
\begin{align*}
& m_{k, \mathrm{R}}^{z}=\left\{\begin{array}{l}
\frac{r \mu_{\mathrm{R}}}{(l+r)(1+l r)}, \quad(k=1), \\
\frac{r \mu_{\mathrm{R}}}{l+r} \operatorname{Re}\left[-\frac{i l}{1+r l}\left(\tilde{\Xi}^{\dagger}\right)^{k}+\frac{1}{1+r l}\left(\tilde{\Xi}^{\dagger}\right)^{k-1}+\mathcal{O}\left(\left(\tilde{\Xi}^{\dagger}\right)^{k-2}\right)\right]_{1, k}, \quad(k=2 \sim N),
\end{array}\right.  \tag{A.16}\\
& j_{k, k+1, \mathrm{~L}}^{z}=\frac{4 J l \mu_{\mathrm{L}}}{l+r} \operatorname{Im}\left[\frac{i r}{1+r l}\left(\tilde{\Xi}^{\dagger}\right)^{k}+\frac{1+r(r+l)}{1+r l}\left(\tilde{\Xi}^{\Uparrow}\right)^{k-1}+\mathcal{O}\left(\left(\tilde{\Xi}^{\Uparrow}\right)^{k-2}\right)\right]_{1, k+1}, \tag{A.17}
\end{align*}
$$

Applying lemma to the above formulas, the magnetization and spin current in NESS can be expressed in terms of model parameters as follows,

$$
\begin{equation*}
m_{k}^{z}=\mu_{\mathrm{L}}-\frac{j}{4 J} D_{k}^{(\mathrm{L})}=\mu_{\mathrm{R}}+\frac{j}{4 J} D_{k}^{(\mathrm{R})}, \quad j=\frac{\varepsilon_{\mathrm{L}} \varepsilon_{\mathrm{R}}\left(\mu_{\mathrm{L}}-\mu_{\mathrm{R}}\right)}{4 J\left(1+\frac{\varepsilon_{\mathrm{L}}}{4 J} \frac{\varepsilon_{\mathrm{R}}}{4 J}\right)\left(\frac{\varepsilon_{\mathrm{L}}}{4 J}+\frac{\varepsilon_{\mathrm{R}}}{4 J}\right)} \tag{A.19}
\end{equation*}
$$

The sequences $D^{\mathrm{L} / \mathrm{R}}$ are defined as

$$
\begin{align*}
& D_{k}^{(\mathrm{L})}=\left\{\frac{4 J}{\varepsilon_{\mathrm{L}}}, \frac{\varepsilon_{\mathrm{L}}}{4 J}+\frac{4 J}{\varepsilon_{\mathrm{L}}}, \cdots, \frac{\varepsilon_{\mathrm{L}}}{4 J}+\frac{4 J}{\varepsilon_{\mathrm{L}}}, \frac{\varepsilon_{\mathrm{L}}}{4 J}+\frac{4 J}{\varepsilon_{\mathrm{L}}}+\frac{\varepsilon_{\mathrm{R}}}{4 J}\right\},  \tag{A.20}\\
& D_{k}^{(\mathrm{R})}=\left\{\frac{\varepsilon_{\mathrm{R}}}{4 J}+\frac{4 J}{\varepsilon_{\mathrm{R}}}+\frac{\varepsilon_{\mathrm{L}}}{4 J}, \frac{\varepsilon_{\mathrm{R}}}{4 J}+\frac{4 J}{\varepsilon_{\mathrm{R}}}, \cdots, \frac{\varepsilon_{\mathrm{R}}}{4 J}+\frac{4 J}{\varepsilon_{\mathrm{R}}}, \frac{4 J}{\varepsilon_{\mathrm{R}}}\right\} . \tag{A.21}
\end{align*}
$$

## B Calculation of time derivative of magnetization

In this appendix, we study large $N$ behavior of $\sum_{n=1}^{N} e^{-2 i t \lambda^{(n)}} \mathrm{Q}_{j}^{(n)} \mathrm{Q}_{k}^{(n)}$ which appears in the expression of $\mu_{k}(t)$ in (55) and derive the integral formula (56). We also study some of its properties. First we divide the sum over $n$ into two parts corresponding to normal eigenstates and special eigenstates as

$$
\begin{equation*}
\sum_{n=1}^{N} e^{-2 t \beta_{n}} \mathrm{Q}_{j}^{(n)} \mathrm{Q}_{k}^{(n)}=\sum_{n \in\{\mathrm{no}\}} e^{-2 t \beta_{n}} \mathrm{Q}_{j}^{(n)} \mathrm{Q}_{k}^{(n)}+\sum_{n \in\{\mathrm{sp}\}} e^{-2 t \beta_{n}} \mathrm{Q}_{j}^{(n)} \mathrm{Q}_{k}^{(n)} \tag{B.1}
\end{equation*}
$$

where $\beta_{n}=i \lambda^{(n)}$ and $\{\mathrm{no}\}=\{1,2, \cdots, N\} \backslash\{\mathrm{sp}\}$. For large $N$, the normalization factor $\mathcal{N}_{n}$ for normal eigenstate, defined below (29), can be calculated using the component of the $l$-th eigenvector corresponding to a normal eigenvalue (23) as

$$
\begin{equation*}
\mathcal{N}_{n}^{2} \approx \frac{N}{2 \sin ^{2} \theta_{n}}\left(1+2 i l \cos \theta_{n}-l^{2}\right) \tag{B.2}
\end{equation*}
$$

where the parameter $l$ is defined below (24).
Using $\beta_{n}=2 i J \cos \frac{n}{N+1} \pi+\mathcal{O}\left(N^{-2}\right)$ and (47), the summation can be calculated as

$$
\begin{align*}
& \sum_{n \in\{\mathrm{no}\}} e^{-2 t \beta_{n}} \mathrm{Q}_{j}^{(n)} \mathrm{Q}_{k}^{(n)} \\
& \approx \frac{2}{\pi} \int_{0}^{\pi} \frac{e^{-4 i J t \cos x}}{1+2 i l \cos x-l^{2}}(\sin j x+i l \sin (j-1) x)(\sin k x+i l \sin (k-1) x) \mathrm{d} x \\
&=\oint_{C} \frac{\mathrm{~d} z}{2 \pi i} e^{2 J t\left(z-z^{-1}\right)}\left\{\frac{i^{k-j}}{z^{k-j-1}}+\frac{i^{j+k}(z+l) z^{j+k-2}}{l z-1}\right\} \tag{B.3}
\end{align*}
$$

where in the last expression the contour $C$ is the unit circle around the origin.
As for the contributions from the special eigenvalues, one can see that the normalization behaves as

$$
\mathcal{N}_{\mathrm{sp}}^{2} \approx\left\{\begin{array}{l}
\left(1+l^{-2}\right)^{-1}, \quad(l>1)  \tag{B.4}\\
\frac{(l-r)^{2}(-i r)^{2 N+2}}{\left(1+r^{2}\right)^{3}}, \quad(r>1)
\end{array}\right.
$$

The leading term for the part of the special eigenstates is calculated as

$$
e^{-2 t \lambda_{\mathrm{sp}}} \mathrm{Q}_{j}^{(\mathrm{sp})} \mathrm{Q}_{k}^{(\mathrm{sp})} \approx\left\{\begin{array}{l}
-e^{-2 J\left(l-l^{-1}\right) t}\left(1+l^{2}\right)(-i l)^{-j-k}, \quad(l>1)  \tag{B.5}\\
-e^{-2 J\left(r-r^{-1}\right) t}\left(1+r^{2}\right)(-i r)^{-2 N-2+j+k}, \quad(r>1)
\end{array}\right.
$$

The two contributions, (B.3) and (B.5), can be combined into a single contour integral formula (56) by taking the contour $C$ as described. By setting $j=k$ in (B.5) we find $\left|Q_{j}^{(\mathrm{sp})}\right|^{2} \approx\left(1+l^{2}\right) l^{-2 j}$ when $l>1$, implying that a special eigenstate is a mode localized at the boundary and has a decay correlation length $1 /(2 \log l)$ (the same argument can be applied for $r>1$ as well). As we will show below the special eigenstates do not give particular contributions for quantities studied in this paper.
Expanding the integrand in powers of $l$ (when $l<1$, or in powers of $1 / l$ when $|l|>1$ ) and using the integral form of the Bessel function of $n$th order

$$
\begin{equation*}
J_{n}(z)=\frac{i^{n}}{\pi} \int_{0}^{\pi} e^{-i z \cos \theta} \cos n \theta \mathrm{~d} \theta \tag{B.6}
\end{equation*}
$$

an alternative formulas for $f(j, k ; t)$ in terms of Bessel functions are found. They are summarized as follows and are useful for numerical evaluations:

$$
\begin{align*}
& f_{\mathrm{no}}(j, k ; t)= \begin{cases}(-1)^{k+1} J_{j-k}(4 J t)-J_{j+k-2}(4 J t) \\
\quad+\sum_{n=0}^{\infty}(-l)^{n}\left(J_{j+k+n-2}(4 J t)+J_{j+k+n}(4 J t)\right), & \left(\varepsilon_{\mathrm{L}}<4 J\right), \\
Z_{j, k}(4 J t)+(-1)^{j+k+1}, & \left(\varepsilon_{\mathrm{L}}=4 J\right), \\
(-1)^{k} J_{j-k}(4 J t)-J_{j+k}(4 J t) \\
\quad+\sum_{p=0}^{\infty}(-l)^{-p}\left(J_{j+k-p-2}(4 J t)+J_{j+k-n}(4 J t)\right), & \left(\varepsilon_{\mathrm{L}}>4 J\right),\end{cases}  \tag{B.7}\\
& f_{\mathrm{sp}}(j, k ; t) \equiv e^{-2 J\left(l-l^{-1}\right) t}\left(1+l^{2}\right) l^{-j-k} I(l)+(-1)^{N+1} e^{-2 J\left(r-r^{-1}\right) t}\left(1+r^{2}\right) r^{-2 N-2+j+k} I(r), \tag{B.8}
\end{align*}
$$

where the function $I(x)$ takes the value 1 if $x>1$ and 0 if $x \leq 1$ and the function $Z_{j, k}(4 J t)$ is defined as,

$$
Z_{j, k}(4 J t)=\left\{\begin{array}{l}
(-1)^{k} J_{j-k-2}(4 J t)-J_{j+k-1}(4 J t)+2 \sum_{n=0}^{\infty}(-1)^{n} J_{j+k+n}(4 J t), \quad(j>k),  \tag{B.9}\\
-J_{2 k-1}+2 \sum_{n=0}^{\infty}\left\{(-1)^{k} J_{2 n+2}(4 J t)+(-1)^{n} J_{2 k+n}(4 J t)\right\}, \quad(j=k)
\end{array}\right.
$$

Next we will see that $j=1$ case of (56), i.e.,

$$
\begin{equation*}
f(1, k ; t)=\oint_{C} \frac{\mathrm{~d} z}{2 \pi i} e^{2 J t\left(z-z^{-1}\right)} \frac{i^{k+1}\left(z^{k}+z^{k-2}\right)}{l z-1} \tag{B.10}
\end{equation*}
$$

is close to zero except near $t \sim k /(4 J)$. For large $t$, we may use the saddle point analysis with $t=\alpha k$. Let us first write

$$
\begin{equation*}
f(1, k ; t)=\oint_{C} \frac{\mathrm{~d} z}{2 \pi} g(z) e^{k f(z)}, \tag{B.11}
\end{equation*}
$$

with

$$
\begin{equation*}
f(z)=2 J \alpha(z-1 / z)+\log z+\frac{i \pi}{2}, \quad g(z)=\frac{1+z^{-2}}{l z-1} . \tag{B.12}
\end{equation*}
$$

It is easy to check that the two roots of $f^{\prime}(z)=0$ are given by

$$
\begin{equation*}
z=-\frac{1}{4 J \alpha} \pm \sqrt{\frac{1}{16 J^{2} \alpha^{2}}-1}=: z_{ \pm} . \tag{B.13}
\end{equation*}
$$

When $0<\alpha<1 / 4 J$, the saddle point is at $z=z_{+}$and we find

$$
\begin{equation*}
f(1, k ; t) \sim(2 \pi)^{-1 / 2}\left(1-16 J^{2} \alpha^{2}\right)^{-1 / 4} \frac{1+z_{+}^{-2}}{2 \pi\left(l z_{+}-1\right)}\left(i z_{+}\right)^{k+1} e^{k \sqrt{1-16 J^{2} \alpha^{2}}}, \tag{B.14}
\end{equation*}
$$

and hence

$$
\begin{equation*}
|f(1, k ; t)| \sim(2 \pi)^{-1 / 2}\left(1-16 J^{2} \alpha^{2}\right)^{-1 / 4}\left|\frac{1+z_{+}^{-2}}{2 \pi\left(l z_{+}-1\right)} z_{+}^{k+1}\right| e^{k \sqrt{1-16 J^{2} \alpha^{2}}} . \tag{B.15}
\end{equation*}
$$

On the other hand, when $\alpha>1 / 4 J$, two saddle points are at the unit circle $\left(z_{ \pm}=e^{ \pm i \theta}\right)$ and we find
$f(1, k ; t) \sim \frac{2(2 \pi k)^{-1 / 2}\left(16 J^{2} \alpha^{2}-1\right)^{-1 / 4}}{1-2 l \cos \theta+l^{2}} i^{k} \operatorname{Im}\left[\left(1+e^{-2 i \theta}\right)\left(1+l e^{-i \theta}\right) e^{i k \sqrt{16 J^{2} \alpha^{2}-1}+i(k+1) \theta+i \pi / 4}\right]$,
and hence

$$
|f(1, k ; t)| \sim \frac{(2 \pi k)^{-1 / 2}\left(16 J^{2} \alpha^{2}-1\right)^{-1 / 4} \sqrt{1-l / 2 J \alpha+l^{2}}}{\left(1+l / 2 J \alpha+l^{2}\right)}\left|\sin \left[k\left(\sqrt{16 J^{2} \alpha^{2}-1}+\theta\right)+\phi\right]\right|
$$

where

$$
\tan \phi=\frac{1-l / 4 J \alpha-l \sqrt{1-1 / 16 J^{2} \alpha^{2}}}{1-l / 4 J \alpha+l \sqrt{1-1 / 16 J^{2} \alpha^{2}}},
$$

and in the last equality we used $\cos \theta=-1 / 4 J \alpha$. These asymptotic behaviors indicate that the function $f(1, k ; t)$ becomes quickly small when $t<k /(4 J)$ and shows oscillatory decay when $t>k /(4 J)$. The expressions above diverge when $\alpha \rightarrow 1 / 4 J$ but this may be remedied by noting that the saddle point becomes degenerate and one has to use a different asymptotics. For small $t$ and fixed $k$, we may also discuss as follows. First expand (B.10) in powers of $t$. When $|l|<1$, we get

$$
\begin{equation*}
f(1, k ; t)=\sum_{n, p=0} \frac{(-1)^{n+p+k-1}(2 J t)^{2 n+p+k-1}}{n!(n+p+k-1)!} l^{p}+\sum_{n, p=0} \frac{(-1)^{n+p+k+1}(2 J t)^{2 n+p+k+1}}{n!(n+p+k+1)!} l^{p} . \tag{B.19}
\end{equation*}
$$

The leading terms for small $t$ are when $n=p=0$ and

$$
\begin{equation*}
f(1, k ; t) \approx \frac{(-2 J t)^{k-1}}{(k-1)!}+\frac{(-2 J t)^{k+1}}{(k+1)!} . \tag{B.20}
\end{equation*}
$$

By the Stirling formula, these terms are small when $t<k /(4 J)$. We can find a similar expansion also when $|l|>1$ and come to the same conclusion that it is small when $t<k /(4 J)$.

## References

[1] F. Bonetto, J. L. Lebowitz and L. Rey-Bellet, Fourier's law: A challenge for theorists, Math. Phys. 128 (2000), doi:10.1142/9781848160224_0008
[2] A. Sone, Y.-X. Liu and P. Cappellaro, Quantum Jarzynski equality in open quantum systems from the one-time measurement scheme, Phys. Rev. Lett. 125, 060602 (2020), doi:10.1103/PhysRevLett.125.060602.
[3] S. Chandrasekhar, Hydrodynamic and hydromagnetic stability, Oxford University Press, Oxford, UK, ISBN 9780486640716 (1961).
[4] E. L. Koschmieder, Bénard cells and Taylor vortices, Cambridge University Press, Cambridge, UK, ISBN 0521402042 (1993).
[5] A. V. Getling, Rayleigh-Bénard convection: Structures and dynamics, World Scientific, Singapore, ISBN 9789810226572 (1998), doi:10.1142/3097.
[6] B. Derrida, Non-equilibrium steady states: Fluctuations and large deviations of the density and of the current, J. Stat. Mech.: Theor. Exp. P07023 (2007), doi:10.1088/17425468/2007/07/p07023.
[7] A. Dhar, Heat transport in low-dimensional systems, Adv. Phys. 57, 457 (2008), doi:10.1080/00018730802538522.
[8] H. Spohn, Nonlinear fluctuating hydrodynamics for anharmonic chains, J. Stat. Phys. 154, 1191 (2014), doi:10.1007/s10955-014-0933-y.
[9] S. Diehl, A. Micheli, A. Kantian, B. Kraus, H. P. Büchler and P. Zoller, Quantum states and phases in driven open quantum systems with cold atoms, Nat. Phys. 4, 878 (2008), doi:10.1038/nphys1073.
[10] N. Syassen et al., Strong dissipation inhibits losses and induces correlations in cold molecular gases, Science 320, 1329 (2008), doi:10.1126/science. 1155309.
[11] M. Cheneau et al., Light-cone-like spreading of correlations in a quantum many-body system, Nature 481, 484 (2012), doi:10.1038/nature10748.
[12] T. Tomita, S. Nakajima, I. Danshita, Y. Takasu and Y. Takahashi, Observation of the Mott insulator to superfluid crossover of a driven-dissipative Bose-Hubbard system, Sci. Adv. 3, 12 (2017), doi:10.1126/sciadv. 1701513.
[13] P. D. Nation, J. R. Johansson, M. P. Blencowe and A. J. Rimberg, Iterative solutions to the steady-state density matrix for optomechanical systems, Phys. Rev. E 91, 013307 (2015), doi:10.1103/PhysRevE.91.013307.
[14] P. D. Nation, Steady-state solution methods for open quantum optical systems, (arXiv preprint) doi:10.48550/arXiv.1504.06768.
[15] L. Xiao et al., Observation of topological edge states in parity-time-symmetric quantum walks, Nat. Phys. 13, 1117 (2017), doi:10.1038/nphys4204.
[16] M. van Caspel, S. E. Tapias Arze and I. Pérez Castillo, Dynamical signatures of topological order in the driven-dissipative Kitaev chain, SciPost Phys. 6, 026 (2019), doi:10.21468/SciPostPhys.6.2.026.
[17] N. Shibata and H. Katsura, Dissipative spin chain as a non-Hermitian Kitaev ladder, Phys. Rev. B 99, 174303 (2019), doi:10.1103/PhysRevB.99.174303.
[18] N. Shibata and H. Katsura, Dissipative quantum Ising chain as a non-Hermitian AshkinTeller model, Phys. Rev. B 99, 224432 (2019), doi:10.1103/PhysRevB.99.224432.
[19] J. Huber, P. Kirton, S. Rotter and P. Rabl, Emergence of PT-symmetry breaking in open quantum systems, SciPost Phys. 9, 052 (2020), doi:10.21468/SciPostPhys.9.4.052.
[20] J. Huber, P. Kirton and P. Rabl, Nonequilibrium magnetic phases in spin lattices with gain and loss, Phys. Rev. A 102, 012219 (2020), doi:10.1103/PhysRevA.102.012219.
[21] N. Shibata and H. Katsura, Quantum Ising chain with boundary dephasing, Prog. Theor. Exp. Phys. 12 (2020), doi:10.1093/ptep/ptaa131.
[22] J. Schwinger, Brownian motion of a quantum oscillator, J. Math. Phys. 2, 407 (1961), doi:10.1063/1.1703727.
[23] L. V. Keldysh, Diagram technique for nonequilibrium processes, Zh. Eksp. Teor. Fiz. 47, 1515 (1964).
[24] L. P. Kadanoff and G. A. Baym, Quantum statistical mechanics, CRC Press, Boca Raton, USA, ISBN 9780201410464 (1962), doi:10.1201/9780429493218.
[25] M. Cini, Time-dependent approach to electron transport through junctions: General theory and simple applications, Phys. Rev. B 22, 5887 (1980), doi:10.1103/PhysRevB.22.5887.
[26] G. Stefanucci and C.-O. Almbladh, Time-dependent partition-free approach in resonant tunneling systems, Phys. Rev. B 69, 195318 (2004), doi:10.1103/PhysRevB.69.195318.
[27] P. Myöhänen, A. Stan, G. Stefanucci and R. van Leeuwen, Kadanoff-Baym approach to quantum transport through interacting nanoscale systems: From the transient to the steadystate regime, Phys. Rev. B 80, 115107 (2009), doi:10.1103/PhysRevB.80.115107.
[28] M. Ridley, A. MacKinnon and L. Kantorovich, Current through a multilead nanojunction in response to an arbitrary time-dependent bias, Phys. Rev. B 91, 125433 (2015), doi:10.1103/PhysRevB.91.125433.
[29] T. Fukadai and T. Sasamoto, Dynamics of open tight-binding model, (arXiv preprint) doi:10.48550/arXiv.1912.05633.
[30] A. G. Redfield, On the theory of relaxation processes, IBM J. Res. Dev. 1, 19 (1957), doi:10.1147/rd.11.0019.
[31] G. Lindblad, On the generators of quantum dynamical semigroups, Commun. Math. Phys. 48, 119 (1976), doi:10.1007/BF01608499.
[32] H.-P. Breuer and F. Petruccione, The theory of open quantum systems, Oxford University Press, Oxford, UK, ISBN 9780198520634 (2002).
[33] T. Jin, M. Filippone and T. Giamarchi, Generic transport formula for a system driven by Markovian reservoirs, Phys. Rev. B 102, 205131 (2020), doi:10.1103/PhysRevB.102.205131.
[34] M. Žnidarič, Exact solution for a diffusive nonequilibrium steady state of an open quantum chain, J. Stat. Mech.: Theor. Exp. L05002 (2010), doi:10.1088/17425468/2010/05/105002.
[35] M. Žnidarič, A matrix product solution for a nonequilibrium steady state of an $X X$ chain, J. Phys. A: Math. Theor. 43, 415004 (2010), doi:10.1088/1751-8113/43/41/415004.
[36] M. Žnidarič, Solvable quantum nonequilibrium model exhibiting a phase transition and a matrix product representation, Phys. Rev. E 83, 011108 (2011), doi:10.1103/PhysRevE.83.011108.
[37] T. Prosen, Open $X X Z$ spin chain: Nonequilibrium steady state and a strict bound on ballistic transport, Phys. Rev. Lett. 106, 217206 (2011), doi:10.1103/PhysRevLett.106.217206.
[38] T. Prosen, Exact nonequilibrium steady state of a strongly driven open $X X Z$ chain, Phys. Rev. Lett. 107, 137201 (2011), doi:10.1103/PhysRevLett.107.137201.
[39] D. Karevski, V. Popkov and G. M. Schütz, Exact matrix product solution for the boundary-driven lindblad XXZ chain, Phys. Rev. Lett. 110, 047201 (2013), doi:10.1103/PhysRevLett.110.047201.
[40] T. Prosen, Matrix product solutions of boundary driven quantum chains, J. Phys. A: Math. Theor. 48, 373001 (2015), doi:10.1088/1751-8113/48/37/373001.
[41] C. Matsui and T. Prosen, Construction of the steady state density matrix and quasilocal charges for the spin-1/2 XXZ chain with boundary magnetic fields, J. Phys. A: Math. Theor. 50, 385201 (2017), doi:10.1088/1751-8121/aa82db.
[42] P. Ribeiro and T. Prosen, Integrable quantum dynamics of open collective spin models, Phys. Rev. Lett. 122, 010401 (2019), doi:10.1103/PhysRevLett.122.010401.
[43] S. R. Clark, J. Prior, M. J. Hartmann, D. Jaksch and M. B. Plenio, Exact matrix product solutions in the Heisenberg picture of an open quantum spin chain, New J. Phys. 12, 025005 (2010), doi:10.1088/1367-2630/12/2/025005.
[44] D. Muth, R. G. Unanyan and M. Fleischhauer, Dynamical simulation of integrable and nonintegrable models in the Heisenberg picture, Phys. Rev. Lett. 106, 077202 (2011), doi:10.1103/PhysRevLett.106.077202.
[45] M. P. Zaletel, R. S. K. Mong, C. Karrasch, J. E. Moore and F. Pollmann, Time-evolving a matrix product state with long-ranged interactions, Phys. Rev. B 91, 165112 (2015), doi:10.1103/PhysRevB.91.165112.
[46] U. Schollwöck, The density-matrix renormalization group, Rev. Mod. Phys. 77, 259 (2005), doi:10.1103/RevModPhys.77.259.
[47] T. Prosen and M. Žnidarič, Matrix product simulations of non-equilibrium steady states of quantum spin chains, J. Stat. Mech.: Theor. Exp. P02035 (2009), doi:10.1088/17425468/2009/02/p02035.
[48] P. Kos and T. Prosen, Time-dependent correlation functions in open quadratic fermionic systems, J. Stat. Mech.: Theor. Exp. 123103 (2017), doi:10.1088/1742-5468/aa9681.
[49] P. E. Dolgirev, J. Marino, D. Sels and E. Demler, Non-Gaussian correlations imprinted by local dephasing in fermionic wires, Phys. Rev. B 102, 100301 (2020), doi:10.1103/PhysRevB.102.100301.
[50] A. P. Chaudhari, S. P. Kelly, R. J. Valencia-Tortora and J. Marino, Zeno crossovers in the entanglement speed of spin chains with noisy impurities, J. Stat. Mech.: Theor. Exp. 103101 (2022), doi:10.1088/1742-5468/ac8e5d.
[51] T. Prosen, Third quantization: A general method to solve master equations for quadratic open Fermi systems, New J. Phys. 10, 043026 (2008), doi:10.1088/13672630/10/4/043026.
[52] T. Prosen and I. Pižorn, Quantum phase transition in a far-from-equilibrium steady state of an XY spin chain, Phys. Rev. Lett. 101, 105701 (2008), doi:10.1103/PhysRevLett.101.105701.
[53] T. Prosen and B. Žunkovič, Exact solution of Markovian master equations for quadratic Fermi systems: Thermal baths, open XY spin chains and non-equilibrium phase transition, New J. Phys. 12, 025016 (2010), doi:10.1088/1367-2630/12/2/025016.
[54] T. Prosen, Spectral theorem for the Lindblad equation for quadratic open fermionic systems, J. Stat. Mech.: Theor. Exp. P07020 (2010), doi:10.1088/1742-5468/2010/07/p07020.
[55] T. Prosen and T. H. Seligman, Quantization over boson operator spaces, J. Phys. A: Math. Theor. 43, 392004 (2010), doi:10.1088/1751-8113/43/39/392004.
[56] C. Guo and D. Poletti, Solutions for bosonic and fermionic dissipative quadratic open systems, Phys. Rev. A 95, 052107 (2017), doi:10.1103/PhysRevA.95.052107.
[57] C. Guo and D. Poletti, Analytical solutions for a boundary-driven XY chain, Phys. Rev. A 98, 052126 (2018), doi:10.1103/PhysRevA. 98.052126.
[58] H. Abou-Kandil, G. Freiling, V. Ionescu and G. Jank, Matrix Riccati equations in control and systems theory, Birkhäuser, Basel, Switzerland, ISBN 9783034880817 (2003), doi:10.1007/978-3-0348-8081-7.
[59] J. M. Davis, I. A. Gravagne, R. J. Marks II and A. A. Ramos, Algebraic and dynamic Lyapunov equations on time scales, (arXiv preprint) doi:10.48550/arXiv.0910.1895.
[60] M. Behr, P. Benner and J. Heiland, Solution formulas for differential Sylvester and Lyapunov equations, Calcolo 56, 51 (2019), doi:10.1007/s10092-019-0348-x.
[61] A. Y. Kitaev, Unpaired Majorana fermions in quantum wires, Phys.-Uspekhi 44, 131 (2001), doi:10.1070/1063-7869/44/10S/S29.
[62] J. Alicea, New directions in the pursuit of Majorana fermions in solid state systems, Rep. Prog. Phys. 75, 076501 (2012), doi:10.1088/0034-4885/75/7/076501.
[63] W. Liu and N. Andrei, Quench dynamics of the anisotropic Heisenberg model, Phys. Rev. Lett. 112, 257204 (2014), doi:10.1103/PhysRevLett.112.257204.
[64] K. Najafi, M. A. Rajabpour and J. Viti, Light-cone velocities after a global quench in a noninteracting model, Phys. Rev. B 97, 205103 (2018), doi:10.1103/PhysRevB.97.205103.
[65] F. L. S. Rodrigues, G. De Chiara, M. Paternostro and G. T. Landi, Thermodynamics of weakly coherent collisional models, Phys. Rev. Lett. 123, 140601 (2019), doi:10.1103/PhysRevLett.123.140601.
[66] L. H. Reis, S. H. S. Silva and E. Pereira, Beyond the Lindblad master equation: Heat, work, and energy currents in boundary-driven spin chains, Phys. Rev. E 101, 062107 (2020), doi:10.1103/PhysRevE.101.062107.
[67] L. Losonczi, Eigenvalues and eigenvectors of some tridiagonal matrices, Acta Math. Hung. 60, 309 (1992), doi:10.1007/BF00051649.
[68] W. Yueh, Eigenvalues of several tridiagonal matrices, Appl. Math. E-Notes 5, 66 (2005).
[69] R. Wituła and D. Słota, On modified Chebyshev polynomials, J. Math. Anal. Appl. 324, 321 (2006), doi:10.1016/j.jmaa.2005.12.020.
[70] B. Žunkovič and T. Prosen, Explicit solution of the Lindblad equation for nearly isotropic boundary driven XY spin 1/2 chain, J. Stat. Mech.: Theor. Exp. P08016 (2010), doi:10.1088/1742-5468/2010/08/p08016.
[71] S. Ajisaka, F. Barra and B. Žunkovič, Nonequilibrium quantum phase transitions in the XY model: Comparison of unitary time evolution and reduced density operator approaches, New J. Phys. 16, 033028 (2014), doi:10.1088/1367-2630/16/3/033028.
[72] M. Žnidarič, B. Žunkovič and T. Prosen, Transport properties of a boundarydriven one-dimensional gas of spinless fermions, Phys. Rev. E 84, 051115 (2011), doi:10.1103/PhysRevE.84.051115.
[73] L. C. Venuti and P. Zanardi, Dynamical response theory for driven-dissipative quantum systems, Phys. Rev. A 93, 032101 (2016), doi:10.1103/PhysRevA.93.032101.
[74] E. B. Lee and L. Markus, Foundations of optimal control theory, Wiley \& Sons, Hoboken, USA, ISBN 9780898748079 (1967).
[75] D. E. Kirk, Optimal control theory: An introduction, Prentice Hall, Hoboken, USA, ISBN 9780136380986 (1970).
[76] S. Mondié, A. V. Egorov and M. A. Gomez, Stability conditions for time delay systems in terms of the Lyapunov matrix, IFAC-Pap. 51, 136 (2018), doi:10.1016/j.ifacol.2018.07.212.
[77] M. Žnidarič, Relaxation times of dissipative many-body quantum systems, Phys. Rev. E 92, 042143 (2015), doi:10.1103/PhysRevE.92.042143.
[78] E. H. Lieb and D. W. Robinson, The finite group velocity of quantum spin systems, Commun. Math. Phys. 28, 251 (1972), doi:10.1007/BF01645779.
[79] W. Liu, Time evolution of the XXZ Heisenberg model, PhD thesis, Rutgers University, US (2014).
[80] T. Haga, M. Nakagawa, R. Hamazaki and M. Ueda, Liouvillian skin effect: Slowing down of relaxation processes without gap closing, Phys. Rev. Lett. 127, 070402 (2021), doi:10.1103/PhysRevLett.127.070402.
[81] I. Pižorn and T. Prosen, Operator space entanglement entropy in XY spin chains, Phys. Rev. B 79, 184416 (2009), doi:10.1103/PhysRevB.79.184416.
[82] F. Minganti, A. Miranowicz, R. W. Chhajlany and F. Nori, Quantum exceptional points of non-Hermitian Hamiltonians and Liouvillians: The effects of quantum jumps, Phys. Rev. A 100, 062131 (2019), doi:10.1103/PhysRevA.100.062131.
[83] F. Minganti, A. Miranowicz, R. W. Chhajlany, I. I. Arkhipov and F. Nori, Hybridliouvillian formalism connecting exceptional points of non-Hermitian Hamiltonians and Liouvillians via postselection of quantum trajectories, Phys. Rev. A 101, 062112 (2020), doi:10.1103/PhysRevA.101.062112.
[84] K. Kawabata, Y. Ashida, H. Katsura and M. Ueda, Parity-time-symmetric topological superconductor, Phys. Rev. B 98, 085116 (2018), doi:10.1103/PhysRevB.98.085116.
[85] Z. Gong, Y. Ashida, K. Kawabata, K. Takasan, S. Higashikawa and M. Ueda, Topological phases of non-Hermitian systems, Phys. Rev. X 8, 031079 (2018), doi:10.1103/PhysRevX.8.031079.
[86] V. Alba and F. Carollo, Spreading of correlations in Markovian open quantum systems, Phys. Rev. B 103, L020302 (2021), doi:10.1103/PhysRevB.103.L020302.
[87] V. Alba and F. Carollo, Noninteracting fermionic systems with localized losses: Exact results in the hydrodynamic limit, Phys. Rev. B 105, 054303 (2022), doi:10.1103/PhysRevB.105.054303.
[88] V. Alba, Unbounded entanglement production via a dissipative impurity, SciPost Phys. 12, 011 (2022), doi:10.21468/SciPostPhys.12.1.011.

