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Abstract

We introduce a mathematical framework for symmetry-resolved entanglement entropy
with a non-Abelian symmetry group. To obtain a reduced density matrix that is block-
diagonal in the non-Abelian charges, we define subsystems operationally in terms of
subalgebras of invariant observables. We derive exact formulas for the average and the
variance of the typical entanglement entropy for the ensemble of random pure states
with fixed non-Abelian charges. We focus on compact, semisimple Lie groups. We show
that, compared to the Abelian case, new phenomena arise from the interplay of locality
and non-Abelian symmetry, such as the asymmetry of the entanglement entropy under
subsystem exchange, which we show in detail by computing the Page curve of a many-
body system with SU(2) symmetry.
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1 Introduction

Symmetries play a fundamental role in isolated quantum systems as they result in conservation
laws and constraints for physical quantities, including the entanglement entropy. In this pa-
per, we study the interplay between locality, symmetries and entanglement. In particular, we
show that the Page curve for the typical entanglement entropy [1,2] captures new phenomena
proper of systems with a non-Abelian symmetry group [3].

For Abelian symmetries, such as number conservation or charge conservation, the notion
of typical entanglement entropy [4–12] and its relation to symmetry-resolved entanglement
[13–15] is well studied. The main ingredients are immediate to define. For instance, consider
a system composed of two parts A and B, which carry a representation of an Abelian group
with charge Q = QA + QB. A symmetry-resolved state is an eigenstate of the total charge,
Q|ψq〉 = q |ψq〉, and the Hilbert space at fixed total charge q decomposes as a direct sum of
tensor products

H(q) =⊕qA

�

H(qA)
A ⊗H(q−qA)

B

�

. (1)

The direct sum over subsystem charges qA is a consequence of the constraint q = qA+ qB im-
posed by charge conservation. To evaluate the entanglement entropy SA = −trA(ρA logρA)
of the pure state |ψq〉, we first compute the density matrix ρA of the restricted state, which
is defined by the partial trace over B as usual [16], ρA = trB|ψq〉〈ψq|. Note that, as
�

|ψq〉〈ψq|,Q
�

= 0, we have that the reduced density matrix commutes with the charge in

A, i.e., [ρA,QA] = 0, and therefore it takes the block-diagonal form ρA = ⊕qA
p(qA)ρ

(qA)
A with

each block of definite charge qA having probability p(qA). The generalization to a non-Abelian
symmetry group is not immediate and requires new tools, which we introduce in this paper.

To illustrate the new aspects that arise in the presence of a non-Abelian symmetry, con-
sider, for instance, a composite system that is invariant under the non-Abelian symmetry group
SU(2), with generators J⃗ = J⃗A + J⃗B. How do we define a symmetry-resolved state? Clearly,
it cannot be a simultaneous eigenstate of the components J x , J y , J z as these observables do
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Figure 1: Energy spectrum of the SU(2)-invariant random Heisenberg Hamilto-
nian (2) with N = 6. On increasing the parameter µ, the spectrum splits in
symmetry-resolved blocks H( j)N of fixed spin j, (4), with each block consisting of

(2 j+1)×dimH( j)G states as shown in the table. We show also the transitions induced
by the local observable S x

1 S x
2 and by the G-invariant local observable S⃗1 · S⃗2.

not commute. The only simultaneous eigenstates have J⃗ 2 = 0. Even if we were to diagonalize
only a set of commuting observables such as J⃗ 2 and J z , we still face the issue that the non-
Abelian charges are not additive over subsystems as, for instance, J⃗ 2 ̸= J⃗ 2

A + J⃗ 2
B . In the Abelian

case, the proof that ρA is block diagonal uses the additivity of the charges Q = QA +QB. Is
ρA block diagonal in the non-Abelian case? This question is related to how we define a sub-
system. Do we measure only the group-invariant degrees of freedom or also the rotational
degrees of freedom? We address these questions in detail, developing a mathematical frame-
work for symmetry-resolved entanglement that applies to a general non-Abelian symmetry
group G. We introduce the notions of (i) symmetry-resolved states and observables, (ii) lo-
cality and symmetry-resolved subsystems, and (iii) symmetry-resolved entanglement entropy
and its statistics over random symmetry-resolved states.

As a concrete example of the interplay of locality, non-Abelian symmetry, and entangle-
ment, let us consider a system of N spin-1/2 particles with SU(2) invariant Hamiltonian. Our
mathematical analysis only requires the symmetry group G, and the Hamiltonian is used here
simply to provide a physical motivation. For instance, we can consider the random Heisenberg
Hamiltonian [17,18]

H =
1
p

N

N
∑

n,m=1
n<m

cnm S⃗n · S⃗m + µ J⃗2 , with J⃗ =
N
∑

n=1

S⃗n , (2)

where the coupling constants cnm are assumed to be normally distributed with zero average
and unit variance, S⃗n are the individual spin operators, and µ is a coupling constant. The
system is invariant under global SU(2) rotations generated by J⃗ ,

[H, J i] = 0 . (3)
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This example allows us to illustrate the three notions that play a central role in this paper:
(i) Symmetry-resolved states and observables. Due to the presence of symmetry, the spec-

trum of the Hamiltonian splits into symmetry-resolved sectors corresponding to the eigenval-
ues of the conserved charge J⃗ 2. Mathematically, the Hilbert space HN of the system decom-
poses as a direct sum over sectors of spins j,

HN =
⊕

j H( j)N =
⊕

j

�

H( j)sym ⊗H( j)G

�

. (4)

As shown in Fig. 1, each sector H( j)N of spin j consists of (2 j+1)×dimH( j)G orthogonal states,

where the (2 j + 1)-multiplets describe the rotational degrees of freedom | j, m〉 ∈ H( j)sym of

the system. The internal degrees of freedom are rotational invariant states | j,χG〉 ∈ H( j)G . A
symmetry-resolved state |ψ j〉 is defined as a state of the factorized form,

|ψ j〉= | j,ξ〉 | j,χG〉 , with | j,ξ〉=
∑

m ξm| j, m〉 . (5)

States of this form have been considered also in [19–21]. We define symmetry-resolved observ-
ables OG , i.e., rotationally invariant observables that commute with the symmetry generators,
[OG , J i] = 0. Note that the symmetry-resolved states defined by (5) are not generic states
in the sector of spin j, as they have no entanglement between the rotational state | j, m〉 and
the internal state | j,χG〉. This definition is justified by the notion of symmetry-resolved ob-
servables OG , which cannot entangle rotational and internal degrees of freedom. Moreover,
if the state can only be prepared and measured with the observables OG , then the rotational
states | j, m〉 serve only as an ancilla, and the states of interest are the ones described above.
In the following, we denote by AK the algebra of observables of the system and by AG ⊂ AK
the subalgebra of G-invariant observables. While AK is defined at the kinematical level, the
algebra AG knows about the symmetries of the dynamics.

To illustrate these definitions, let us suppose a large energy gap exists between the different
sectors of spin j because the parameter µ in the Hamiltonian is large. Then, the observables OG
can induce only low-energy transitions because they have vanishing matrix elements between
different sectors in the energy spectrum. Furthermore, they satisfy the selection rule ∆m = 0
because they are rotationally invariant. States prepared and measured with these accessible
observables OG take the form (5).

(ii) Locality and symmetry-resolved subsystems. A spin system like the one described by the
Hamiltonian (2) has a built-in notion of locality associated with the single spins S⃗n that com-
pose the system. These local subsystems come with a notion of tensor product decomposition
H =HA⊗HB for spins in the subsystems A and B. The observables OA that act only on the sub-
system A form the subalgebra AKA ⊂ AK of K-local observables in A: They are kinematically
local, but they do not preserve the symmetries of the dynamics. To define symmetry-resolved
subsystems that are local in A, we consider observables OGA that are both G-invariant and act
only on the degrees of freedom in A. They form the subalgebra of G-local observables in A,
given by the intersection:

AGA =AKA∩AG . (6)

As an example, the observable S x
1 S x

2 ∈AKA and the observable S⃗1 · S⃗2 ∈AGA act locally on the
first two spins only, but the first induces transitions between multiplets in the energy spectrum
while the second does not as it is G-invariant.

A subsystem can be defined operationally in terms of a subalgebra of observables we can
access. Here, we are interested in G-local observables in A. The restriction of a symmetry-
resolved state |ψ j〉 to the subalgebra AGA is given by the density matrix ρGA. As G-local
observables in A commute with the generator of rotations in A, we have that [ρGA, J i

A] = 0 and
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therefore the reduced density matrix takes the block-diagonal form

ρGA =
⊕

jA

p( jA)ρ( jA)GA . (7)

Note that the choice of a G-local subalgebra is crucial here as it is associated with a decompo-
sition of the Hilbert space H( j)N as a direct sum over jA,

H( j)N =H( j)sym ⊗
⊕

jA

�

H( jA)GA ⊗H( j, jA)
GB

�

. (8)

Note also that this structure differs from the one found in the Abelian case: the Hilbert space of
rotational degrees of freedom H( j)sym is non-trivial in the non-Abelian case, and the complement

H( j, jA)
GB is not labeled by a difference of the charges j and jA as in H(q−qA)

B in Eq. (1). Further-
more, if instead we had considered the usual reduced density matrix ρKA = trB|ψ j〉〈ψ j|, a
different structure would arise. The kinematical density matrix ρKA is defined as a trace over
the kinematical degrees of freedom in B and represents the restriction of the state to the sub-
algebra of K-local observables AKA. We note that in the non-Abelian case the K-local reduced
density matrix ρKA is not of a block-diagonal form, as J⃗ 2 ̸= J⃗ 2

A + J⃗ 2
B and K-local observables

induce transitions between sectors with different spins jA in the subsystem A. In Fig. 2, we
also show that considering instead a microcanonical truncation of local observables [22] by
introducing projectors P( j), we can forbid transitions between sectors at the expense of local-
ity. The operational definition of a subsystem in terms of the subalgebra of G-local observables
guarantees that the subsystem is both local and G-invariant.

Figure 2: Matrix elements of the K-local observable S x
1 S x

2 (1a)– (2a), of its SU(2)-
projected version

∑

j PjS
x
1 S x

2 Pj (1b)– (2b), and of the G-local observable S⃗1 · S⃗2 (1c)–
(2c). Block-diagonal matrix elements in the spin-lattice basis (1a) highlight the local
or non-local nature of the observable, while the off-diagonal matrix elements in the
energy basis (2a) determine the possible transitions between energy levels. While the
SU(2)-projected observable allows only SU(2)-invariant transitions (∈ AG) (2b), it
is not a local observable (/∈AKA) (1b). Hence, the SU(2)-projected observable is not
G-local, (6). On the other hand, the observable S⃗1 · S⃗2 ∈ AGA is both local (1c) and
induces only SU(2)-invariant transitions (2c).
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(iii) Symmetry-resolved entanglement entropy and typicality. If we have access only to
symmetry-resolved observables in the subsystem A, i.e., to the subalgebra AGA, then the acces-
sible entanglement entropy is defined by the restriction of the state to this subalgebra. For a
symmetry-resolved state |ψ j〉, the accessible entropy is the symmetry-resolved entanglement
entropy SGA defined as the von Neumann entropy of the density matrix ρGA, which in turn can
be expressed as the sum of two terms:

SGA(|ψ j〉) = −tr(ρGA logρGA) = −
∑

jA

p( jA) tr
�

ρ
( jA)
GA logρ( jA)GA

�

−
∑

jA

p( jA) log p( jA) . (9)

The symmetry-resolved entanglement entropy SGA(|ψ j〉) can be understood as the sum of two

terms, S(conf)
GA and S(num)

GA . One first defines the symmetry-resolved entanglement entropy at

fixed system and subsystem charges S( jA)GA as the von Neumann entropy of the density matrix

ρ
( jA)
GA in each sector jA. Then the configurational entropy S(conf)

GA is given by its average over

the probability p( jA) of finding the state in the sector jA, and the number entropy S(num)
GA is

the Shannon entropy of the probability p( jA). The table below summarizes the definitions
commonly used in the literature:

Total symmetry-resolved entanglement entropy SGA(|ψ j〉)

Symmetry-resolved entanglement entropy
at fixed system & subsystem charges

S( jA)GA = −tr
�

ρ
( jA)
GA logρ( jA)GA

�

Configurational entropy S(conf)
GA =
∑

jA
p( jA)S( jA)GA

Number entropy (Shannon) S(num)
GA = −
∑

jA
p( jA) log p( jA)

(10)

Now, given a random state |ψ j〉 that is symmetry resolved, we can ask what is the proba-
bility of finding entanglement entropy SGA. It turns out that the exact formulas for the average
〈SGA〉 and the variance (∆SGA)2 derived for a general subalgebra of observables in [2] apply
here unmodified, once one uses the dimensions of the Hilbert spaces appearing in the decom-
position (8). For a system composed of N ≫ 1 spins, there is a typical value 〈SGA〉 of the
entropy that characterizes completely the Page curve of subsystems [1, 2] as the variance of
the probability distribution P(SGA) is exponentially small in N .

It is important to note that the G-invariant notion of entanglement entropy SGA introduced
here is distinct from the usual notion of kinematical entanglement entropy
SKA = −tr(ρKA logρKA) which probes also the rotational degrees of freedom | j, m〉 that are
not G-invariant. In Fig. 3, we illustrate the difference with an example. We consider the case
of N = 6 spin-1/2 particles in a random state with j = 1 and m = +1, and a subsystem
consisting of NA = 3 spins. For the same sample of random states, we report the histograms
for the probability distributions P(SGA) and P(SKA), which are shown to be distinct, Fig. 3(a).
The statistical average µGA and variance σ2

GA match numerically the exact formulas 〈SGA〉 and
(∆SGA)2 that we derive in this paper for the G-local entanglement entropy. The K-local entan-
glement entropy with SU(2) symmetry is studied in [21]where asymptotic formulas at large N
are derived for 〈SKA〉 and (∆SKA)2 using a combination of analytical and numerical methods.
To date, there is no analytical result for the average K-local entanglement entropy 〈SKA〉 at
finite N . We note that, because of the contribution of the rotational degrees of freedom | j, m〉,
we have that typically, the kinematical entanglement entropy SKA is larger than the symmetry-
resolved entanglement entropy SGA of a random state. However, the relation between the two
is non-trivial as shown in Fig. 3(b) where we consider a specific (non-random) family of states
for which SGA is instead larger than SKA. We consider the two orthogonal states |ψ1〉 and |ψ2〉
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Figure 3: For a system of N = 6 spins with total spin j = 1, magnetization m = +1
and subsystem size NA = 3, we show: (a) the probability distribution of the G-local
(purple) and the K-local (yellow) entanglement entropies SGA and SKA of a sample of
random symmetry-resolved states, including a comparison of the numerical values
(µGA,σGA) and the exact values (〈SGA〉,∆SGA) of the average and variance of P(SGA);
(b) the entanglement entropy of a superposition of the two states (11), which high-
lights the non-trivial relation between SGA and SKA; at p = 0: SGA = SKA = 0, at
p = 1

2 : SGA > SKA, and at p = 1: SKA > SGA = 0.

with j = 1, m = +1 obtained from the coupling of the angular momentum of six spin-1/2
particles as described by the diagrams below [23]:

|ψ1〉=

<latexit sha1_base64="Y8U6dLlt1rTFxqKWL4VGLKnoOC8=">AAAFgHichZTfb9MwEMezrYURfmxjvPFiMSFa0XVJuhUEqjTBC49DYj+ktqoc55Jai+0ocVpK1D+Ud974J7CTpjRbKZYSnb/3uTvnHNuNQppIy/q5tb1Tqz94uPvIfPzk6bO9/YPnV4lIYwKXRIQivnFxAiHlcCmpDOEmigEzN4Rr9/az9l9PIE6o4N/kLIIhwwGnPiVYKml0sDMfSHr7w4cZZ5gnIDMTFD9D6iXhey/zhJy3TMp1gV5jYrd1tWbLnJsDFwLKMx0eUSLTGJbaIp2aF2mQCmx+XM76MQ3Gsid8NLGHyues9znaZ633Wco3XZ9zqnNOKzmxKyawjGNNhLJB4609aM5XIBdCMe11gKFyYdgpSDZyqmgIfl4K6yViu6Q2JszRTol2NqD5B+DTEj3dhOZZz0r0rIouW4LPNNYtsW6BeRQHMWaZqXcHHR/3o7GQgrfACwCFWBXqDRrWoFlsUcvU739h9olTgFYOWv8D891T5HRzZb2Pf/ORMY4D8JArkgr8RufNyzNN4yKnDzFT//gw//m07KyXO3flvKTuf0Uu1qt7XZULurtO1k0G7q0cBz1bPTCj/SOrbeUD3TfshXFkLMbFaP/3wBMkZcAlCXGS9G0rksMMx5KSUB/ANIEIk1scQF+ZHDNIhll+T8zRa6V4yBexerhEuboakWGWJDPmKpJhOU7u+rS4ztdPpf9+mFEepRI4KQr5aYikQPrSQR6NgchwpgxMYqrWivReYiLV1VSpoptzXPZLdce+24v7xpXTtrvt7tfTo/NPiz7tGi+NV0bDsI13xrnxxbgwLg2y86tm1g5rL+rb9Ub9pG4X6PbWIubQqIz6hz/FPK2j</latexit>

+1

m2m1 m3 m4 m5 m6

0 1/2 1/2 0
1

, |ψ2〉=

<latexit sha1_base64="6bFBm1kdZ4D9fEY4ppu5ury50SM=">AAAFgXicfZRbb9MwFMeztYWRcdm4PPFiMSFatpUk3QrSVGmCFx6HxC5SW1WOc5Jai+0ocVpKVL4nH4AnvgR20pRm62Yp0fH//HyOc05sNwppIi3r98Zmrd548HDrkbn9+MnTZzu7zy8SkcYEzokIRXzl4gRCyuFcUhnCVRQDZm4Il+71F+2/nECcUMG/y1kEQ4YDTn1KsFTSaLf2ayDp9U8fZpxhnoDMTFD8DKmXhB+9zBNyfmBSrhP0mhO7rbO1zLk5cCGgPNOrI0pkGsNSW0RT8yIKUutaJ8tZP6bBWPaEjyb2UPmc9T5H+6z1Pkv5putjTnXMaSUmdsUElutYC6Fs0Ny3B635CuRCKKa9DjBUbgw7BclGThUNwc9TYb1FbJfUvQFztFOinXvQ/APwUYke3YfmUY9L9LiKLkuCjzXWLbFugXkUBzFm71Fm6v6gw8N+NBZS8APwAkAhVql6g6b6qqJJB6Z+34V1PjgFaOWgdXe8Asz7p8jp3ZktxelO/o9HxjgOwEOuSCrwu+U+maZxEdOHmKmffJj/flp21sudm3KeUnegIhf71dWuygXdXSfrMgP3Vg6Enq0emdHOntW28oFuG/bC2DMW42y083fgCZIy4JKEOEn6thXJYYZjSUmoj2CaQITJNQ6gr0yOGSTDLL8o5uitUjzki1g9XKJcXV2RYZYkM+YqkmE5Tm76tLjO10+l/2mYUR6lEjgpEvlpiKRA+tZBHo2ByHCmDExiqvaKdC8xkepuqmTRxTks66WqY9+sxW3jwmnb3Xb329He6edFnbaM18Ybo2nYxkfj1PhqnBnnBqn9qW/XX9ZfNWqNVsNqOAW6ubFY88KojMbJP0I/rc4=</latexit>

+1

m2m1 m3 m4 m5 m6

1 3/2 1/2 0
1

. (11)

These two states are simultaneous eigenstates of the observables (S⃗1+ S⃗2)2 and (S⃗1+ S⃗2+ S⃗3)2.
As a result, when restricted to G-invariant observables of the first three spins, they have van-
ishing G-local entropy SGA(|ψ1〉) = 0 and SGA(|ψ2〉) = 0. On the other hand, because of
the entanglement in the rotational degrees of freedom, we have that the K-local entropies are
SKA(|ψ1〉) = 0 and non-vanishing SKA(|ψ2〉) ̸= 0. Moreover, in the superposition
(|ψ1〉+ |ψ2〉)/

p
2 we have that SGA is larger than SKA, which shows that the relation between

the two is non-trivial.
The three ingredients (i)–(ii)–(iii) outlined above are related to a substantial body of lit-

erature. The notion of Page curve for random states without constraints was first introduced
in [1] motivated by the information puzzle in black hole evaporation [24–26]. In the case of
Abelian constraints such as number conservation [2], the notions of K-local and G-local sub-
systems coincide, and the Page curve with Abelian constraints is studied in [4–12]. In the case
of non-Abelian symmetry SU(2), the Page curve of K-local subsystems is studied in [21, 27].
The operational notion of entanglement entropy associated with a subalgebra of observables
is discussed in [28–31]. In particular, the geometric entanglement entropy in quantum field
theory [32–34] is best understood in terms of local subalgebras of observables [35–39]. The
notion of G-local subalgebras of observables invariant under a group of non-Abelian transfor-
mations appears in lattice gauge theory [40–43] and in loop quantum gravity [44–46]. The
accessible entanglement entropy in the presence of symmetries and superselections rules is dis-
cussed in [47–53]. The notion of symmetry-resolved entanglement was introduced in [13–15]
and studied for Abelian symmetry in [54–70] and [71–83], (see [84] for a review). To date, the
study of symmetry-resolved entanglement entropy for non-Abelian groups has remained re-
stricted to vacuum states that are assumed to be invariant under the action of the group, such as
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the j = 0 sector in the decomposition (8) for the group SU(2) [14,85–87], or the |0, 0〉 vacuum
that is invariant under Virasoro symmetry in a conformal field theory [88]. On the other hand,
the case of excited states with symmetry group SU(2) has been studied recently in [19–21]
where non-commuting conserved charges are shown to lead to new phenomena [27, 89–91]
in the context of eigenstate thermalization [92–94] and quantum many-body scars [95,96].

The paper is organized as follows: In Sec. 2 we describe how to define a subsystem op-
erationally in terms of a subalgebra of observables, and we determine the main expression
for the typical entanglement entropy in complete generality. Then, in Sec. 3, we introduce a
non-Abelian symmetry group, and we derive the decomposition (7)–(8) for general group G,
without any requirement of locality. In Sec. 4, we discuss locality and introduce the notion of
G-local observables in many-body systems using the definition (6). The application to many-
body spin systems with SU(2) symmetry is discussed in Sec. 5, where we derive the exact
formulas used in Fig. 3 (see also App. A). In Sec. 6, we derive the large system asymptotics
of the SU(2) symmetry-resolved typical entropy (see also App. B). To conclude, in Sec. 7, we
summarize our results and illustrate applications.

2 Subsystems from subalgebras and typical entropy

We consider an isolated quantum system with Hilbert space H of finite dimension
D = dimH <∞. Pure states of the system, |ψ〉 ∈ H, can be understood as vectors in CD

and observables O as D× D hermitian matrices. The algebra of observables of the system,

A= L(H)≃ MD(C) , (12)

is the set L(H) of linear operators on H or equivalently the algebra MD(C) of matrices on CD.
In general, a von Neumann algebra on CD is an algebra of matrices that is closed under

(i) hermitian conjugation, (ii) addition, (iii) multiplication, and (iv) contains all C multiples
of the identity operator. In particular, the algebra A of observables of the system is a von
Neumann algebra [29, 97].1 Here we are interested in von Neumann subalgebras of A. We
say that a subalgebra is generated by the set of hermitian matrices Ki (with i = 1, . . . , n) if it
can be obtained by their closure under (i)–(iv), which we denote by

C[Ki]≡
�

M ∈ MD(C) |M = a1+
∑

i

biKi +
∑

i j

ci jKiK j + . . .
	

, (13)

with coefficients a, bi , ci j . . . in C. The notion of commutant will play a central role. The
commutant of a set of matrices is defined as

{K1, . . . , Kn}′ ≡ {M ∈ MD(C) |MKi − Ki M = 0 , i = 1, . . . , n} . (14)

There are two useful results that we will use multiple times: the first relates the the double
commutant of a set of matrices to the algebra they generate, {K1, . . . , Kn}′′ = C[K1, . . . , Kn];
the second result relates the intersection of commutants to the union of the sets of generators:

C[Ki]
′ ∩C[H j]

′ = C[Ki , H j]
′ . (15)

Note that the commutant of a von Neumann algebra AS ⊂ A is also a von Neumann algebra
(AS)′ ⊂A, and the double commutant coincides with the algebra itself, (AS)′′ =AS .

1While observables of the system are represented by hermitian matrices, linear combinations are assumed to
be over C and therefore the von Neumann algebra of observables contains also anti-hermitian matrices and, more
importantly, unitary transformations. We note also that here we have assumed that the Hilbert space of the system
is finite-dimensional, and therefore in the definition of a von Neumann algebra reduces to the one of a matrix
algebra [97], with no additional requirement about topological closure. For a discussion of the infinite-dimensional
case and the classification of von Neumann algebras of observables in quantum field theory, we refer to [35–37,98].
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2.1 Hilbert space decomposition adapted to a subalgebra of observables

Given our physical system, we define a subsystem S operationally, in terms of a set of observ-
ables {O1, O2, . . .} that we have access to or that we can probe with measuring devices available
to us. These observables generate a von Neumann algebra AS on H,

AS = C
�

O1, O2, . . .
�

, (16)

that is a subalgebra of the algebra of observables A of the system, AS ⊆ A. The two notions
of commutant and center allow us to decompose the Hilbert space H in sectors adapted to the
subalgebra of observables AS .2

We start with the notion of commutant. We denote by S the complement of the subsystem
S and define it in terms of the subalgebra of observables that commute with AS , i.e., the
commutant of AS in A,

AS = (AS)
′ ≡ {M ∈A | [M , N] = 0 , ∀N ∈AS} . (17)

Next, we consider the center ZS of the subalgebra. Note that in general there are observables
R1, R2, . . . that can be measured both from S and from S, i.e. the subalgebra AS can have a
non-trivial center ZS ,

ZS =AS ∩AS = C[R1, R2, . . . ] . (18)

These structures allow us to decompose the Hilbert space H as a direct sum of tensor products.
The construction can be understood concretely in terms of an orthonormal basis of H adapted
to the subsystem S. We first consider the observables R1, R2, . . . in the center ZS . By defini-
tion, the center ZS is an Abelian algebra and, therefore, we can diagonalize these observables
simultaneously. We denote by r the eigenvalues of the observables in the center ZS . Then,
we can select a maximal commuting set of observables in AS with simultaneous eigenvalues
α, and a maximal commuting set of observables in AS with simultaneous eigenvalues β . As a
result, we obtain an orthonormal basis of H,

|r,α,β〉= |r,α〉|r,β〉 , (19)

that is adapted to the subalgebra AS . This basis gives a concrete meaning to the direct sum
decomposition

H =
⊕

r

�

H(r)
S
⊗H(r)

S

�

, (20)

where |r,α〉 is an orthonormal basis of H(r)S , and |r,β〉 an orthonormal basis of H(r)
S

. Note that
when the center is trivial, i.e., ZS = {1}, this decomposition reduces to the familiar tensor
product structure H =HA⊗HB of a composite system.

We call dr and br the dimensions of the sectors appearing in the direct-sum decomposition
associated with a subalgebra AS ,

dr = dimH(r)S , br = dimH(r)
S

, D = dimH =
∑

r dr br . (21)

These dimensions play a central role in the expression of the typical entropy of a subsystem.

2We refer to Ch. 11.8 in [29] for a pedagogical introduction, to [41–43] for applications to lattice systems,
to [99] for applications to information transport, and to [100,101] for applications to Hilbert space fragmentation.
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2.2 Pure states restricted to a subalgebra and entanglement entropy

Using the decomposition (20), observables of the subsystem S take the direct-sum form

O ∈AS ⊆A =⇒ O =
⊕

r

�

O(r)S ⊗1
(r)
S
�

. (22)

It is useful to introduce a notion of Hilbert space HS of the subsystem, defined as the direct
sum of the subsystem sectors:

HS ≡
⊕

r
H(r)S . (23)

The restriction of an operator O ∈AS to the Hilbert space of the subsystem is given by

O ∈AS ⊆A =⇒ OS ≡
⊕

r
O(r)S ∈ L(HS) . (24)

We can write this map from O to OS concretely as

Tr( · ΠS) : L(H) −→ L(HS) , (25)

O 7−→ OS = Tr(OΠS) ,

where Tr is the trace over H and TrS is the trace over HS .3 In the adapted basis |r,α,β〉 ∈H
and |r,α〉 ∈HS , the map ΠS takes the form

ΠS =
∑

r

∑

αα′

�∑

β

|r,α,β〉〈r,α′,β |
�

⊗ |r,α′〉〈r,α| . (26)

With these definitions, we can now write the restriction of a pure state |ψ〉 ∈H to the subsys-
tem S as a density matrix ρS ,

ρ = |ψ〉〈ψ| =⇒ ρS = Tr(ρΠS) , (27)

so that the expectation value of an observable on the subsystem S is given by

O ∈AS ⊆A =⇒ 〈ψ|O|ψ〉= TrS
�

OS ρS
�

. (28)

We note that the map ρ 7→ ρS is completely positive and trace preserving (CPTP) [16], as can
be seen by writing it in the operator sum form Tr(ρΠS) =

∑

rβ Y †
rβ ρ Yrβ with Kraus operators

Yrβ =
∑

α |r,α,β〉〈r,α|.
We are now ready to define the entanglement entropy S of the pure state |ψ〉 ∈H restricted

to a subalgebra of observables AS ⊆A = L(H): the entropy of the triple
�

|ψ〉,A,AS
�

equals
the von Neumann entropy SvN(ρS) of the restricted state, i.e.,

S
�

|ψ〉,A,AS
�

= −TrS(ρS logρS) , with ρS = 〈ψ|ΠS |ψ〉 . (29)

3Traces over the Hilbert spaces H, HS and H(r)S are defined as

Tr( · ) =
∑

rαβ

〈r,α,β | · |r,α,β〉 , TrS( · ) =
∑

r

∑

α

〈r,α| · |r,α〉 , Tr(r)S ( · ) =
∑

α

〈r,α| · |r,α〉 .

Similarly, one can define traces for H(r)
S

and for HS =
⊕

r H
(r)
S

in term of the basis |r,β〉.
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It is useful to express the entanglement entropy in the basis (19) adapted to a subalgebra AS .
We introduce first the projector P(r) =

∑

αβ |r,α,β〉〈r,α,β | to the sector r of the Hilbert space
decomposition. Using this projector, we can define the probability pr that the pure state is
found to be in the sector r, together with the (normalized) projected state |ψ(r)〉:

pr = 〈ψ|P(r)|ψ〉 =
∑

αβ

�

�〈r,α,β |ψ〉
�

�

2
, (30)

|ψ(r)〉 =
P(r)|ψ〉
p

〈ψ|P(r)|ψ〉
=
∑

αβ

ψ
(r)
αβ
|r,α〉|r,β〉 . (31)

Any pure state |ψ〉 ∈ H can then be expressed in the basis adapted to the subalgebra of ob-
servables AS as

|ψ〉=
∑

r

p
pr

∑

αβ

ψ
(r)
αβ
|r,α〉|r,β〉 . (32)

The definition (27) of reduced density matrix takes then the direct sum form

ρS =
⊕

r
pr ρ

(r)
S , (33)

with ρ(r)S simply defined as the partial trace over H(r)
S

, i.e.,

ρ
(r)
S = Tr(r)

S̄

�

|ψ(r)〉〈ψ(r)|
�

=
∑

αα′

�∑

β

ψ
(r)
α′β
ψ
(r)∗
αβ

�

|r,α′〉〈r,α| . (34)

Using the decomposition (33) and expanding TrS(ρS logρS) =
∑

r Tr(r)S
�

pr ρ
(r)
S log(pr ρ

(r)
S )
�

,
we can write the entanglement entropy as the sum of two terms,

S
�

|ψ〉,A,AS
�

= −
∑

r

pr tr
�

ρ
(r)
S logρ(r)S
�

−
∑

r

pr log pr , (35)

where the first term is the average over sectors of the entanglement entropy in each sector,
and the second piece is the Shannon entropy of the distribution over sectors.

We summarize some useful properties of the entanglement entropy of a subsystem defined
in terms of a subalgebra:

Minimum — The entanglement entropy is non-negative and vanishes if and only if the re-
striction of the state to the subalgebra is pure. For this to happen, the state has to belong to a
definite sector r and have a product form, i.e.,

S
�

|ψ〉,A,AS
�

= 0 =⇒ ∃ r : |ψ〉= |r,ξ〉S |r,χ〉S , (36)

with |r,ξ〉S =
∑

α ξα|r,α〉 and |r,χ〉S =
∑

β χβ |r,β〉. As a special case, if we don’t restrict the
state to any subalgebra, then the entanglement entropy of a pure state vanishes,
S
�

|ψ〉,A,A
�

= 0.

Maximum — We can determine the maximum entanglement entropy by varying the La-
grangian L = −

∑

r pr
∑

i(λri logλri) −
∑

r pr log pr + µ0 (1−
∑

r pr) +
∑

r µr (1−
∑

i λri),
with probabilities pr and λri , and Lagrange multipliers µ0 and µr . At the stationary point, we
obtain the maximum entropy

Smax = log
�∑

r min(dr , br)
�

. (37)
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The maximally-entangled state can be written as

|I〉=
∑

r

√

√

√
min(dr , br)
∑

r ′ min(dr ′ , br ′)

min(dr ,br )
∑

i=1

1
p

min(dr , br)
|r, i〉S |r, i〉S . (38)

Commutant symmetry — Note that the entanglement entropy of a subsystem is symmetric
under the exchange of the subsystem with its commutant, i.e.,

S
�

|ψ〉,A,AS
�

= S
�

|ψ〉,A,AS
�

. (39)

This notion of commutant symmetry generalizes the familiar subsystem symmetry SA = SB of
the entanglement entropy of pure states in a tensor product HA⊗HB.

2.3 Typical entanglement entropy: Average and variance

Consider the ensemble of random pure states |ψ〉 ∈H. Given a function of the state, f (|ψ〉),
we can define the average over the ensemble as




f
�

H =

∫

H
dµ(ψ) f (|ψ〉) =

∫

dU f (U |ψ0〉) , (40)

where dµ(ψ) is the uniform measure over the unit sphere inCD or, equivalently, dU is the Haar
measure over the unitary group U(D) that allows us to write a random state |ψ〉 = U |ψ0〉 in
terms of a reference state |ψ0〉 and a random unitary U . The function f can be a linear function
of |ψ〉〈ψ|, such as the expectation value of a subsystem observable in AS , or a non-linear
function as the entanglement entropy S(|ψ〉,A,AS) of the state restricted to a subalgebra of
observables. We note that the result of this average can be expressed purely in terms of the
dimensions (21) of the sectors of the Hilbert space decomposition (20). For instance, the
average density matrix of a pure state and of its restriction to a subsystem S is

ρ = |ψ〉〈ψ| =⇒



ρ
�

H =
1
D
1 ,



ρS
�

H = TrS
�




ρ
�

HΠS
�

=
⊕

r

dr br

D
1
dr
1
(r)
S , (41)

which results in the von Neumann entropy of the average state

SvN(〈ρS〉H) = −TrS(〈ρS〉H log〈ρS〉H) =
∑

r
dr br

D log
� D

br

�

. (42)

While in general, the average



f
�

H alone does not characterize the typical value of a function
f (|ψ〉) for a random state, computing its moments




f n
�

H allows us to characterize the prob-
ability distribution. We are interested in the probability P(S) dS that a random pure state |ψ〉
has entropy S when restricted to the subalgebra AS . When the dispersion around the average
is small, ∆S≪ 〈S〉, we can simply use the average entropy 〈S〉 to characterize the entropy. In
this case, we say that the typical entanglement entropy of a random pure state is 〈S〉.

In [2], the exact formulas for the average entanglement entropy 〈S〉 and its variance (∆S)2

for a pure random state restricted to a subalgebra of observables corresponding to the Hilbert
space decomposition (20) were found to be:

〈S〉 ≡



S
�

|ψ〉,A,AS
��

H =
∑

r

ϱr ϕr , (43)

(∆S)2 ≡ 〈S2〉 − 〈S〉2 =
1

D+ 1

�∑

r

ϱr

�

ϕ2
r +χr

�

−
�

∑

r

ϱr ϕr

�2�
, (44)
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with the quantities ϱr , ϕr , χr expressed in terms of the dimensions dr , br , D (21) given by

ϱr =
dr br

D
, (45)

ϕr =







Ψ(D+ 1)−Ψ(br + 1)−
dr − 1
2 br

, dr ≤ br ,

br ←→ dr , dr > br ,
(46)

χr =







(dr + br)Ψ
′(br + 1)− (D+ 1)Ψ′(D+ 1)−

(dr − 1)(dr + 2br − 1)
4 b2

r
, dr ≤ br ,

br ←→ dr , dr > br ,
(47)

where Γ (x) is the gamma function, Ψ(x) = Γ ′(x)/Γ (x) is the digamma function and Ψ′(x)
its derivative. This formula in terms of the dimensions (21) generalizes a seminal result of
Page [1] that applies to the special case of an a priori factorization of the Hilbert space into
subsystems.

It is useful to determine bounds on the average entropy and its variance that do not rely on
any special choice of system and subsystem or on any asymptotic limit. We use the following
inequalities for the digamma function and its derivative:

log(x) + 1
2x+1 < Ψ(x + 1) < log(x) + 1

2x , (48)

1
x −

1
2x2+1 < Ψ

′(x + 1) < 1
x −

1
2x2 . (49)

We start with the average 〈S〉. For any choice of non-trivial subsystem and for all r we
have br < D =
∑

r ′ dr ′ br ′ . Using (48) we can then put a tight bound on ϕr :

logmin
� D

br
, D

dr

�

− 1
2 min
� dr

br
, br

dr

�

≤ ϕr ≤ logmin
� D

br
, D

dr

�

. (50)

It follows that the average entropy is bounded from above and from below by
∑

r

dr br
D

�

logmin
� D

br
, D

dr

�

− 1
2 min
� dr

br
, br

dr

�

�

≤ 〈S〉 ≤
∑

r

dr br
D log min
� D

br
, D

dr

�

. (51)

We note that, as min
� dr

br
, br

dr

�

≤ 1, we have also the exact inequality

�

�

� 〈S〉 −
∑

r
dr br

D logmin
� D

br
, D

dr

�

�

�

�≤ 1
2 , (52)

which is useful for extracting the asymptotics of the average entropy in the limit of large
dimension D, up to terms of order one. We note also that, because of the min, the up-
per bound is tighter than the entropy of the average (42), consistently with the inequality
〈SvN(ρS)〉 ≤ SvN(〈ρS〉). Clearly, the average entropy is also smaller than the maximum en-
tropy (37).4

We consider then the variance (∆S)2. Here we use two (rather loose, but useful) inequal-
ities for the functions ϕr and χr ,

0≤ ϕr ≤ log D , 0≤ χr ≤ 2 . (53)

4In fact
∑

r
dr br

D logmin
�

D
br

, D
dr

�

≤ log
�∑

r min(dr , br)
�

because log is concave and 〈log ·〉 ≤ log〈·〉.
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It is immediate then to show that the variance of the entanglement entropy is bounded from
above by a decreasing function of the dimension D,

(∆S)2 ≤
(log D)2 + 2

D
. (54)

This bound shows that, independently of the details of the system and of the subsystem, the
variance of the entropy vanishes in the large dimension of the Hilbert space limit, i.e.,∆S→ 0
as D → ∞. Therefore, if the average 〈S〉 is finite and non-vanishing in this limit, then its
value represents the typical entanglement entropy of a random pure state restricted to the
subsystem.

3 Non-Abelian symmetry-resolved states and entropy

We consider a physical system with a symmetry group G that leaves the Hamiltonian of the
system invariant. Then the Hilbert space H of the system carries a (reducible) representation
U of the group that is unitary, and G-invariant observables O of the system—including the
Hamiltonian—satisfy

g ∈ G =⇒ U(g)O U(g)−1 = O . (55)

Symmetry-resolved states of the system are defined as pure states |ψ〉 ∈ H that remain pure
when restricted to the subalgebra of G-invariant observables. In this section, we discuss
the definition of symmetry-resolved states and the computation of their typical entropy for
symmetry-resolved subsystems. Compared to the Abelian case, we show that new features
arise for non-Abelian symmetry groups. For concreteness, we focus on semisimple Lie groups
such as G = SU(2), i.e., continuous groups that do not have any Abelian invariant sub-
group [3,102,103]. We then proceed to comment on the general case.

3.1 Symmetry-resolved decomposition of the Hilbert space

A compact Lie group G is defined by the Lie algebra of its generators T a with real structure
constants f ab

c ,
[T a, T b] = i f ab

c T c . (56)

We say that the finite-dimensional Hilbert space H carries a unitary representation of the group
G if the generators T a are realized as D× D Hermitian matrices that satisfy the commutation
relations (56), with D = dimH. A group element with real parameters αa acts on the Hilbert
space as the unitary transformation U given by

U = e iαa T a
. (57)

This representation of the group is, in general, reducible. It is useful to introduce the Cartan-
Killing metric ηab = tr(τaτb) where τa are the generators in the adjoint representation,
[τa]bc = −i f ab

c . Here we restrict attention to the case of real compact semisimple Lie groups,
for which the metric ηab is positive definite.5 We use this metric and its inverse ηab, with
ηac ηcb = δa

b, to raise and lower indices.
The symmetry generators T a generate a subalgebra Asym of the algebra of observables

A= L(H) of the system,
Asym = C[T a] . (58)

5Note that in this case, by rescaling the generators, the metric ηab can be brought to the Euclidean form δab.
Here, we use the standard tensorial notation, where we keep track of upper and lower indices, and repeated indices
are contracted. As usual, the symbols (··· ) and [··· ] stand for complete symmetrization or anti-symmetrization of the
tensor.
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The commutant of this subalgebra defines the algebra of G-invariant observables,

AG ≡ (Asym)
′ = {M ∈A | [M , T a] = 0} . (59)

Observables in AG commute with the generators T a and therefore satisfy the G-invariance
condition (55).

The rank of a semisimple Lie group G is the dimension rank(G) of any one of the Cartan
subalgebras of its Lie algebra. The number of linearly independent Casimir operators Qk is
exactly given by rank(G) [104, 105]. The Casimir operators are obtained by listing all the
completely-symmetric G-invariant tensors ηa1···ap

of order p, and then contracting them with
the generators:

Qk = ηa1···ap(k)
T a1 · · · T ap(k) , k = 1, . . . , rank(G) . (60)

These operators generalize the familiar quadratic Casimir operator Q1 = ηab T aT b defined
in terms of the Cartan-Killing metric. They belong to the G-invariant subalgebra AG as they
are invariants, and they belong to the algebra Asym as they are expressed in terms of the
generators. Therefore, they belong to the center Zsym of the algebra. In fact, for semisimple
Lie groups (that is, Lie groups that have no Abelian subgroup), a much stronger result holds
[104,105]: these R linearly independent Casimir operators generate the center,

Zsym = Asym ∩AG = C[Qk] , (61)

and characterize completely the irreducible representations of the group.
Using the results of Sec. 2.1, and denoting collectively q the eigenvalues of the Casimir

operators, we obtain a symmetry-resolved decomposition of the Hilbert space:

H =
⊕

q

�

H(q)sym ⊗H(q)G

�

, (62)

where H(q)sym carries the irreducible representation (q) of the symmetry generarators, and H(q)G
is the space of G-invariant degrees of freedom of the system defined as

H(q)G = InvG(H(q̄)sym ⊗H) , (63)

where InvG denotes the G-invariant subspace in the tensor product and (q̄) is the conjugate
representation [102,103].

The symmetry-resolved decomposition (62) is a decomposition of the Hilbert space H into
a direct sum of irreducible representations labeled by the quantum numbers q that label the
eigenvalues of the Casimir operators. Furthermore, each irreducible representation is a ten-
sor product of the sym factor H(q)sym that transforms under an irreducible representation of the

group, and the G-invariant Hilbert space H(q)G of internal degrees of freedom defined by (63).
A generic state |ψ〉 in H can be expanded on the orthonormal basis adapted to this decompo-
sition:

|ψ〉=
∑

q

p

pq

∑

m

∑

i

ψ
(q)
m i |q, m〉sym |q, i〉G , (64)

where m in the basis |q, m〉sym denotes collectively the eigenvalues of the Cartan generators of
the group G, and i in the basis |q, i〉G labels the internal G-invariant degrees of freedom of the
system.

We give three examples of the symmetry-resolved Hilbert space for semisimple Lie groups:

G = SU(2) — This is the simplest non-trivial case illustrated in Sec. 1. The generators are
the spin operators J⃗ = (J i) with i = 1,2, 3, the structure constants are εi j

k, the Cartan-Killing
metric δi j . The rank of the group is one, and therefore, the decomposition is in terms of a
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single Casimir operator, the quadratic Casimir Q = δik J iJ k = J⃗ 2. As usual, the eigenvalues of
the Casimir operator are written as j( j+1)with j = 0, 1

2 , 1, . . . half-integer, and the eigenvalues
of the Cartan subalgebra operator J z are m = − j, . . . ,+ j. The Hilbert space decomposes as
H = ⊕ j

�

H( j)sym ⊗H( j)G

�

, with H( j)sym of dimension dimH( j)sym = 2 j + 1 and orthonormal basis
| j, m〉sym. In Sec. 5 we discuss a concrete example of symmetry-resolved spin system where the

G-invariant Hilbert space of internal degrees of freedom H( j)G is the space of SU(2) intertwiners
of a spin system, which can also be interpreted geometrically as quantum polyhedra [106,107].

G = SU(3)— Starting from the 3×3 Gell-Mann matrices λa (with a = 1, . . . , 8) and using the
textbook normalization λa/2 of the generators in the fundamental representation [102,103],
we can express the Cartan-Killing metric as ηab = 1

4 tr(λaλb) = 1
2δ

ab, the structure constants as
f abc = − i

4 tr(λ[aλbλc ]) (which is completely antisymmetric when all indices are raised), and
the completely symmetric tensor dabc = 1

2 tr(λ(aλbλc )). The rank of the group is 2, and there-
fore, there are two linearly independent Casimir operators Q1 and Q2. The quadratic Casimir
operator Q1 =

1
2ηabT aT b has eigenvalues 1

3(q
2+p2+qp+3q+3p). The cubic Casimir operator

Q2 =
1
8 dabc T aT bT c has eigenvalues 1

18(q − p)(q + 2p + 3)(p + 2q + 3) sometimes called the
anomaly coefficient. The quantum numbers q, p = 0,1, 2, . . . label the irreducible representa-
tions and the decomposition as a direct sum over the center is H =⊕q,p

�

H(q,p)
sym ⊗H

(q,p)
G

�

. The

dimension of the sym factor is dimH(q,p)
sym =

1
2(q+ 1)(p+ 1)(q+ p+ 2).

G = SO(4) — The algebra of the group is the same as the algebra of SU(2)L × SU(2)R with
generators given by the spin operators J⃗L and J⃗R [3]. The group has rank 2, and the two
linearly independent Casimir operators can be taken as QL = J⃗ 2

L and QR = J⃗ 2
R . The half-integer

quantum numbers jL and jR label the irreducible representations, and the symmetry-resolved
decomposition of the Hilbert space is H =⊕ jL , jR

�

H( jL , jR)
sym ⊗H( jL , jR)

G

�

. The dimension of the sym

factor is dimH( jL , jR)
sym = (2 jL + 1)(2 jR + 1).

In general, for the classical compact matrix groups An = SU(n+ 1), Bn = SO(2n+ 1) and
Cn = Sp(2n) of rank n, the list of the n linearly independent Casimir operators is given by
Qk = ηa1...ak

T a1 · · · T ak with the invariant tensor ηa1...ak
= tr(τ(a1 · · ·τak)) defined using where

τa in the fundamental representation [105]. If one took τa in the adjoint representation in-
stead, one could not distinguish the representation (q, p) from its conjugate (p, q) in SU(3),
for instance. In the case Dn = SO(2n), one can construct the invariant tensors from the spinor
representation or, equivalently, one can take the (n− 1) Casimir operators of even order, Q2k
with k = 1, . . . , n−1, together with the order-n Casimir invariant Q̃ = εµ1ν1...µnνn

Jµ1ν1 · · · Jµnνn ,
where Jµν are the generators. The Casimir operator Q̃ allows us to distinguish the two mirror
representations of SO(2n). In the case of SO(4), this construction reduces to the two quadratic
invariants Q = JµνJµν = 4 (J⃗ 2

L + J⃗ 2
R ) and Q̃ = εµνρσJµνJρσ = 8 (J⃗ 2

L − J⃗ 2
R ). A similar construc-

tion applies to the exceptional Lie groups G2, F4, E6, E7, E8, with the invariant tensors ηa1...ak

built from the generators in an irreducible representation that is non-degenerate.
Finally, let us comment on the Abelian case using the compact Lie group U(1) or many

copies of it:

G = U(1)× · · · × U(1) — We note that the symmetry-resolved decomposition (62) becomes
trivial. In fact, in this case the structure constants f ab

c vanish because the generators T a com-
mute, and therefore their algebra coincides with the center, Asym = Zsym = C[T a]. As a result,

we have a decomposition of the form H =⊕m H(m)G where the eigenvalues of the commuting
generators T a (sometimes called charges or particle numbers) are collectively denoted as m.
The sym factor in the decomposition is trivial, dimH(m)sym = 1, and can be reabsorbed into a

phase in each sector H(m)G .
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3.2 Symmetry-resolved states and subsystems

The symmetry-resolved decomposition of the Hilbert space (62) allows us to write G-invariant
observables as

O ∈AG =⇒ O =
⊕

q

�

1
(q)
sym ⊗O(q)G

�

. (65)

Given a pure state |ψ〉 ∈H, we can write the restriction of the state to the G-invariant observ-
ables as ρG = 〈ψ|ΠG|ψ〉, where the mapΠG is defined concretely by (26). A symmetry-resolved
state is defined as a pure state that remains pure when restricted to the G-invariant subalgebra
of observables AG . As shown in Sec. 2, Eq. (36), this implies that it belongs to an irreducible
representation q and has the product form:

|ψ〉 symmetry-resolved state in H ⇐⇒ ∃q : |ψ〉= |q,ξ〉sym |q,χ〉G . (66)

In other words, symmetry-resolved states have no entanglement between internal G-invariant
degrees of freedom and sym degrees of freedom that change under transformations of the
group G.

A symmetry-resolved subsystem is defined by a set O1, O2, . . . of G-invariant observables that
we have access to. The algebra AGS that they generate is

AGS = C[Ol] ⊆AG , with Ol ∈AG , l = 1, . . . , L . (67)

We are interested in the restriction of a state |ψ〉 to this subalgebra, ρGS = 〈ψ|ΠGS |ψ〉. To
build the map ΠGS , we follow the steps discussed in Sec. 2. First, we define the rest of the
system using the commutant algebra,

AGS ≡ (AGS)
′ = {M ∈A | [M , Ol] = 0 , ∀ Ol ∈AGS} . (68)

Note that AGS also contains observables that are not G-invariant. The center of the subalgebra
is generated by a set of commuting G-invariant observables Ri in the intersection of the two,

ZGS =AGS ∩AGS = C[Ri] . (69)

By diagonalizing first the commuting observables Ri and calling collectively their eigenvalues
r, we obtain the direct sum decomposition

H =
⊕

r

�

H(r)
GS
⊗H(r)

GS

�

. (70)

This decomposition allows us to define the map ΠGS . As we are interested in the restriction
of a symmetry-resolved state to a symmetry-resolved subsystem, it is useful to have a decom-
position of the Hilbert space and an orthonormal basis that is adapted to both decompositions
(62) and (70). We show that this is possible in general with a concrete construction.

We introduce a decomposition adapted to symmetry-resolved states and symmetry-
resolved subsystems. Let us consider the algebra AsymGS generated by the symmetry gen-
erators T a and by the G-invariant observables Ol that generate the subsystem,

AsymGS = C[T a, Ol] . (71)

The commutant of this algebra is6

AG S ≡ (AsymGS)
′ = C[T a, Ol]

′ = C[T a]′ ∩C[Ol]
′ = (Asym)

′ ∩ (AGS)
′ = AG ∩AGS . (72)

6In the first line we used the relation (15) that applies to any set of observables Hi and K j .
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Note that, because of the presence of the symmetry generators T a in AsymGS , the algebra AG S
contains only the G-invariant observables in AGS . We can now define the center

ZsymGS =AsymGS ∩AGS = C[Qk, Ri] . (73)

Note that the center of the algebra AsymGS is generated by the elements of the center Ri of the
symmetry-resolved subsystem and by the Casimir operators Qk of the group G. The fact that
the two commutes, [Ri ,Qk] = 0, follows immediately from the fact that Ri are G-invariant
observables, i.e., [Ri , T a] = 0, and the Casimir operators (60) are functions of the symme-
try generator. By diagonalizing simultaneously the commuting set {Qk, Ri} with eigenvalues
denoted collectively by q and r, we obtain the decomposition

H =
⊕

q

�

H(q)
sym
⊗
⊕

r

�

H(r)
GS
⊗H(q,r)

GS

�

�

. (74)

The decomposition comes with an orthonormal basis adapted simultaneously to symmetry-
resolved states and to the symmetry-resolved subsystems,

|q, r,α,β〉 = |q, m〉sym |r,α〉GS |q, r,β〉GS . (75)

Note that the basis elements |r,α〉GS of the symmetry-resolved system depend on the eigenval-
ues r of Ri but not on the eigenvalues q of the Casimirs Qk. This feature can also be understood
by considering the two decompositions H(q)G =

⊕

r

�

H(r)
GS
⊗ H(q,r)

GS

�

and

H(r)
GS
=
⊕

q

�

H(q)
sym
⊗H(q,r)

GS

�

, that relate the formulas (62), (70) and (74).

3.3 Symmetry-resolved entanglement entropy

The entanglement entropy of a symmetry-resolved state |ψ〉 restricted to a symmetry-resolved
subsystem can be defined and computed using the tools introduced above. The symmetry-
resolved state can be first written in the basis adapted to the subsystem:

|ψ〉 =
�∑

m

ξm |q, m〉sym

��∑

r

p
pr

∑

α,β

χ
(r)
αβ
|r,α〉GS |q, r,β〉GS

�

, (76)

with pr , the probability of finding the state in the sector is r. The state belongs to a definite
sector q, it does not have entanglement between internal G-invariant degrees of freedom and
sym degrees of freedom, and, in general, can have entanglement between the G-invariant
degrees of freedom in the subsystem and its complement. The restriction to the subsystem can
be written as

ρGS = 〈ψ|ΠGS |ψ〉 =
⊕

r
pr ρ

(r)
GS , with (ρ(r)GS)αα′ =

∑

β

χ
(r)
αβ
χ
(r)∗
α′β

. (77)

The entanglement entropy S(|ψ〉,A,AGS) can then be computed using (29), (35). Bounds on
the entanglement entropy can be written in terms of the dimensions of the sectors:

dr = dimH(r)GS , bqr = dimH(q,r)
GS

, Dq = dimH(q)G =
∑

r dr bqr . (78)

In particular a symmetry-resolved state |ψ(q)〉 in the sector q has entanglement entropy
bounded from above by

0 ≤ S(|ψ(q)〉,A,AGS) ≤ log
�

∑

r

min(dr , bqr)
�

. (79)
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Note that here, the sector H(q)sym is simply an ancilla, and the entropy is independent of ξm.
A random symmetry-resolved state with fixed q can be defined starting from a reference

state of the symmetry-resolved form |q,ξ〉sym |q,χ〉G , and acting on it with a random unitary

of the form
⊕

q(U
(q)
sym⊗U (q)G ), where U (q)sym and U (q)G are Haar-measure distributed on H(q)sym and

H(q)G respectively. The average entanglement entropy and its variance are then given by the
expressions (43) and (44), with the dimensions dr and bqr given above.

4 Locality, many-body systems and G-local entanglement

In a lattice many-body system, there is a built-in notion of locality associated with the N bodies,
or particles, at the sites of the lattice. We assume that the Hilbert space at each site n is a copy
of a finite-dimensional Hilbert space Hd ≃ Cd that carries a unitary (reducible) representation
of a compact Lie group G. Therefore, the kinematical Hilbert space HN of the system is the
tensor product of the Hilbert spaces at sites [18,108]:

HN = Hd ⊗ · · · ⊗Hd
︸ ︷︷ ︸

N

. (80)

Calling T a
n the d-dimensional (reducible) representation of the generators of the group G at

each site n, we have that the generator of global transformation for the group G acting on HN
is simply given by the sum

T a =
N
∑

n=1

T a
n . (81)

We can then use the results of Sec. 3, and in particular (62)–(63), to decompose the Hilbert
space in symmetry-resolved sectors

HN =
⊕

q H(q)N =
⊕

q

�

H(q)sym ⊗H(q)G

�

, (82)

where the quantum number q labels the irreducible representations of the group G, i.e., the
eigenvalues of the Casimir operators for a semisimple Lie group. The representation space
H(q)sym is the one already described in Sec. 3.1 and the invariant space is

H(q)G = InvG

�

H(q̄)sym ⊗Hd ⊗ · · · ⊗Hd
︸ ︷︷ ︸

N

�

, (83)

where q̄ is the conjugate representation. In this section, we discuss how the new ingredient
of locality associated with the many-body system allows us to define the distinct notions of
K-local and G-local observables illustrated in the introduction in Fig. (1),(2),(3).

4.1 K -local decomposition of the Hilbert space

Let us consider a subset n ∈ A of the nodes of the many-body lattice, for instance, the ones
defining a local region A of the lattice and excluding its complement B [108]. This subsystem
corresponds to the standard tensor-product decomposition

HN =HA⊗HB , with HA =
⊗

n∈A
Hd , HB =
⊗

n∈B
Hd . (84)

This decomposition is associated with a K-local subalgebra of observables. Let us define first
the kinematical algebra of observables AK = L(HN ). The K-local subalgebra in A is

AKA = {O ∈AK | O = OA⊗1B with OA ∈ L(HA)} . (85)
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Clearly we have that the K-local subalgebra in B coincides with the commutant of A, i.e.,
AKB = (AKA)′, and that the center is trivial AKA∩AKB = 1.

We note that the operator (81) that generates global unitary transformations for the group
G takes the form

T a = T a
A ⊗1B + 1A⊗ T a

B , (86)

which is additive over the subsystems A and B. The operator T a
A given by

T a
A ⊗1B =
∑

n∈A

T a
n ∈AKA , (87)

and generates unitary transformations for the group G in A.7

4.2 G-local decomposition and symmetry-resolution

G-invariant observables OG of the many-body system belong to the algebra AG defined in (59).
G-local observables in the subsystem A are observables that are both G-invariant and belong
to the subsystem A. They are, therefore, elements of the intersection of the two algebras,

AGA =AKA∩AG . (88)

We can similarly define G-local observables in B,

AGB =AKB ∩AG . (89)

Note that in general, for a non-Abelian group, the two subalgebras are not the commutant of
each other, AGB ̸= (AGA)′. In fact, using AG = (Asym)′ and the intersection formula (15), we
find

(AGA)
′ = (AKA∩AG)

′ =
�

(AKB)
′ ∩ (Asym)

′�′ = C[1A⊗OB, T a
A ⊗1B] . (90)

We can now determine the center of the subalgebra,

ZGA =AGA∩ (AGA)
′ = C
�

Q(1)A , . . . ,Q(rank(G))
A

�

, (91)

which is generated by the Casimir operators in the subsystem A,

Q(k)A = ηa1···ap(k)
T

a1

A · · · T
ap(k)

A , k = 1, . . . , rank(G) , (92)

with the symmetric tensors ηa1···ap(k)
defined in (60). Denoting collectively qA the eigenval-

ues of the subsystem Casimir operators in A, and using the results of Sec. 3.2, we obtain a
decomposition of the Hilbert space sector H(q)N in G-local subsystems:

H(q)N = H(q)sym ⊗
⊕

qA

�

H(qA)
GA ⊗H(q, qA)

GB

�

, (93)

where the factors are defined as

H(qA)
GA = InvG(H(q̄A)

sym ⊗HA) , H(q, qA)
GB = InvG(H(q̄)sym ⊗H(qA)

sym ⊗HB) . (94)

This decomposition provides us with an orthonormal basis of H(q)N adapted to the subalgebra
AGA. It is then immediate to compute the entanglement entropy SGA of a state |ψ〉 restricted
to the G-local subalgebra in A,

SGA = S(|ψ〉,A,AGA) . (95)

7Note that we are using the same notation for the generator acting on the Hilbert space of a sin-
gle site T a

n ∈ L(Hd) and for the generator acting on a single site of the many-body Hilbert space,
T a

n ≡ 1d ⊗ · · · ⊗ T a
n ⊗ · · · ⊗1d ∈ L(Hd ⊗ · · · ⊗Hd).
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It is interesting to compare the properties of the G-local entanglement entropy SGA to the ones
of the familiar K-local entanglement entropy SKA,

SKA = S(|ψ〉,A,AKA) . (96)

In general, the two entropies do not coincide because the G-local subalgebra can be understood
as a coarse-graining of the K-local one [29], i.e., AGA ⊂AKA. They both probe local properties
of the many-body system and can be understood as functions of the number of bodies NA
in the subsystem A. However, there is a crucial difference between the two. Commutant
symmetry (39) implies that SKA(|ψ〉) = SKB(|ψ〉), but in general SGA(|ψ〉) ̸= SGB(|ψ〉) because
AGB ̸= (AGA)′.

Bringing together the results of Sec. 2, Sec. 3, and the decomposition (93), we obtain the
exact formulas for the typical G-local symmetry-resolved entanglement entropy that apply to
a compact Lie group G. For a random symmetry-resolved state |ψ(q)〉 with total charge q, the
total symmetry-resolved entanglement entropy has average value

〈SGA〉q =
∑

qA| dqA≤bqqA

dqA
bqqA

D

�

Ψ(D+ 1)−Ψ(bqqA
+ 1)−

dqA
− 1

2 bqqA

�

(97)

+
∑

qA| dqA>bqqA

dqA
bqqA

D

�

Ψ(D+ 1)−Ψ(dqA
+ 1)−

bqqA
− 1

2 dqA

�

, (98)

where the dimensions of the sectors are defined as

dqA
=H(qA)

GA , bqqA
= dimH(q, qA)

GB , D = dimH(qA)
GA =
∑

qA
dqA

bqqA
. (99)

Note that the formula takes into account the fact that, in the sum over subsystem charges qA,
the dimensions of the subsystem sectors can satisfy either dqA

≤ bqqA
or dqA

> bqqA
.

Following the definitions in table 10, we can also decompose the total symmetry-resolved
entanglement entropy into different components. The average symmetry-resolved entangle-
ment entropy at fixed subsystem charge, 〈S(qA)

GA 〉q, i.e., the entanglement entropy of a random
symmetry-resolved state |ψ(q)〉 projected to the sector with subsystem charge qA, is given by
the standard Page formula [1,2]

〈S(qA)
GA 〉q =











Ψ(dqA
bqqA
+ 1)−Ψ(bqqA

+ 1)−
dqA
− 1

2 bqqA

, dqA
≤ bqqA

,

bqqA
←→ dqA

, dqA
> bqqA

.

(100)

The average over the subsystem sectors qA, weighted with the probability,

ϱqA
=

dqA
bqqA

D
, (101)

of the state |ψ(q)〉 being found in each sector, is given by the configurational entropy

〈S(conf)
GA 〉q =
∑

qA

ϱqA
〈S(qA)

GA 〉q . (102)

The average Shannon entropy of the probability distribution (101) defines the number entropy

〈S(num)
GA 〉q =
∑

qA

ϱqA

�

Ψ(D+ 1)−Ψ(dqA
bqqA
+ 1)
�

. (103)

Finally, the total symmetry-resolved entanglement entropy can be written as the sum

〈SGA〉q = 〈S
(conf)
GA 〉q + 〈S

(num)
GA 〉q . (104)
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4.3 U(1) symmetry-resolved entanglement

In the case of an Abelian symmetry group there are significant simplifications that we illustrate
here with the example of G = U(1) and charge conservation [4–12].

We consider a lattice many-body system with nodes carrying a copy of the two-dimensional
Hilbert space H2 = C2 of a spin-1/2 particle, and transforming under a reducible representa-
tion of the group U(1), i.e.,

HN = H2 ⊗ · · · ⊗H2
︸ ︷︷ ︸

N

, with H2 =
⊕

m′=±1/2

H(m
′)

2 = span(|1/2, ±1/2〉) . (105)

The generator of the U(1) symmetry at each site is the spin operator Sz
n = σ

z/2, and the
generator of global U(1) transformations is

J z =
N
∑

n=1

Sz
n , (106)

which generates global rotations that preserve the direction of the axis z. The Hilbert space
of the system decomposes as a direct sum over irreducible representations of the group U(1)
labeled by the quantum number m, the eigenvalue of J z or the total charge,

HN =
+N/2
⊕

m=−N/2

�

H(m)sym ⊗H(m)G

�

=
+N/2
⊕

m=−N/2

H(m)G . (107)

We note that, as the group is Abelian, the sym factor H(m)sym is trivial, it has dimension

dimH(m)sym = 1 and the pure phase eimθ associated to each irreducible representation m can

be reabsorbed in the U(1)-invariant part of the state in H(m)G . Moreover, as for U(1) the con-
jugate representation is simply m= −m, the invariant Hilbert space is given by

H(m)G = InvG

�

H(−m)
sym ⊗HN

�

=
⊕

m1,...,mN=±1/2
m1+···+mN=m

H(m1)
2 ⊗ · · · ⊗H(mN )

2 . (108)

To define a G-local subsystem with NA bodies, we define the generator of U(1) transformations
in A,

J z
A =
∑

n∈A

Sz
n , (109)

with eigenvalues mA. The decomposition in G-local subsystems is then given by

H(m)G =
⊕

mA

�

H(mA)
GA ⊗H(m, mA)

GB

�

=
⊕

mA,mB

mA+mB=m

�

H(mA)
GA ⊗H(mB)

GB

�

, (110)

where we used the relation H(mA)
sym ⊗H(mB)

sym = H(mA+mB)
sym that holds only in the Abelian case,

together with the definitions

H(mA)
GA ≡ InvG(H(−mA)

sym ⊗HA) , (111)

H(m,mA)
GB ≡ InvG(H(−m)

sym ⊗H(mA)
sym ⊗HB) = InvG(H(−m+mA)

sym ⊗HB) = H(m−mA)
GB . (112)

Note that, in the Abelian case, for a symmetry-resolved state |ψ(m)〉 ∈ H(m)G , the G-local and
the K-local entropy coincide,

G = U(1) =⇒ SGA(|ψ(m)〉) = SKA(|ψ(m)〉) , (113)
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and the commutant symmetry (39) implies the subsystem symmetry

G = U(1) =⇒ SGB(|ψ(m)〉) = SGA(|ψ(m)〉) . (114)

Applying the general formulas (97)–(104) to the Abelian Lie group G = U(1), we see that
the total symmetry-resolved entanglement entropy in the sector of charge m has the average
value

〈SGA〉m =
∑

mA| dmA≤bm mA

dmA
bm mA

D

�

Ψ(D+ 1)−Ψ(bm mA
+ 1)−

dmA
− 1

2 bm mA

�

(115)

+
∑

mA| dmA>bm mA

dmA
bm mA

D

�

Ψ(D+ 1)−Ψ(dmA
+ 1)−

bm mA
− 1

2 dmA

�

, (116)

where the dimensions of the sectors are given by

Dm = dimH(m)G =
�

N
N
2 +m

�

, (117)

dmA
= dimH(mA)

GA =
� NA

NA
2 +mA

�

, (118)

bm mA
= dimH(m,mA)

GB =
� N − NA

N−NA
2 +m−mA

�

. (119)

Note that the formula takes into account the fact that, in the sum over subsystem charges qA,
the dimensions of the subsystem sectors can satisfy either dmA

≤ bm mA
or dmA

> bm mA
.

Following the definitions in table 10, we can also decompose the total symmetry-resolved
entanglement entropy into different components. The average symmetry-resolved entangle-
ment entropy at fixed subsystem charge, 〈S(mA)

GA 〉m, i.e., the entanglement entropy of a random
symmetry-resolved state |ψ(m)〉 projected to the sector with subsystem charge mA, is given by
the standard Page formula [1,2]

〈S(mA)
GA 〉m =











Ψ(dmA
bm mA

+ 1)−Ψ(bm mA
+ 1)−

dmA
− 1

2 bm mA

, dmA
≤ bm mA

,

bm mA
←→ dmA

, dmA
> bm mA

.

(120)

The average over the subsystem sectors mA, weighted with the probability,

ϱmA
=

dmA
bm mA

D
, (121)

of the state |ψ(m)〉 being found in each sector, is given by the configurational entropy

〈S(conf)
GA 〉m =
∑

mA

ϱmA
〈S(mA)

GA 〉m . (122)

The average Shannon entropy of the probability distribution (101) defines the number entropy

〈S(num)
GA 〉m =
∑

mA

ϱmA

�

Ψ(D+ 1)−Ψ(dmA
bm mA

+ 1)
�

, (123)

Finally, the total symmetry-resolved entanglement entropy can be written as the sum

〈SGA〉m = 〈S
(conf)
GA 〉m + 〈S

(num)
GA 〉m . (124)
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To compare to the literature on the thermodynamic limit [4–8] and on equipartition of
entanglement [15], we introduce intensive quantities and study the behavior of subsystem
entropy in the limit N →∞ at fixed intensive properties. Specifically, we define the subsystem
fraction f , the system U(1) charge density s, and the subsystem charge density t as follows:

f =
NA

N
, s =

2m
N

, t =
2mA

NA
, (125)

and we restrict here to f < 1/2. At the leading order in N , the symmetry-resolved entangle-
ment entropy at fixed system and subsystem charge reduces to

〈S(mA)
GA 〉m = log dmA

+O(1) = f Nβ(t)−
1
2

log N +O(1) , (126)

where we used the property (48) that allows us to write the digamma function Ψ(x) as a
logarithm at the leading order, and we have defined the function β(t) as:

β(t) = −
1− t

2
log
�

1− t
2

�

−
1+ t

2
log
�

1+ t
2

�

. (127)

This result corresponds exactly to the one found in [6].8 We then compute the configurational
entropy, number entropy, and total symmetry-resolved entropy in the thermodynamic limit. In
this limit, the probability ϱmA

(121) is approximated by a discrete Gaussian probability with

mean m̄A = N f s
2 and variance σ2

A = N f (1− f )
4 . In terms of intensive quantities, this translates

into a continuous probability density function ϱ(t) with mean t̄ = s and variance σ2
t =

1− f
f N .

We evaluate the configurational entropy at leading order in N using saddle-point techniques.
This is equivalent to computing the symmetry-resolved entanglement entropy at fixed system
and subsystem charge (126) at the mean t = t̄ = s:

〈S(conf)
GA 〉m = f Nβ(s)−

1
2

log N +O(1) . (128)

The computation of the number entropy is straightforward. The Shannon entropy of a discrete
Gaussian probability is simply given by 1

2 log(2πσ2
A) +

1
2 where σA is the variance. Hence, the

number entropy is:

〈S(num)
GA 〉m =

1
2

log
�

N
π f (1− f )

2

�

+
1
2
+O(1) =

1
2

log N +O(1) . (129)

We note that when we sum the configurational entropy and the number entropy to obtain the
total symmetry-resolved entanglement entropy, the logarithmic contributions cancel, resulting
in the formula

〈SGA〉m = f Nβ(s) +O(1) , (130)

with no logarithmic corrections.
Finally, we comment on the equipartition (or lack of equipartition) of entanglement en-

tropy in the thermodynamic limit, as discussed in [15] and [6]. By equipartition of entangle-
ment, one means that the entropy 〈S(mA)

GA 〉m is independent of mA in some limit. As we found

that 〈S(mA)
GA 〉m ≈ f Nβ(t) with t = 2mA/NA, we conclude that there is no equipartition of entan-

glement entropy, as the leading order in N depends explicitly on the subsystem charge mA, as
already found in [6]. Furthermore, following the argument in [6], we emphasize the impor-
tance of the order of limits. If mA is fixed before taking the limit N →∞, using the expansion
β(t) = log2− 1

2 t2 + O(t4), we obtain instead 〈S(mA)
GA 〉m ≈ f N log 2. This result matches that

of [15], where the leading order is independent of mA and the equipartition of entanglement
entropy is restored.

8A note about conventions. In [6], the U(1) charges are defined as positive quantities. To compare the formulas,
one can use the relations M ≡ m+ N/2 and Q = mA+ NA/2.
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5 SU(2) symmetry-resolved entanglement in a spin system

We consider a system consisting of N spin-1
2 particles. Each particle has Hilbert space

H(1/2) ≃ C2, and the Hilbert space of the system comes with a built-in tensor product structure,

HN = H(1/2) ⊗ · · · ⊗H(1/2)
︸ ︷︷ ︸

N

. (131)

The spin operators S⃗n = (S
x
n , S y

n , Sz
n) generate SU(2) rotations of each particle, satisfy the

algebra
[S i

n , S j
n′] = iδnn′ ε

i j
k Sk

n , n, n′ = 1, . . . , N , (132)

and can be represented in terms of Pauli matrices σ⃗ as S⃗n = 12 ⊗ . . .⊗ σ⃗
2 ⊗ . . .⊗ 12. We also

introduce the total spin operator J⃗ ,

J⃗ =
N
∑

n=1

S⃗n , (133)

which generates SU(2) rotations of the full system, i.e., [J i , S j
n] = iεi j

k Sk
n . As usual, we write

the eigenvalues of J⃗ 2 as j( j + 1). There is a minimum and a maximum spin of the system,
which depends on the number N of particles:

N even =⇒ jmin = 0 , jmax =
N
2 , j integer, (134)

N odd =⇒ jmin =
1
2 , jmax =

N
2 , j half-integer. (135)

Following the logic discussed in Sec. 3, we can decompose the Hilbert space HN of the system
into a direct sum of SU(2) symmetry-resolved sectors. This decomposition allows us to define
symmetry-resolved states. Moreover, using the techniques of Sec. 4, we can introduce a notion
of G-local subsystem for the non-Abelian group G = SU(2).

5.1 Symmetry-resolved decomposition of the Hilbert space

We start with the algebra of observables of the system, which we call the kinematical algebra
AK to distinguish it from the group-invariant algebra AG discussed later. The kinematical
algebra of observables of the system is generated by the spin operators S i

n,

AK = L(HN ) = C
�

S i
n

�

, with n= 1, . . . , N , (136)

where L(HN ) ≃ M2N (C) is the set of linear operators on HN , and C
�

S i
n

�

denotes the alge-
bra generated by S i

n as defined in (13). The subalgebra generated by the SU(2) symmetry
generators J i is

Asym = C
�

J i
�

. (137)

We can introduce then the commutant (Asym)′, which defines the algebra AG of group-
invariant observables,

AG ≡ (Asym)
′ = {M ∈AK | [M , J i] = 0 } = C[S⃗n · S⃗n′] . (138)

This is the algebra of observables that commute with the symmetry generators J i or, equiva-
lently, that are invariant under rotations:

O ∈AG ⇐⇒ U O U−1 = O , with U = e iαi J
i
. (139)

The center of the subalgebra is generated by the Casimir operator J⃗ 2,

Zsym =Asym ∩AG = C[J⃗ 2] . (140)
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The symmetry-resolved decomposition of the Hilbert space is then given by a direct sum over
the eigenvalues of the elements in the center,

HN =
jmax
⊕

j= jmin

�

H( j)sym ⊗H( j)G

�

, (141)

that is a sum over the irreducible representations j, with each j-sector consisting of a tensor
product of the Hilbert spaces for rotational symmetry degrees of freedom and for internal (ro-
tationally invariant) degrees of freedom. The rotational-symmetry degrees of freedom span a
Hilbert space of dimension dimH( j)sym = 2 j + 1, with an orthonormal basis given by the spin- j
states

| j, m〉 ∈ H( j)sym , (142)

where m = − j, . . . ,+ j are the eigenvalues of J z . The internal degrees of freedom can be
understood as the SU(2)-invariant tensors in the tensor product of N spin-1

2 representations
and one spin- j representation, which form the intertwiner space

H( j)G = InvG

�

H( j) ⊗ H(1/2) ⊗ · · · ⊗H(1/2)
︸ ︷︷ ︸

N

�

. (143)

Note that we have used Eq. (83) with the conjugate representation j = j for the group SU(2).
An orthonormal basis of this space is given by the recoupling basis [23],

| j, k1, . . . , kN−2〉 =

<latexit sha1_base64="NnjJIqhBB4WdWaqgKf6xQrB1CgQ=">AAAG0nicnVTfb9s2EFa6xOu0X8n2tPWFWGwgAWTPku1swGCg6F72MBQdkLQBbCE4UWeZDUVqJJXO1fww9LX/YP+F/RUjJddNHLsPIyDh+H3fHckj75KCM236/Xd7Dz7ZP2h9+vAz//Mvvvzq68Ojb55rWSqKF1RyqS4T0MiZwAvDDMfLQiHkCccXyfWvjn9xg0ozKc7NosA4h0ywGaNgLHR1tP+m0+mQ3+EcL9k56RImyHt/Umr0HTu1RgH0GjKsDLt+vVyjbsZZokAtqhSpVHVU3SvAzBUWHCgTWQAi46iDP0tpUC+3huzOcCFyEDXrd/5+GVxfhcGUp9Joa1ZPu9GSTFUdaexPncvKw26i8tEecUHsz+Bf48o6LQOfCZeT8clN2HMJOvWX/jTBjIl6wYJRUypcY+/Xn+gcOI/9aROMWPfTX9aziWLZ3IzljNyEseWi7VzkuMF97gxz4viB44fbfYeOG93mIJE3SBrFaBVhFJ/kp9XylipBLl+tdnYC4V2S46yODo7r73KMLBntIgeWHOwih5Yc7iLtXmHUkCmDTEFOKt/llXS7E4VpUMylkSLANEPCwTqO2/b2202CA9/9PyqN2k2+nXSwlmoKHNQd6ZS699Rusu/Uw48Hrp9du7kQJx/V8oSXGNA5qAxTkki94fbSOeROD80RZ6hyWxVx/ZYc3N8OR5twfXgYbML1QWG4CdcngtEm7HZep17Bq8mHGh1XtmopBjlTSqpAAdM4HhW2cFYajN1Oe7bRmLmLSWzsZkYQtDn1hUyRTAqpx/3eKCDNfYeYx6RqP20TXdhW0g5/jNpudRTpusSa2e0ivDo87vf69SD3jXBlHHur8ezqaO9smkpa5igM5aD1JOwXJq5AGUa5q+oP/WViTQE56riq2+WSdCySkplU9hOG1OhtjwpyrRd5YpW5bWR6k3PgNm5SmtnPccVEURoUtFloVnJiJHG9l6RMITV8YQ2gitm9EveOgBrbof37bfZ/t9id7dVmOtzM633jedQLz3pnfwyPHz9Z5fyh98j7wTvxQu8n77H3m/fMu/Do/r8HhwffHXzfOm+9bv3TetNIH+ytfL717ozW2/8ACiUxNg==</latexit>

k1 k2 · · · kN�2

j

N spin 1/2

∈ H( j)G . (144)

The quantum numbers k1, . . . , kN−2 label the eigenvalues kr(kr + 1) of the recoupling opera-
tors K⃗2

r . These operators form a maximal set of commuting observables defined in terms of
the operators

K⃗r =
r
∑

n=1

S⃗n , r = 1, . . . , N − 2 , (145)

which are the generator of SU(2) rotations of the first r spins.
The dimension of the Hilbert space H( j)G of the internal degrees of freedom can be com-

puted using the general formula for the dimension of SU(2) intertwiner space between the
representations j1, . . . , jL , (see App. A for a detailed derivation):

Dj ≡ dimH( j)G =
2 j + 1

j + N
2 + 1

�

N
N
2 + j

�

, (146)

where
�n

k

�

= n!
k!(n−k)! is the binomial coefficient. The sum of the dimensions of symmetry-

resolved sectors matches the dimension 2N of the Hilbert space of N spin-1
2 particles, i.e.,

dimHN =
∑

j(2 j + 1)Dj = 2N .

Symmetry-resolved states are states of N spin-1
2 particles that transform in a spin- j repre-

sentation of the total spin and have no entanglement between its rotational and its internal
degrees of freedom, i.e., states of the form:

|ψ〉= | j,ξ〉sym | j,χ〉G ∈ HN , (147)
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with

| j,ξ〉sym =
∑

m

ξm | j, m〉 ∈H( j)sym , (148)

| j,χ〉G =
∑

k1,...,kN−2

ck1,...,kN−2
| j, k1, . . . , kN−2〉 ∈H( j)G , (149)

i.e.,

|ψ〉=
∑

m, k1,...,kN−2

ξm ck1,...,kN−2
| j, m〉 | j, k1, . . . , kN−2〉 . (150)

5.2 Symmetry-resolved subsystems: K -local vs G-local observables

A system of N -particles often comes with a built-in notion of locality. For instance, the particles
might be distributed at the nodes of a lattice, therefore inducing a notion of first-neighbors and
regions. Local observables of the system can then be expressed in terms of the spin operators
S⃗n of a subset of spins belonging to the region. The kinematical algebra of observables AK is
generated by the complete set of spin operators (136), while the subalgebra of observables in
a region A is generated by the NA spin operators in the region,

AKA = C
�

S i
a

�

, with a = 1, . . . , NA . (151)

We call AKA the K-local subalgebra of observables for the region A. Note that this subalgebra
induces the standard decomposition of the Hilbert space as a tensor product HN = HA⊗HB
over the region A and its complement B. In fact one finds that the commutant of AKA is
generated by the observables in the complementary region B, with NA+ NB = N and

AKB ≡ (AKA)
′ = C
�

S i
b

�

, with b = NA+ 1, . . . , NA+ NB . (152)

Moreover, note that the center of the subalgebra is trivial, AKA∩AKB = 1, which results in the
familiar tensor product structure with no direct sum.

Observables that are invariant under the group G = SU(2) form the algebra AG , (138). To
identify a local subalgebra of G-invariant observables we take the intersection with AKA,

AGA ≡AG ∩AKA = C
�

S⃗a · S⃗a′
�

, with a, a′ = 1, . . . , NA . (153)

We call AGA the G-local subalgebra of observables for the region A. Note that this subalgebra
is generated by the scalar products S⃗a · S⃗a′ of spins in A. The commutant of AGA in AK is

AGA ≡ (AGA)
′ = (AG ∩AKA)

′ =
�

(Asym)
′ ∩ (AKB)

′�′ (154)

=
�

C[J i]′ ∩C[S i
b]
′ �′ = C
�

J i , S i
b

�

= C
�

J i , L i , S i
b

�

, (155)

where we have used the intersection formula (15). Note that AGA is not a subalgebra of AKB
as it contains also the total symmetry generator J i . Note also that AGA is not the same as AGB.
As we have highlighted in the last equality above, it is useful also to introduce the operator L i

that measures the total spin of the particles in A,

L⃗ =
NA
∑

a=1

S⃗a , (156)

and generates rotations of the spins in A. Note that [ L⃗2, J i] = 0 because J i generates global
rotations and L⃗2 is rotationally invariant. Therefore, the center of the subalgebra is non-trivial

ZGA =AGA∩AGA = C[ L⃗
2] , (157)
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and is generated by the Casimir operator L⃗2 of A. We denote its eigenvalues ℓ(ℓ+ 1) with

NA even =⇒ ℓmin = 0 , ℓmax =
NA
2 , ℓ integer, (158)

NA odd =⇒ ℓmin =
1
2 , ℓmax =

NA
2 , ℓ half-integer. (159)

Using the results of Sec. 3 on subsystems from subalgebras, we find the decomposition

HN =
ℓmax
⊕

ℓ=ℓmin

�

H(ℓ)
GA
⊗H(ℓ)

GA

�

. (160)

This decomposition is useful for computing the reduction of a generic pure state of the system
to the G−local subalgebra. We are interested in the reduction of a special class of states—
symmetry-resolved states—and it is useful to introduce a decomposition adapted to them.

We prepare a symmetry-resolved state |ψ〉= | j,ξ〉sym | j,χ〉G and we are interested in mea-
surements of G-local observables in A. In order to build a basis adapted to both the decompo-
sition associated with Asym = C[J i] and AGA = C[S⃗a · S⃗a′], we consider the algebra generated
by the union of the generating sets,

AsymGA = C[J i , S⃗a · S⃗a′] . (161)

Note that, using (15), this algebra can also be written in terms of the intersection of commu-
tants,

AsymGA =
�

(Asym)
′ ∩ (AGA)

′�′ . (162)

To build the decomposition, we need its commutant and center. The commutant of AsymGA in
AK is

(AsymGA)
′ = (Asym)

′ ∩ (AGA)
′ =AG ∩AGA = C

�

S⃗n · S⃗n′
�

∩C
�

J i , L i , S i
b

�

= C[J⃗ 2, L⃗2, S⃗b · S⃗b′] . (163)

The center of AsymGA is then non-trivial,

ZsymGA =AsymGA∩ (AsymGA)
′ = C[J⃗ 2, L⃗2] . (164)

Note that the observables J⃗ 2 and L⃗2 commute,9 which is always the case for the center as it
is an Abelian algebra by definition. Simultaneously diagonalizing the observables J⃗ 2 and L⃗2,
we find the decomposition of the Hilbert space as a sum over j and ℓ

HN =
jmax
⊕

j= jmin

ℓmax
⊕

ℓ=ℓmin

�

H( j)sym ⊗H(ℓ)GA⊗H( j,ℓ)GB

�

, (165)

which can be reorganized as

HN =
jmax
⊕

j= jmin

H( j)N , with H( j)N =H( j)sym ⊗
ℓmax
⊕

ℓ=ℓmin

�

H(ℓ)GA⊗H( j,ℓ)GB

�

, (166)

which provides a derivation of the expression (8) in the introduction. The Hilbert spaces
appearing in (166) are defined by

H(ℓ)GA = InvG

�

H(ℓ) ⊗ H(1/2) ⊗ · · · ⊗H(1/2)
︸ ︷︷ ︸

NA

�

, (167)

H( j,ℓ)GB = InvG

�

H( j) ⊗H(ℓ) ⊗ H(1/2) ⊗ · · · ⊗H(1/2)
︸ ︷︷ ︸

NB

�

. (168)

9The fact that the commutator [J⃗ 2, L⃗ 2] = 0 vanishes can be quickly shown by noticing that [J i , L⃗ 2] = 0 as J i

generates rotations of the full system and L⃗ 2 is a scalar.
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Their dimensions can be computed using the general formula for the dimension of SU(2)
intertwiner space (see App. A for a detailed derivation):

dℓ ≡ dimH(ℓ)GA =
2ℓ+ 1

NA
2 + ℓ+ 1

� NA
NA
2 + ℓ

�

, (169)

b jℓ ≡ dimH( j,ℓ)GB =
� N − NA

N−NA
2 + j − ℓ

�

−
N−NA

2 − j − ℓ
N−NA

2 + j + ℓ+ 1

� N − NA
N−NA

2 + j + ℓ

�

. (170)

If we compare the decomposition (141) with (166), we obtain the decomposition of the Hilbert
space of G-invariant degrees of freedom at fixed total angular momentum,

H( j)G =
ℓmax
⊕

ℓ=ℓmin

�

H(ℓ)GA⊗H( j,ℓ)GB

�

, (171)

with the adapted orthonormal basis [23]

|ℓ, ka〉| j,ℓ, hb〉=

<latexit sha1_base64="tsGjU9ARbW54+i/CqhaRzh5OB7k=">AAAJtnicnZbdjuM0FMczu0C35WtnueTG2i1SR8qUph+zK6FKu8MNV2iRmN2V2lLZyUlqxvnAdmpK1GtehZfhAXgOuAQJOw5lmjYVS6SpnPM/x+f45+NxSMaokIPBb2f37r/z7nutB+3O+x98+NHHD88fvRJpzn248VOW8jcEC2A0gRtJJYM3GQccEwavye2XRn+9Bi5omnwrNxksYhwlNKQ+ltq0PG+Fc0lvfwphk8Q4ESCLDmj/DdI/En6cFkEqt26HJibBtLf2+ibbRWfbmROIaFKY6Iz6Muews1WzbWcixowtOnM7GdLhF1/s3macRis5TUO09hZaGx7XhkYbHWpXECOjj4w+PtTHlT42+uSujkm6BrTvNVn04otie8eLAEtVVV0Pe/sig7CsDhtt0BQ41OKwSRxpcdQkjrU4bhJ1rXiyL+4j0Q7qOGllSKvjpJUhrZpJK0NaNZNWhrRqJD2pvAzpvGFpurweqaG2c5TA/0mkveIXTVNo6KQJul5CjzRB1/X3SBN0UzapoAcURxzHqOiYhkaXlzMOgZutUpkmLgSRrhbrwGn3dul1bWe7HfN70nXYtY1uXEc7V+Fjhvme69zXZ1J0bdsb7/HpiYuvly8uh9uuPQcmYFIGrGnKQLr+CvMIAkRSUQudA2MmKjZB2K40BB7rfxyL8iwb8+C4eVg3lwzwqG4u14vHdXO5MDypm8vy1UnmK8tclfnUSeYry1yVNaj/yFyVpamTzFeG+XXFXNmi7VoIy+EE8e9L3LkJIHXeqgSr+/6t9s5Gkfp2WDykvh0WBalvh10zqW9HubLyQHCsZgH4KS9vlWlBOPbBjSnnKXc5pgKmk0zfI5UPLEzj9PUlJldmTqS32r4hwEJedJI0ADTLUjEd9CcusqfQg3iBiq7u5i4SGU1Q1/t82P2/+YlXZVSgM5ZFkLcp4rpeBCTB7uKzb3evxuXDJ4P+oHzQ4cCrBk+ePw7Dn/+4+eXl8vzs6TxI/TyGRPoMCzHzBplcFJhL6jNz1+YCMuzf4ghmepjgGMSiKL8ItugzbQlQmHL9l0hUWu9GFDgWYhMT7RljuRJ1zRiPabNchs8WBU2yXELi20RhzpBMkfm8QAHl4Eu20QPsc6prRaZJsS/1R8heFkNni4zFjBjVe8Y3xb+7KPqZzs4hY9inSeTiJGIg3B/yVILYHkx1uWOvUXt1sIeDV8O+d9W/+kYzv3bs88D51Hns9BzPeeo8d75yXjo3jt/6tfV768/WX+1n7e/a0I6s672zKuYTZ+9pZ38DrUseBA==</latexit>

k1 k2 · · · kNA�2

`
h1 h2 · · · hNB�2

j
`

NA spin 1/2 NB spin 1/2

(172)
which coincides with (144), | j, kr〉 with kr equal to ka for r = 1, . . . , NA − 2, equal to ℓ for
r = NA − 1, and equal to hb for r = NA, . . . , NA + NB − 2. From this decomposition, we also
derive the relation between the dimensions dℓ, b jℓ and Dj ,

Dj =
∑

ℓ dℓ b jℓ . (173)

We can now compute the density matrix ρGA of a symmetry-resolved state |ψ〉 reduced to AGA.
Following the general construction described in Sec. 3, the generic symmetry-resolved state in
this basis is:

|ψ〉 = | j,ξ〉
∑

ℓ

p
pℓ
∑

ka ,hb

χ
(ℓ)
ka ,hb
|ℓ, ka〉| j,ℓ, hb〉 . (174)

The density matrix of the symmetry-resolved state reduced to AGA is

ρGA =
⊕

ℓ

pℓρℓ , (175)

where
ρℓ =
∑

ka ,k′a

∑

hb

χ
(ℓ)
ka ,hb

χ
(ℓ)∗
k′a ,hb
|ℓ, ka〉〈ℓ, k′a| . (176)

This is the expression used in the next section to compute the G-local entanglement entropy
SGA.

We conclude this section with a few observations. By direct comparison of the decompo-
sition (160) and (165), we see that the decomposition of the complement of the GA-Hilbert
space is not the GB-Hilbert space as

H(ℓ)
GA
=
⊕

j

�

H( j)sym ⊗H( j,ℓ)GB

�

. (177)

Moreover, differently from what happens in the Abelian case discussed in Sec. 4.3, we note
that here states in H( j,ℓ)GB are eigenstates of the total angular momentum J⃗ 2 and of the angular
momentum of A, i.e., L⃗ 2, but they are not in an eigenstate of the angular momentum of B, i.e.,
J⃗ 2

B = (
∑

b S⃗b)2, unless J⃗ 2 = 0 in which case J⃗ 2
B = L⃗ 2.
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5.3 G-local entanglement entropy of symmetry-resolved states

Given a symmetry-resolved state, i.e., a state of the form (174), we can compute its density ma-
trix reduced to the G-local subalgebra of observables AGA using the techniques of the previous
section. The G-local entanglement entropy is then given by the general formula (29),

SGA ≡ S
�

|ψ〉,AG ,AGA

�

= −tr(ρGA logρGA) (178)

= −
∑

ℓ

pℓ tr(ρℓ logρℓ) −
∑

ℓ

pℓ log pℓ , (179)

where ρℓ is the reduced density matrix in the sector ℓ and pℓ the probability of the sector, as
defined in (175). We give a few examples to illustrate how SGA is computed and its differences
from SKA:
N = 2, j = 0 — This is the singled state |s〉 of two spin-1/2 particles,

|s〉=
| ↑ ↓ 〉 − | ↓↑ 〉

p
2

. (180)

As K-local subsystem with NA = 1, we can take the first particle with the algebra of observables
AKA = C[S⃗1]. As usual [16], the associated entanglement entropy is SKA(|s〉) = log 2. On the
other hand, if we consider the algebra of G-local observables of the first particle we find that it
is trivial as there is no rotational invariant observable besides S⃗ 2

1 =
1
2(

1
2 +1)1, i.e., AGA = {1}

and SGA(|s〉) = 0.
N = 2, j = 1 — This is the Hilbert space of the triplet state |tm〉,

|tm〉=















|↑ ↑ 〉 , m= +1,

|↑ ↓ 〉+ |↓ ↑ 〉p
2

, m= 0 ,

|↓ ↓ 〉 , m= −1 .

(181)

The K-local subsystem with NA = 1 has entanglement entropy SKA(|t±〉) = 0 and
SKA(|t0〉) = log2. On the other hand, the G-local entanglement entropy SGA(|tm〉) = 0 vanishes
again as the subalgebra AGA = {1} is trivial.
N = 4, j = 0 — The recoupling of N = 4 spin-1/2 particles into a scalar ( j = 0) defines a
two-dimensional Hilbert space spanned by the two orthogonal states

|ψ0〉= |s〉A |s〉B , (182)

|ψ1〉=
∑

m=0,±1

(−1)1−m
p

3
|t+m〉A |t−m〉B , (183)

where we have denoted A= (1,2) and B = (3,4) the coupling of the four particles. The K-local
and the G-local entanglement entropies of the subsystem A are

SKA(|ψ0〉) = 0 , SGA(|ψ0〉) = 0 ,

SKA(|ψ1〉) = log 3 , SGA(|ψ1〉) = 0 .
(184)

Note that the K-local entropy measures the entanglement in the magnetic degrees of freedom
m, which results in the log3 above. On the other hand, the G-local entanglement entropy
for each of the two states vanishes as they are eigenstates of (S⃗1 + S⃗2)2, which is the only
non-trivial observable in AGA = C[S⃗1 · S⃗2]. In fact, using the basis (172), we see that |ψ1〉 is
factorized. To show a non-trivial G-local entropy, we consider the superposition

|ψ〉=
p

1− p |ψ0〉 +
p

p eiφ |ψ1〉 , (185)
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for which we can easily compute the reduced density matrices

ρKA = (1− p) |s〉〈s|+ p
∑

m=0,±1

1
3 |tm〉〈tm| , (186)

ρGA = (1− p) |0〉〈0|+ p |1〉〈1| , (187)

where the states |0〉 and |1〉 are the eigenstates with ℓ = 0,1 of the G-local observable
L⃗ 2 = (S⃗1 + S⃗2)2. It follows that the entanglement entropies for the K-local and the G-local
subalgebras are

SKA(|ψ〉) = −(1− p) log(1− p)− p log(p/3) , (188)

SGA(|ψ〉) = −(1− p) log(1− p)− p log p . (189)

In this simple case, the G-local entanglement entropy is purely due to the Shannon entropy
of the sector, i.e., the last term in (179), because the subalgebra coincides with the center,
AGA =AGB = Z.

N = 4, j = 1, m = +1 — The recoupling of N = 4 spin-1/2 particles into a vector ( j = 1)
defines the Hilbert space H(1)4 = H(1)sym ⊗H(1)G of dimension 3 × 3. We consider a (m = +1)
symmetry-resolved state

|ψ〉=
p

1− p |η1〉 +
p

p eiφ |η2〉 , (190)

given by the superposition of the two orthogonal basis states with m= +1

|η1〉= |s〉A |t+〉B , |η2〉=
1p
2

�

|t+〉A |t0〉B − |t0〉A |t+〉B
�

, (191)

where |s〉 and |tm〉 are the singlet state and the triplet state (with the magnetic number
m = 0,±1) obtained by coupling two spin-1/2 particles. The K-local density matrix for the
two spins in A, defined as usual as ρKA = TrB|ψ〉〈ψ|, is

ρKA = (1− p)|s〉〈s|+ p
2

�

|t+〉〈t+|+ |t0〉〈t0|
�

−
Ç

p(1−p)
2

�

e−iφ |s〉〈t0|+ e+iφ |t0〉〈s|
�

. (192)

The non-vanishing eigenvalues of ρKA are { p
2 , 1− p

2}. Therefore, K-local entanglement entropy
is

SKA(|ψ〉) = −
p
2 log p

2 − (1−
p
2 ) log(1− p

2 ) . (193)

On the other hand, if we have only access to the rotational invariant observable of the particles
in subsystem A= (1,2), that is only the observable S⃗1 · S⃗2, then the accessible entropy is given
by the probability of outcomes {p, 1− p},

SGA(|ψ〉) = −p log p − (1− p) log(1− p) . (194)

We note that, for 2
3 ≤ p ≤ 1, we have that the G-local entropy is smaller than the K-local en-

tropy, SGA(|ψ〉) ≤ SKA(|ψ〉), while for 0 ≤ p ≤ 2
3 the G-local entropy is larger

SGA(|ψ〉)≥ SKA(|ψ〉). We note also another difference compared to the Abelian case (1) where
the reduced density matrix is shown to be black diagonal. From (192), we see that the density
matrix ρKA is not block diagonal as it has non-vanishing matrix elements |s〉〈t0| that connect
blocks with different ℓ. This is a generic feature of SU(2)-symmetry-resolved states.

N = 6, j = 1, m = +1 — As a last example, we illustrate the case considered in the intro-
duction in Fig. 3. The Hilbert space H(1)6 = H(1)sym ⊗H(1)G has dimension 3 × 9. We consider
the subsystem of the first NA = 3 particles. The G-local entanglement entropy is associated to
the restriction of the state to the subalgebra AGA = C[S⃗1 · S⃗2, S⃗1 · S⃗3, S⃗2 · S⃗3] which now is a
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non-commutative algebra and therefore allows intertwiner entanglement, i.e., the first term
in (179). The associated Hilbert space decomposition is

H(1)G =
⊕

ℓ= 1
2 , 3

2

�

H(ℓ)GA⊗H(1,ℓ)
GB

�

. (195)

We consider the symmetry-resolved state with m= +1 described in Fig. 3(b),

|ψ〉= 1p
2
(|ψ1〉+ |ψ2〉) , (196)

given by the superposition of the two orthonormal |ψ1〉 and |ψ2〉 introduced in (11). As shown
in Fig. 3(b) for p = 1/2, the G-local entropy of this state is SGA(|ψ〉) = log 2 while the K-local
entropy is SKA(|ψ〉) = −

3
8 log 3

8 −
5
8 log 5

8 . This example allows us to comment on the symmetry
under the exchange of A with B. Clearly SKA(|ψ〉) = SKB(|ψ〉). On the other hand, we note
that the restriction to the subalgebra AGB = C[S⃗4 · S⃗5, S⃗4 · S⃗6, S⃗5 · S⃗6] is associated with Hilbert
space decomposition

H(1)G =
⊕

jB=
1
2 , 3

2

�

H( jB)GB ⊗H(1, jB)
GA

�

, (197)

and SGB(|ψ〉) = 0 because |ψ〉 is an eigenstate of (S⃗5+ S⃗6)2 = 0 and (S⃗4+ S⃗5+ S⃗6)2 =
1
2(

1
2 +1).

This example shows concretely that, in the non-Abelian case, the commutant symmetry (39) al-
lows an asymmetry under subsystem exchange in the G-local entanglement entropy,
SGB(|ψ〉) ̸= SGA(|ψ〉).

5.4 Typical G-local entanglement entropy: Exact formulas

We combine the results of Sec. 2.3 on the typical entanglement entropy of a subsystem defined
in terms of a subalgebra of observables, together with the results of Sec. 3.3 on symmetry-
resolved entanglement entropy, to derive the exact formulas for the typical G-local entangle-
ment entropy for the group G = SU(2).

The average entanglement entropy for a random symmetry-resolved state in
H( j)N = H( j)sym ⊗ H( j)G , restricted to a G-local subsystem of NA spin-1/2 particles is given by
the formula (43), specialized to the SU(2) case:

〈SGA〉 j =
ℓmax
∑

ℓ=ℓmin

ϱℓϕℓ , (198)

where ϱℓ and ϕℓ are given in terms of the dimensions dℓ, b jℓ, Dj defined in (146), (169),
(170). The first quantity is

ϱℓ =
dℓ b jℓ

Dj
, (199)

and the second is

ϕℓ = Ψ(Dj+1)−Ψ(max(dℓ, b jℓ)+1)−min
� dℓ−1

2b jℓ
,

b jℓ−1
2dℓ

�

. (200)

The variance (∆SGA)2 = 〈S2
GA〉 j − 〈SGA〉2j can be written as

(∆SGA)
2 =

1
D+ 1

� ℓmax
∑

ℓ=ℓmin

ϱℓ
�

ϕ2
ℓ+χℓ
�

−
�

ℓmax
∑

ℓ=ℓmin

ϱℓ ϕℓ

�2
�

, (201)
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Figure 4: (a) Page curve for the SU(2) symmetry-resolved entanglement entropy in a
system consisting of N = 10 spins. The average entanglement entropy 〈SGA〉 j and its
dispersion (∆SGA) j are computed using the exact formulas (198)–(201) and reported
as a function of the number of spins NA in the subsystem. The Page curve with j = 1
has the largest peak entropy. The curves with j = 2, j = 0, j = 3 and j = 4 follow.
The maximum spin j = 5 has SGA = 0. The ordering of the curves reflects the dimen-
sion of the Hilbert spaces Dj . For NA = 1, the G-local subsystem is trivial, dℓ = 1, and
the entropy SGA = 0 vanishes. The Page curve is generally not symmetric under the
exchange NA↔ N − NA, except in the special case j = 0 where this exchange sym-
metry is present. (b) Leading order of the symmetry-resolved entanglement entropy
in the thermodynamic limit. At this order, the entanglement entropy is symmetric
under exchange f ↔ 1− f . We plot the Page curve for spin densities s = 0, s = 0.4,
s = 0.6, s = 0.8, s = 0.9, s = 0.95, s = 0.99, and s = 1, which corresponds to curves
from the top to the bottom.

where ϱℓ and ϕℓ are given above and χℓ is defined as

χℓ = (dℓ + b jℓ)Ψ
′(max(dℓ, b jℓ) + 1)− (Dj + 1)Ψ′(Dj + 1)

−
(min(dℓ, b jℓ)− 1)(dℓ + b jℓ +max(dℓ, b jℓ)− 1)

4 max(d2
ℓ
, b2

jℓ)
. (202)

The formulas for average (198) and the variance (201) of the symmetry-resolved entangle-
ment entropy of a random state are exact and can be computed from the expressions of the
dimensions of the Hilbert spaces dℓ, b jℓ, and Dj .

In Fig. 3(a), we show the average and variance compared to the statistical distribution of
a sample of symmetry-resolved random states with N = 6, j = 1, m= +1 restricted to NA = 3.

In Fig. 4(a), we show the exact average and variance for N = 10 and different values of
j as a function of the subsystem size NA, i.e., the Page curve [1, 2] for a symmetry-resolved
system. Note the asymmetry under exchange NA → N − NA, due to the asymmetry in the
dimensions dℓ and b jℓ in (169)–(170), which is a generic feature of non-Abelian symmetry-
resolved entanglement (see Sec. 4.2).

As discussed in (100)–(104), one can also decompose the total symmetry-resolved entan-
glement entropy 〈SGA〉 j in a configurational 〈S(conf)

GA 〉 j and a number contribution 〈S(num)
GA 〉 j .

6 Large N asymptotics of the SU(2) typical entropy

In a lattice many-body system, it is useful to introduce intensive quantities that allow us to
take a thermodynamic limit N →∞ and study the behavior of the subsystem entropy as a
function of the fraction of the lattice. In this section we study the SU(2) symmetry-resolved
entanglement entropy in this limit.
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6.1 Fixed spin density

The symmetry-resolved entanglement entropy (198) depends on the system size N , the total
spin j, and the subsystem size NA. Moreover, the expression contains a sum over the subsystem
spin ℓ. We introduce intensive quantities representing the subsystem fraction f , the system
spin density s, and the subsystem spin density t:

f =
NA

N
, s =

2 j
N

, t =
2ℓ
NA

. (203)

The thermodynamic limit is defined as the limit N →∞while keeping the intensive quantities
f and s fixed. We compute the average entropy (198) and its variance (201) in this limit up
to terms of order one, O(1).

First, we derive the asymptotic expressions of the dimensions dℓ, b jℓ, and Dj in the ther-
modynamic limit. We use the asymptotic expansion of the binomial coefficients for n →∞
with λ fixed,

�

n
n
2 (1+λ)

�

=

√

√2 |β ′′(λ)|
πn

enβ(λ)

�

1−
1

12n
3+λ2

1−λ2
+O(n−2)

�

, (204)

where the function β(s) is defined by

β(s) = −
1− s

2
log
�

1− s
2

�

−
1+ s

2
log
�

1+ s
2

�

, (205)

and its derivatives are

β ′(s) = −
1
2

log
�1+ s

1− s

�

, β ′′(s) = −
1

1− s2
. (206)

The approximation (204) holds for λ= O(1) and is useful for deriving the large-N asymptotics
of the dimensions at fixed 0 < s < 1. This approximation is invalid in the extremal cases
j = jmin and j = jmax defined in (134), and we will deal with them separately in the next
section. The asymptotic form of the dimensions in terms of intensive quantities are

Dj =
2s

1+ s

√

√2 |β ′′(s)|
πN

eNβ(s)
�

1+
1

12N
12− s(9− s)(3− s)

s(1− s2)
+O(N−2)
�

, (207)

dℓ =
2t

1+ t

√

√2 |β ′′(t)|
π f N

e f Nβ(t)
�

1+
1

12 f N
12− t(9− t)(3− t)

t(1− t2)
+O(N−2)
�

, (208)

b jℓ =

√

√

√2 |β ′′( s−t f
1− f )|

πN (1− f )
e(1− f )Nβ( s−t f

1− f )
�

1−
1

12(1− f )N

3+
� s−t f

1− f

�2

1−
� s−t f

1− f

�2 +O(N−2)
�

. (209)

Note that, in the asymptotic formula for b jℓ, the second term in the exact expression (170)
is exponentially small, and therefore it does not contribute to the asymptotics for 0 < s < 1
and large N . On the other hand, this approximation is invalid for s = 0, that is, when j = jmin
which is not compatible with the scaling assumed in (203), and will be treated separately in
the next section. In the thermodynamic limit, the sum over the spin ℓ becomes an integral over
the spin density

∑

ℓ→
∫ 1

0 f N
2 dt and the probability distribution (199) is given by a continuous

probability distribution

ϱ(t)dt =
dℓb jℓ

Dj
f

N
2

dt = ϱ0(t)
�

1+
ϱ1(t)

N
+O(N−2)
�

eN
�

f β(t)+(1− f )β
�

s− f t
1− f

�

−β(s)
�

dt , (210)

34

https://scipost.org
https://scipost.org/SciPostPhys.17.5.127


SciPost Phys. 17, 127 (2024)

where

ϱ0(t) = f
N
2

√

√ 2
π f (1− f )N

(s+ 1)t
s(t + 1)

√

√

√ |β ′′(t)| |β ′′
� s− f t

1− f

�

|

|β ′′(s)|
, (211)

ϱ1(t) =
1

12 f
12− t(9− t)(3− t)

t(1− t2)
−

1
12(1− f )

3+
� s−t f

1− f

�2

1−
� s−t f

1− f

�2 −
1
12

12− s(9− s)(3− s)
s(1− s2)

. (212)

The limit of function ϕℓ (200) is given by the lower bound (50),

ϕ(t) = log min
� Dj

b jℓ
,

Dj

dℓ

�

− 1
2 min
� dℓ

b jℓ
,

b jℓ

d j

�

, (213)

and the average entanglement entropy at fixed s is given by the integral

〈SGA〉s =
∫ 1

0

ϱ(t)ϕ(t)dt . (214)

We evaluate the integral over t using the Laplace approximation for large N (see App. B). The
integral is concentrated at the critical point t = s defined as the maximum of the exponent
of (210). If f < 1

2 , at the critical point the dimension b jℓ is exponentially larger than d j .
Therefore, we can ignore the second term in (213) as it is exponentially small. Similarly, at
the critical point, the min in the logarithm in (213) selects the ratio Dj/b jℓ, which allows us
to write

ϕ(t) = N
�

β(s)− (1− f )β
� s− f t

1− f

��

+ 1
2 log
�

β ′′(s)

β ′′
�

s− f t
1− f

�

�

+ log
�2s
p

1− f
1+s

�

+O(N−1) . (215)

At half-system size, f = 1/2, extra care is necessary because of a discontinuity in the integral.
The dimensions satisfy the inequalities b jℓ > dℓ for t < s, but b jℓ < dℓ for t > s. The loga-
rithm in (213) is discontinuous at the critical point t = s, and we have to resort to a Laplace
approximation that allows for discontinuities (see App. B). There are additional contributions
at order O(

p
N) and at order O(1). Note that, at f = 1/2, the second term in (213) is not ex-

ponentially small, but detailed analysis shows that it is of order O(1/
p

N) and therefore does
not contribute to the thermodynamic limit. Summarizing, the average entanglement entropy
for f ≤ 1/2 is:

〈SGA〉s = β(s) f N − |β ′(s)|p
2π|β ′′(s)|

p
N δ

f ,
1
2
+ f +log(1− f )

2 +
�

1− 1
2δ f ,

1
2

�

log
� 2s

1+s

�

−
�

1− f − 1
2δ f ,

1
2

� 1−s
2s log
�1+s

1−s

�

+O(N−
1
2 ) , for f ≤ 1

2 ,
(216)

and for f > 1/2

〈SGA〉s = β(s)(1− f )N + (1− f )+log f
2 + (1− f )1−s

2s log
�1+s

1−s

�

+O(N−
1
2 ) , for f > 1

2 . (217)

Note that the leading order O(N) and the subleading order O(
p

N) are symmetric under ex-
change of the subsystem with its complement. However, the order O(1) term is not symmetric,
f ←↛ (1− f ). The leading order and its dependence on the spin density s via the function
β(s) (205) is displayed in Fig. 4(b).

Using the same technique, we find that the variance is:

(∆SGA)
2
s =
Æ

π
2

�

f (1− f )− 1
2πδ f , 1

2

� (1−s)3/2(s+1)5/2
8s

�

log 1+s
1−s

�2
N

3
2 e−Nβ(s)
�

1+O(N−1)
�

. (218)

We note that the variance is exponentially small in N . Moreover, at the order considered, the
variance is invariant under the symmetry f ↔ (1− f ).
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6.2 Extremal cases: jmax and jmin

In the extremal case of maximum spin, j = jmax = N/2, the Hilbert space H( jmax)
G contains only

one state and the dimension (146) is Djmax
= 1. Moreover, the composition of angular momenta

constrains the spin of the subsystem A to be maximal, i.e., ℓ= ℓmax, and the dimensions (169)
and (170) of the factors are dℓmax

= 1, b jmaxℓmax
= 1. Therefore, the unique symmetry-resolved

state with j = jmax is factorized, as the exact formula of the average and variance of the
entanglement entropy confirm:

〈SGA〉 jmax
= 0 , (∆SGA)

2
jmax
= 0 . (219)

The other extremal case, j = jmin, is non trivial. Let us assume that N is even so that
jmin = 0. In this case, the relevant asymptotic formula for the binomial coefficient is

�

n
n
2 + x

�

=

√

√ 2
nπ

en log2 e−
2x2

n
�

1+O(n−1)
�

, (220)

that is valid for x = O(
p

n) and n →∞.10 In the sum (198), we first assume ℓ = O(
p

N),
motivated by the fact that it corresponds to the subsystem with the largest dimension. We then
check this hypothesis a posteriori. In this limit, the dimensions of the Hilbert spaces are

D0 =

√

√ 8
π

1
N3/2

eN log 2
�

1+O(N−1)
�

, (221)

dℓ =

√

√ 2
π

4ℓ
( f N)3/2

e f N log2 e−2 ℓ
2

f N
�

1+O(N−1)
�

. (222)

Note that, for j = 0, the dimensions b0ℓ and dℓ are mapped into each other by sending
f ↔ 1− f . This is an exact property of (169) and (170) which in the asymptotic limit results
into the expression

b0ℓ =

√

√ 2
π

4ℓ
((1− f )N)3/2

e(1− f )N log2 e−2 ℓ2

(1− f )N
�

1+O(N−1)
�

. (223)

It is useful to introduce the rescaled variable

u=
Ç

2
f (1− f )N ℓ , (224)

which simplifies the calculation of the integral. The probability distribution (199) in the ther-
modynamic limit becomes the continuous distribution

ϱ(u)du=
4
p
π

u2 e−u2 �

1+O(N−1)
�

du . (225)

The sum over the spin ℓ becomes an integral over the positive real line in the thermodynamic
limit. It is worth noticing that (225) is independent of the system’s parameters N and f at
the leading order and is normalized at all orders. The calculation of the average entropy is
straightforward. If f < 1

2 , the dimension b0ℓ is exponentially larger than dℓ, therefore (213)
is just given by the logarithmic term. If f = 1

2 , then b0ℓ = dℓ and the second term in (213)
contributes a −1

2 correction. Therefore,

ϕ(u) = f N log2−
1
2

log N−
1
2

log f −
1
2

log 2+log(1− f )+u2 f −log u− 1
2δ f ,

1
2
+O(N−1) . (226)

10Note that here we cannot use (204) where λ= O(1).
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We obtain the average entanglement entropy by performing the integral

〈SGA〉0 =
∫ ∞

0

ϱ(u)ϕ(u)du , (227)

keeping all terms up to O(1). Summarizing, the average entanglement entropy for f ≤ 1
2 is

〈SGA〉0 = f N log 2− 1
2 log N − 1

2 log f + log(1− f )

+ (1
2 − f ) log 2+ 3

2 f − 1− γE
2 −

1
2δ f ,

1
2
+O(N−1) .

(228)

The average entropy for f > 1/2 can be obtained via the exact symmetry f ↔ (1− f ) that
applies to the case of j = 0. The calculation for the variance (201) is similar, and we find

(∆SGA)20 =
p

2π
4

�

f (3
2 f − 1) + π2

8 − 1+ 1
4δ f , 1

2

�

N
3
2 e−N log2
�

1+O(N−1)
�

, (229)

for f ≤ 1/2, and the formula for f > 1/2 can again be obtained via the exact symmetry
f ↔ (1− f ) that applies to the case of j = 0.

Furthermore, we comment on the equipartition (or lack of equipartition) of entanglement
entropy in the thermodynamic limit for the non-Abelian symmetry SU(2), generalizing the
discussion in [15] and [6] for the U(1) case. By equipartition of entanglement, one means
that the entropy 〈S(ℓ)GA〉 j is independent of ℓ in some limit. For generic spin j (Sec. 6.1), we
found in (215) that at the leading order at fixed subsystem charge ℓ, the entanglement entropy
is 〈S(ℓ)GA〉 j ≈ N
�

β(s)− (1− f )β
� s− f t

1− f

��

with s = 2 j/N and t = 2ℓ/NA. Therefore, we conclude
that there is no equipartition of entanglement entropy, as the leading order in N depends
explicitly on the subsystem charge ℓ. This result extends the observation of [6] of lack of
equipartition in the thermodynamic limit to the non-Abelian case. Furthermore, following the
argument in [6], we emphasize the importance of the order of limits. If ℓ is fixed before taking
the limit N →∞, using the expansion β

� s− f t
1− f

�

= β( s
1− f ) − β

′( s
1− f )

f t
1− f + O(t2), we obtain

instead 〈S(ℓ)GA〉 j ≈ N
�

β(s)− (1− f )β
� s

1− f

��

. This result matches the behavior found [15] for
the U(1) case, with the leading order independent of ℓ and the equipartition of entanglement
entropy restored.

Interestingly, in the j = 0 case, using (224) and (226), we find that at the leading order
the entanglement entropy at fixed subsystem charge ℓ is 〈S(ℓ)GA〉0 ≈ f N log 2. As this quantity is
independent of the subsystem charge, we conclude that in this case, there is equipartition of
entanglement for all ℓ.

6.3 Comparison of G-local and K -local asymptotics

The asymptotics of the average K-local entanglement entropy was studied in [21]. The system
considered is the same as the one described here in Sec. 5.1, with the additional assumption of
vanishing magnetization, m = 0, to select symmetry-resolved states. Using a combination of
analytical and numerical methods, asymptotic formulas for the thermodynamic limit N →∞
at fixed f and s were studied. We compare these results for the ones obtained here in Sec. 6.1–
6.2 for the G-local entanglement entropy of the same symmetry-resolved states.

For maximal spin jmax = N/2, i.e., for the case s = 1, the Hilbert space takes the form

H( jmax)
N =H( jmax)

sym ⊗H(ℓmax)
GA ⊗H( jmax,ℓmax)

GB , (230)

i.e., in the decomposition (166) there is a single allowed value of ℓ, and the dimensions are
dimH(ℓmax)

GA = 1, dimH( jmax,ℓmax)
GB = 1, and dimH( jmax)

sym = N + 1. As a result, the average G-
local entropy necessarily vanishes (219) because any symmetry-resolved state in this sector
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has zero entanglement between G-local degrees of freedom. On the other hand, the K-local
entanglement entropy also measures the entanglement in magnetic degrees of freedom mA at
fixed m = mA+mB in H( jmax)

sym , which are not G-local. This K-local entanglement results in an

average entropy that scales as 1
2 log N . The comparison of the two different scalings found

in [21] and in Sec. 6.2 is shown in the table:

j = jmax N
p

N δ f , 1
2

log N 1 δ f , 1
2

〈SGA〉 jmax
0 0 0 0 0

〈SKA〉 jmax,m=0 0 0 1
2

1
2 log πe f (1− f )

2 0

(231)

For minimum spin, j = 0 (assuming N even), i.e., for the case s = 0, the leading order
O(N) of the K-local and G-local average entropies coincide. There is again a difference at order
O(log N) and at order O(1) (first computed in [27] for the K-local entropy). A comparison of
the contributions found in [21] and in Sec. 6.2 is shown in the table:

j = 0 N
p

N δ f , 1
2

log N 1 δ f , 1
2

〈SGA〉0 f log2 0 −1
2 aGA( f ) −1

2

〈SKA〉0 f log2 0 0 aKA( f ) −1
2

(232)

where

aKA( f ) =

(3
2 f + 3

2 log(1− f ) , f ≤ 1/2 ,

f ←→ (1− f ) , f > 1/2 ,
(233)

aGA( f ) =

(3
2 f + log(1− f )− 1

2 log f + (1
2 − f ) log(2)− 1− γE

2 , f ≤ 1/2 ,

f ←→ (1− f ) , f > 1/2 .
(234)

We note the symmetry f ↔ (1− f ), which is an exact symmetry for j = 0.
For spin j of order O(N), i.e., fixed spin density s = 2 j/N with 0 < s < 1, the asymptotics

of the K-local average entropy studied in [21] and the G-local average entropy derived in
Sec. 6.1 agree at order O(N) and O(

p
N). A difference again arises at order O(log N) and

O(1), as summarized in the table:

0< s < 1 N
p

N δ f , 1
2

log N 1 δ f , 1
2

〈SGA〉s β(s) f − |β ′(s)|p
2π |β ′′(s)|

0 bGA( f , s) cGA(s)

〈SKA〉s, m=0 β(s) f − |β ′(s)|p
2π |β ′′(s)|

1
2 bKA( f , s) 0

(235)

where β(s), β ′(s), β ′′(s) are given by (205)–(206), and

bKA( f , s) =

( f +log(1− f )
2 − 1−2 f (1−s)

2s log
�1+s

1−s

�

+ log 2s3/2
p

1−s2 +
1
2 log πe f (1− f )

2 , f ≤ 1/2 ,

f ←→ (1− f ) , f > 1/2 ,
(236)

bGA( f , s) =







f +log(1− f )
2 − (1− f )1−s

2s log
�1+s

1−s

�

+ log
� 2s

1+s

�

, f ≤ 1/2 ,

(1− f )+log f
2 + (1− f )1−s

2s log
�1+s

1−s

�

, f > 1/2 ,
(237)

cGA( f , s) = 1
2

1−s
2s log
�1+s

1−s

�

− 1
2 log
� 2s

1+s

�

. (238)
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We note that the asymmetry of the G-local average entropy under subsystem exchange,
f ←↛ (1− f ), discussed in Sec. 5.4 and Sec. 6.1 arises only at order O(1), as shown explicitly
in (237).

Additionally, we observe that in all the cases considered here, we find that the average
K-local entropy studied in [21] and the average G-local entropy derived here satisfy:

〈SKA〉 − 〈SGA〉=
1
2 log N +O(1) . (239)

The difference can be attributed to the entanglement in the magnetic degrees of freedom
probed by K-local observables, as discussed in (231).

7 Discussion

This paper introduces a mathematical framework for symmetry-resolved entanglement with a
non-Abelian symmetry group G. The framework relies on the notion of subsystem defined op-
erationally in terms of a subalgebra of observables (Sec. 2). In the presence of a non-Abelian
symmetry, symmetry-resolved observables that are G-invariant determine symmetry-resolved
states that can be prepared and measured by these observables, together with a decomposition
of the Hilbert space that generalizes the familiar notions of direct sum over Abelian charges
and of tensor product over independent subsystems (Sec. 3). The framework is general and
does not require a built-in notion of locality or the choice of a Hamiltonian. Once we introduce
a notion of locality, a distinction between K-local and G-local observables arises: kinematical
observables in a many-body system are naturally local but, in general, are not invariant un-
der transformations of the group G. On the other hand, invariant observables are generally
non-local. G-local observables are both local and G-invariant. In various physical settings,
they are the only accessible observables defining a symmetry-resolved subsystem. Symmetry-
resolved entanglement entropy is defined here as the entropy SGA of symmetry-resolved states
restricted to a symmetry-resolved subsystem (Sec. 4). To illustrate this general framework, we
considered the example of a system invariant under the group G = SU(2), computed the exact
average entanglement entropy and its variance for random symmetry-resolved states (Sec. 5)
and studied its Page curve in the thermodynamic limit (Sec. 6).

In the case of an Abelian symmetry, such as the group G = U(1), the construction pre-
sented here reduces to known results [4–8] because the relation (110) significantly simplifies
the symmetry-resolved decomposition. In particular, in the analysis of symmetry-resolved en-
tanglement [13–15], the block-diagonal form of the reduced density matrix with U(1) sym-
metry plays a key role. In fact, the notion of entanglement asymmetry associated with a
projected density matrix has been proposed as a measure of symmetry breaking [64]. In the
non-Abelian case, the block-diagonal form (77) arises once one identifies the generalization
(74) of symmetry-resolved subsystems. The relevant expressions for the SU(2) case are (175)
and (166), which are non-trivial for excited states with j ̸= 0. It would be interesting to use this
formulation to extend the analysis of entanglement asymmetry as a probe of SU(2) symmetry
breaking [64].

The Page curve was first introduced in [1] as a measure of the typical entanglement en-
tropy of a random pure state without any constraints. The distribution of the typical entropy
in the presence of an additive constraint (corresponding to an Abelian symmetry) was intro-
duced in [2], where an exact formula for the average and the variance is given. In this paper,
we derived exact formulas for the average and variance of the distribution of the entangle-
ment entropy of random pure states with non-Abelian symmetry group G, (43)–(44)–(78).
When the results of [2] for an Abelian symmetry are applied to the thermodynamic limit of
a many-body system, the average over the distribution reproduces a volume law V ∼ N for
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Figure 5: Quantum polyhedra provide a concrete example of SU(2) symmetry-
resolved states that can be probed only using G-local observables that measure their
intrinsic geometry. Each spin corresponds to a quantum plane of fixed area, and the
SU(2) invariance in the coupling of angular momenta corresponds to the closure of
the faces of the polyhedron [106,107].

the entanglement entropy [4–8]. Moreover, a
p

V correction arises at half-system size because
of the Abelian constraint. This correction was first identified analytically and observed nu-
merically in [5], then explained in terms of energy conservation in [109] and derived from
number conservation in [4]. A global non-Abelian symmetry, such as SU(2), also results in
a leading-order volume-law entanglement entropy, together with a square-root-volume cor-
rection at half-system size, as first found in [21] and derived in Sec. 6 from the asymptotics
of the exact formulas for the typical entropy (See (235) for a comparison). The coefficient
(205) of the volume-law scaling depends on the spin density j/V , which can be generalized to
the densities qk/V for the non-Abelian charges, i.e., the rank(G) Casimir operators of a gen-
eral compact semisimple Lie group G. Moreover, at order O(1) in the thermodynamic limit, an
asymmetry under subsystem exchange arises, f ←↛ (1− f ), where f = VA/V is the subsystem-
volume fraction. This is a new feature of non-Abelian symmetry-resolved entanglement that
we discuss in Sec. 4.2 for a general group G, and illustrate in (196) for a small system and in
(237) for a many-body system in the thermodynamic limit. While for a global symmetry, this
phenomenon is subleading in the thermodynamic limit, it would be interesting to investigate
its consequences in the case of a local symmetry and its impact on the estimate of the Page
time in black hole evaporation [24–26,110–112].

The results of this paper are general and do not depend on the choice of a specific Hamilto-
nian. They depend only on the structure of the Hilbert space and on the representation of the
symmetry group G. This group can be understood as a symmetry of the dynamics, such as the
Hamiltonian (2) discussed in the introduction as a motivation. Entanglement in eigenstates
of a specific quantum-chaotic Hamiltonian with Abelian symmetry group G = U(1) is studied
in [9,10] for the spin-1/2 X X Z chain and in [11,12] for the X X Z model and the mixed-field
Ising model with a constrained energy window. Remarkably, they show that the distribution of
the entanglement entropy of mid-spectrum energy eigenstates, computed numerically, agrees
with the analytical distribution found in [2]. We conjecture that the distribution P(SGA) with
average and variance (43)–(44)–(78) found in this paper (See Fig. 3(a)) matches the distribu-
tion of the entanglement entropy of energy eigenstates of quantum-chaotic Hamiltonians with
non-Abelian symmetry group G, restricted to G-local subsystems. It would be interesting to
test this conjecture numerically, extending the state-of-the-art exact diagonalization of [9–12]
to quantum-chaotic Hamiltonians with a non-Abelian symmetry, such as the random Heisen-
berg model (2) and the Heisenberg model on a lattice with local interactions [18], as done
in [20, 21] for SU(2). This conjecture is of direct relevance to recent developments in non-
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Abelian eigenstate thermalization [19–21], thermodynamics with noncommuting conserved
charges [27, 89–91], and quantum many-body scars [95, 96]. It would also be interesting
to extend our framework to the analysis of quantum systems near criticality, random systems
where the entanglement entropy behaves effectively as in critical systems [113], the case of
WZW models and SU(2)k symmetry [14, 85–87] and to the case of Virasoro symmetry in a
conformal field theory [88], going beyond the special case of the vacuum state.

Another new phenomenon that arises in the non-Abelian case is the distinction (88) be-
tween K-local and G-local subsystems. The notion of G-local observables plays an effective
role in systems with a gapped Hamiltonian and selection rules that restrict the accessible ob-
servables to multiplets in the energy spectrum (See Fig. 1). G-local observables also play a
fundamental role in systems with an intrinsic symmetry that constrains the accessible observ-
ables [47–52], as it is the case for quantum reference frames where one adopts an intrinsic
perspective [114–119]. Another example where G-local observables play a central role is the
case of the quantum geometry of a polyhedron [106, 107]. The G-local observables S⃗a · S⃗b
described in Fig. 1 measure the angle between the faces of the quantum polyhedron, shown
in Fig. 5 for different sectors of spin j.

It would be interesting to derive also the exact formulas for the average and the variance
of the probability distribution P(SKA) for K-local observables (See Fig. 3). In [21], the asymp-
totics of the average was computed for a spin system using a combination of analytical and
numerical techniques, and in (239) we observed that the averages of SKA and SGA differ at
order log-volume in the thermodynamic limit.

The framework introduced in this paper applies both to groups G that act globally on the
system—a rigid symmetry—and to groups G×N that act locally at the N nodes of a lattice, i.e., a
lattice gauge symmetry [41–43]. In this case, we expect that the new features of non-Abelian
symmetry-resolved entanglement play a central role, and it would be interesting to explore
their effect on the Page curve in lattice gauge theory [120] and spin-network states in loop
quantum gravity [44–46,121–123].

In this paper, we assumed a finite-dimensional Hilbert space, but the results presented ap-
ply directly to each symmetry-resolved sector that is a finite-dimensional subspace of a Hilbert
space that can be infinite-dimensional. It would be interesting to extend the analysis pre-
sented here to quantum field theory [35–39] where, in a finite volume and at fixed energy,
the microcanonical sectors of the Hilbert space have finite dimension and the Page curve has
been argued to reproduce black-body thermodynamics [2]. Finally, the Page curve was ini-
tially introduced as a tool to identify the non-perturbative time scales of black hole evapora-
tion [25,26]. It would be interesting to apply the methods introduced in this paper to compute
the Page curve for the entanglement entropy of the subalgebra of gravitational news [124],
symmetry-resolved with respect to the asymptotic symmetries of a black hole at fixed mass
and spin.
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A Dimension of SU(2) intertwiner spaces

In this section we give a derivation of the dimension of the Hilbert spaces H(ℓ)GA, H( j,ℓ)GB , and H( j)G
based on the calculation of the dimension of the SU(2) invariant spaces

ν( j1, . . . , jL) = dimInvG(H( j1) ⊗ · · · ⊗H( jL)) . (A.1)

These invariant spaces, also known as intertwiners, are well studied in loop quantum gravity
[44, 45], where they are the fundamental building blocks for describing quantum geometries
[106, 107]. Using techniques typical of intertwiner calculations [23], we write the projector
to intertwiner space,

P : H( j1) ⊗ · · · ⊗H( jL) −→ InvG(H( j1) ⊗ · · · ⊗H( jL)) , (A.2)

via group averaging

P =

∫

SU(2)
D( j1)(g)⊗ · · · ⊗ D( jL)(g) dg , (A.3)

where D( j)(g)mm′ are Wigner matrices for the representation with spin j and dg is the Haar
measure for the group SU(2). The dimension of the SU(2)–invariant space can then be com-
puted as the trace of the identity in this space or, equivalently, the trace of the projector TrP,
i.e., ν is given by the integral

ν( j1, . . . , jL) =

∫

SU(2)
χ( j1)(g) · · ·χ( jL)(g) dg , (A.4)

where χ( j)(g) = TrD( j)(g) is the character of the representation with spin j. We compute
the integral using the class-angle parametrization g = h eiθσz h−1 of a group element, which
results in the character χ( j)(g) = sin(2 j+1)θ

sinθ expressed as a function of the class angle θ . The

Haar measure for class functions ψ(g) = f (θ ) reduces to
∫

dg = 2
π

∫ 2π
0 (sinθ )

2 dθ .
This paper uses the dimension νwith N spin-1/2 and one spin- j. After a few manipulations

with elementary trigonometric identities, we find

ν(1
2 , . . . , 1

2 , j) =
2N

π

∫ 2π

0

(sinθ ) (cosθ )N (sin (2 j + 1)θ ) dθ . (A.5)

Using the residue theorem, we evaluate the integral (A.5) as a contour integral on the unit
circle of the complex plane. The only contribution to the integral comes from the pole in the
origin

ν(1
2 , . . . , 1

2 , j) = −1
2Resz=0

�

1
z

�1
z − z
� � 1

z2 j+1 − z2 j+1
� �1

z + z
�N�

. (A.6)

We expand the binomial
�1

z + z
�N
=
∑N

k=0

�N
k

�

z2k−N and read the residue from the coefficient
of 1

z . If N + 2 j is odd, the integral vanishes. If N + 2 j is even, we find

ν(1
2 , . . . , 1

2 , j) =
2 j + 1

N
2 + j + 1

�

N
N
2 + j

�

. (A.7)
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This is the expression also found, for instance, in [20,21] and derived via combinatorial meth-
ods.

Using the intertwiner methods discussed above, we can now compute the dimension νwith
N −NA spin-1/2, one spin- j, and one spin-ℓ which appears in the formula for the non-Abelian
symmetry-resolved entanglement entropy. We find

ν(1
2 , . . . , 1

2 , j,ℓ) =
2N−NA+1

π

∫ 2π

0

(cosθ )N−NA
�

sin(2 j + 1)θ
��

sin(2ℓ+ 1)θ
�

dθ (A.8)

=
� N − NA

N−NA
2 + j − ℓ

�

−
N−NA

2 − j − ℓ
N−NA

2 + j + ℓ+ 1

� N − NA
N−NA

2 + j + ℓ

�

. (A.9)

We note that this formula reduces to the expression (A.7) for ℓ= 0 or j = 0.
To summarize, we have

Dj = dimH( j)G = ν(
1
2 , . . . , 1

2 , j) , (A.10)

dℓ = dimH(ℓ)GA = ν(
1
2 , . . . , 1

2 ,ℓ) , (A.11)

b jℓ = dimH( j,ℓ)GB = ν(
1
2 , . . . , 1

2 , j,ℓ) . (A.12)

B Laplace approximation and discontinuities

In this section, we review the asymptotic expansion of integrals using the Laplace method
[125] and extend this method to the presence of discontinuities. We derive an asymptotic
expansion for N ≫ 1 of integrals of the form

I =

∫

K
h(x)eN g(x) dx , (B.1)

where K ⊂ R and h(x) and g(x) are two real-valued functions defined on K such that the
integral is well defined for large enough N . We first assume that the functions h and g are
smooth on K . Then, we present the formula for the case with h continuous but with a discon-
tinuous first derivative at a point. We assume that the function g has a global maximum at x0
in K where the gradient vanishes, g ′(x0) = 0, and the function also vanishes at the maximum
g(x0) = 0. The integral is approximated asymptotically by

I = h(x0)

√

√

−
2π

N g ′′(x0)

�

1+
C1

N
+ o
�

1
N

��

, (B.2)

where

C1 = −
1
2

h′′(x0)
h(x0)g ′′(x0)

+
1
8

g ′′′′(x0)h(x0)
h(x0)g ′′(x0)2

+
1
2

g ′′′(x0)h′(x0)
h(x0)g ′′(x0)2

−
5
24

g ′′′(x0)2h(x0)
h(x0)g ′′(x0)3

. (B.3)

The approximation (B.2) relies on three main observations.

1. Only the immediate neighborhood of x0 contributes to the integral.

2. We expand the function g(x) around x0, and we approximate the exponential part of the
integrand with a narrow Gaussian e−

N
2 g ′′(x0)(x−x0)2 . This confirms the first assumption.

3. We expand the remaining part of the integrand around x0 and extend the integral to the
whole real line.
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The integrals of terms of the expansion with the Gaussian (x0 is a maximum, so g ′′(x0) < 0)
are given by

M (p) =

∫ ∞

−∞
(x − x0)

p eN
g′′(x0)

2 (x−x0)2dx =

(

0 , p odd,
p

2π(p− 1)!!
�

− 1
N g ′′(x0)

�

p+1
2 , p even.

(B.4)

If we are interested in the leading order or (B.2), expanding the integrand up to order O(1)
and combining with M0 is sufficient

h(x0)M
(0) = h(x0)

√

√

−
2π

N g ′′(x0)
. (B.5)

However, to compute the next-to-leading order (B.3), we have to expand the integrand up to
order O(x − x0)6. The relevant terms are

h′′(x0)M
(2) = − 1

N
1
2

h′′(x0)
g ′′(x0)

Ç

− 2π
N g ′′(x0)

,

N
� 1

24 g ′′′′(x0)h(x0) +
1
6 g ′′′(x0)h′(x0)
�

M (4) = 1
N

�

1
8

g ′′′′(x0)
g ′′(x0)2

+ 1
2

g ′′′(x0)h′(x0)
h(x0)g ′′(x0)2

�Ç

− 2π
N g ′′(x0)

,

N2 1
72

g ′′′(x0)
2h(x0)M

(6) = − 1
N

5
24

g ′′′(x0)2

g ′′(x0)3

Ç

− 2π
N g ′′(x0)

.

Collecting them together, we obtain (B.3).
In the derivations in Sec. 6, we need to compute integrals of the form (B.1) with a function

h that is not continuous in x0. For simplicity, we will assume that g(x) is still smooth in x0.
We follow the same strategy, expanding the integrand around x0 and separating the integrals
in x < x0 and x > x0. The split Gaussian integrals are such that
∫ ∞

x0

(x − x0)
p eN

g′′(x0)
2 (x−x0)2dx = (−1)p

∫ x0

−∞
(x − x0)

p eN
g′′(x0)

2 (x−x0)2dx , (B.6)

and

M̃ (p) =

∫ ∞

x0

(x − x0)
p eN

g′′(x0)
2 (x−x0)2dx =







1
2

p
2π( p−1

2 )!
�

− 1
N g ′′(x0)

�

p+1
2 , p odd,

1
2

p
2π(p− 1)!!
�

− 1
N g ′′(x0)

�

p+1
2 , p even.

(B.7)

The leading order of the Laplace approximation is similar to the one found earlier,

�

h(x−0 ) + h(x+0 )
�

M̃ (0) =
h(x−0 ) + h(x+0 )

2

√

√

−
2π

N g ′′(x0)
. (B.8)

Here, we denote with h(x±0 ) the right/left limit of the function h in x0. If h is continuous in
x0, the formula (B.8) reduces to (B.5). The next-to-leading order term is

�

h′(x−0 )− h′(x+0 )
�

M̃ (1) =
h′(x−0 )− h′(x+0 )

2

p
2π

−1
N g ′′(x0)

, (B.9)

which is, in general, non-vanishing if the first derivative of h is discontinuous in x0. The
calculation for the next-to-next-leading order term is similar. To summarize, if the function h
is discontinuous at the maximum x0 of g, the Laplace approximation for the integral (B.1) is

I =
h(x−0 ) + h(x+0 )

2

√

√

−
2π

N g ′′(x0)

�

1+
C̃1/2
p

N
+

C̃1

N
+ o
�

1
N

�

�

, (B.10)
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where

C̃1/2 =
h′(x−0 )− h′(x+0 )

h(x−0 ) + h(x+0 )

√

√

−
2

Nπg ′′(x0)
, (B.11)

and

C̃1 =
h(x−0 )C1(x−0 ) + h(x+0 )C1(x+0 )

h(x−0 ) + h(x+0 )
, (B.12)

where we denote by C1(x±0 ) the expression (B.3) computed (as a limit) in x±0 . Therefore, a
discontinuity results in a O(1/

p
N) correction in the asymptotic expansion.
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