e SciPost Phys. 20, 003 (2026)

Density of states correlations in Lévy Rosenzweig-Porter model
via supersymmetry approach

Elizaveta Safonoval-2, Aleksey Lunkin! and Mikhail Feigel’man!-3

1 Nanocenter CENN, Ljubljana, Slovenia
2 Department of Physics, University of Ljubljana, Slovenia
3 Jozef Stefan Institute, Ljubljana, Slovenia

Abstract

We studied global density-of-states correlation function R(w) for Lévy-Rosenzweig-Porter
random matrix ensemble [1] in the non-ergodic extended phase. Using an extension of
Efetov’s supersymmetry approach [2] we calculated R(w) exactly in all relevant ranges
of w. At relatively low w < I' (with T > A being the effective miniband width) we
found GUE-type oscillations with period of level spacing A, decaying exponentially at the
Thouless energy scale Ery, = 4/ AI'/27. At high energies w > Egj, our results coincide
with those obtained in Ref. [3] via cavity equation approach. Inverse of the effective
miniband width, 1/T, is shown to be given by the average of the local decay times over
Lévy distribution.
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1 Introduction

There are numerous indications of the apparent absence of thermalization and the breakdown
of ergodicity in large interacting quantum systems [4—6] with sufficiently high degree of disor-
der. However, almost no exact theoretical results are available, making reliable interpretation
of real and numerical experiments rather complicated. While the original theoretical approach
to this problem [7,8] was focused on low-temperature transport properties, later development
in this field (now called the Many Body Localization (MBL) problem) was shifted mainly to
the infinite-temperature limit, for the sake of simplification; also, some types of experiments
(NMR, cold atoms) may indeed be realized at effective temperatures much higher than typical
energies involved in the Hamiltonian. Still, the issue of existence of non-ergodic and/or MBL
state in a real physical system with short-range interaction is highly debatable [9, 10].

One of the major obstacles for the theory of MBL phenomena is the presence of well-
developed spatial correlations. Indeed, while dimension of the Hilbert space of a random
system containing n spins-% is 2", the number of parameters entering its Hamiltonian is just
~ n? at most. Proper account of these correlations is not developed yet, and theoretical results
are limited to some artificial models where these correlations are absent. In particular, it was
shown in Ref. [11] that the structureless Quantum Random Energy Model possesses three dif-
ferent phases, depending on macroscopic energy and degree of disorder: ergodic, fully local-
ized (MBL) and intermediate non-ergodic extended (NEE) state. Theoretical demonstrations
of these features were obtained by means of approximate mapping of the QREM Hamiltonian
to the Rosenzweig-Porter matrix model shown previously [12] to have all three such phases.
It was understood later on [1, 13] that Gaussian RP model [12] is oversimplified to describe
more realistic problems; one possible way to generalize this model is to account for the pos-
sibility of fat-tailed distribution of non-diagonal matrix elements. An independent reason to
be interested in this kind of models is due to (numerical) observations of a power-law distri-
bution of matrix elements connecting different bit-strings in systems of interacting quantum
spins [14-16].

Invariant Lévy matrix ensemble was introduced originally in Ref. [17] and its Rosenzweig-
Porter version was studied in Ref. [1,3]. In particular, Ref. [1] demonstrated the presence of
NEE state in the whole range of parameters u,y characterizing the model, while in Ref. [3]
full description of local density-of-states correlations at large energy difference (effectively,
setting level spacing to zero) was obtained by means of statistical analysis of cavity equations.
However, to study level correlations at low energy difference w < A ~ 1/N, a more elaborate
technique is needed. Indeed, cavity equation approach is valid in the N — oo limit, equivalent
to A — 0.
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Figure 1: Different regimes depending on the width of miniband [}, in compari-
son with level spacing; boundaries between them are in agreement with results of
Ref. [1]. Tj, depends on the system size N and the parameters y,u as ~ N = and
determines behavior of the system (See (22) and comment under it). For y < 1 the
system is ergodic; if u < 1, then there is also mobility edge (transition to localized
states at energies closer to the band edge). We are interested in the range of y > 1
where eigenstates are either localized (y > u — 1) or extended but non-ergodic at
y < u— 1. In this latter phase [}, is much larger than level spacing but much smaller
than with whole bandwidth W.

Well-developed methods to treat this type of problem in usual random-matrix ensembles
are based on the supersymmetry method due to Efetov [18]. Application of this method to
Gaussian RP model was recently provided in Ref. [19]. However, standard SUSY method
based upon Hubbard-Stratonovich transformation of the functional integral is not appropri-
ate for matrix models with a heavy-tailed distributions, especially when second moment of
the distribution diverges, as in the Lévy case. More general approach to the construction of
supersymmetric field theory for disordered quantum systems was proposed in Ref. [2], where
functional generalization of the Hubbard-Stratonovich transformation was introduced. In the
previous paper [20] we employed this approach to study the average density of states of Lévy-
Rosenzweig-Porter ensemble. Below we extend this approach for the calculation of the global
density-of-states correlation function R(w) = {(p(E + w/2)p(E—w/2))/{p(E))? at arbitrary w
in the NEE state. We demonstrate the presence of three energy scales in the problem: mean
level spacing A, typical miniband width I' > A and intermediate scale E;;, = 4/TA/27 which
plays the role of a Thouless energy in our problem, similar to the result of Ref. [ 19] for Gaussian
RP model, see also [21]. Previous results [3] are confirmed for w > E;, by our supersym-
metry method, while at low w < Ey, the function R(w) demonstrates oscillations typical for
Wigner-Dyson random matrix ensembles.

Before going into the calculations, we briefly review the main features of the phase diagram
for Lévy-RP matrices, based mostly on Ref. [1]. The part of the phase diagram we’re interested
in covers the range 1 < u < 2, and it’s shown in Fig.(1). The different phases are defined
based on the behavior of the eigenvectors ¥, (i). These can be ergodic, where the inverse
participation ratio (IPR, I(N) = Z]: |¥,|*) scales like I(N) ~ N~!, localized with I(N) ~
constant, or non-ergodic but extended — with I(N) ~ N™° for some 0 < D < 1. There
are two ergodic (E) phases. One appears for 1 < u < 2, where all eigenvectors are ergodic
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for any energy E,. The other is for 0 < u < 1, where a mobility edge E, separates ergodic
and localized states: eigenvectors are ergodic when |E,| < E, and localized when |E, | > E.
All three phases—ergodic, localized, and non-ergodic extended—meet at the tricritical point
uw=ry=1

In this paper we are concerned with the correlation function defined by Eq.(7) at 1 < u < 2.
We show that Lévy-RP model indeed experiences phase transitions at the boundaries vy = u
and y = 1 and we provide the explicit analytical calculation.

The rest of the paper is organized as follows. Sec.2 introduces definitions of the random
matrix ensemble we are going to study and representation of the correlation function R(w) in
terms of functional integral over superfields. Sec. 3 describes functional Hubbard-Stratonovich
transformation and provides saddle-point analysis of the relevant functional integral. Sec. 4
is devoted to calculation of the correlation function R(w) in two overlapping limiting cases:
high frequencies w > E;, and low frequencies «w < I'. Since Ep;, < T, we thus obtain the
full behavior of R(w) in the whole range of frequencies. Sec. 5 contains our conclusions.
Supplemental material (Secs. A-F) contains technical details of our calculations.

2 Definitions

2.1 The matrix ensemble

Our research object is an ensemble of N x N complex Hermitian matrix H which can be rep-
resented as the sum of two matrices:

I:I:I:ID+I:IL, (1)

where Hj, is a diagonal random matrix with real independent and identically distributed (i.i.d.)
entries and H; is a full matrix where all elements are i.i.d. The distributions of H; and Hj, are
generally different. We consider the case of the Lévy-Rosenzweig-Porter (Lévy-RP) matrices [1]
where the entries of Hp, are random, broadly distributed with the typical distribution width W
so that W is the largest energy scale. Level spacing A ~ W /N is the smallest energy scale. H;
entries are complex and defined as follows:

[Hlnn = hmn €xp (i0nn) hym =0, —n<0, <. 2

The phase 6, is distributed uniformly with Py (8) = w and the amplitudes h,,, have a

distribution according to the power-law. For convenience, we chose the particular one-sided
Lévy distribution

2y 2r
) (2 y_ N* N# .y
PL (hmn) - o2 Lu/Z( o2 hmn) P (3)

where o is an energy unit and L, ,(x) is one-sided Lévy stable distribution [22,23] which is
defined by the Laplace characteristic function:

o0
Iiu/z(r) = f L,o(x)e ™ dx = e , l<u<2. CY)
0

We chose that particular function because it supports only positive values and has a convenient
representation in terms of its Laplace transform. Using Egs.(4),(3) the Laplace characteristic
function of rescaled P; distribution:

oo
2\ —rh? 4127 — ot l<pu<2,
fo P (h?)e™ d[h]—exp( T ) 0. (5)

4
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In fact, any distribution with the same power-law tail will lead to similar results, as explained
in the end of the paper. Function (3) has the following power-law asymptotics

uo*dh
r(1—4)Nrhtte’

P, (h?)dh* ~ l<p<2. (6)
For u > 2 this distribution has a finite variance and the model becomes equivalent to the
usual Gaussian Rosenzweig-Porter model. To compare intermediate results with the previous
papers [19], [24], one can put o = 1, while notations of Ref. [3] are recovered by the choice

ok

yzland m:hg

Note that while the variance W2 of Hj, is independent of the matrix size N, the typical
value of H; scales with N as cN~"/#, and its variance diverges at u < 2 due to the tail in
Lg(xz) ~ x~(*1)_ There is a special value u = 2 where the distribution L,,/o(x) reduces to
the delta function &6(x —1).

2.2 Global DoS correlation function and supersymmetric method

Our goal is to calculate correlation function of global density of states which is defined as

(p(E+%)p(E-%))
(p (E))?

where p(E) = —%TrSGR(E ) is density of states (DoS) and Gg(E) is retarded Green function
of the Hamiltonian (1) at energy E. It is convenient to choose the scaling so that DoS becomes
a function of the order of unity:

R(E,w)= , 7

1
KZNp(E), dep(E)ZI, (8)

where A is mean level spacing. To continue the calculation one should switch to the Green
function representation, so that the correlation function is

1 A2 R WY .. w
R(E,w) == + —R <TG(E+—)TG(E——)>. 9
(w)zznze 1Gp 5 ) 1Ga > )

Two-point correlation function can be expressed through differentiation the partition func-
tion Z(E, w,Jy,Jg) over background fields Jg,J,. The partition function Z(E, w,Jy,Jg) is
given [18, 25] by the integral over supervectors v; (for the derivation, see Supplement,
Sec.A.1).

2 327(E,w,J
RE o) Ly A 2B (10)
2 8m2 0JrdJx |5 ,=0
Z(E,w,J)=<f[dqp]exp(ing;lL([EJrEL—JK]énm—Hnm)wm» , (11)
n,m b4

where Q = w +i0 (here and below infinitesimal imaginary part is introduces to guarantee
convergence of the integrals). Expression (11) uses superalgebra formalism which includes
commuting and anticommuting variables:

Sil
¢f=($§): Bl wl=(wh wi)=(Sh 7 Sk rm). ()
Xi2
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are 4-dimensional supervectors with ordinary (complex, commuting) (S;1,S;5) and Grassma-
nian (anticommuting) (y;q, ¥;2) components,

o 1 .
K:( _1) =diag(1 -1 1 —-1), (13)
BF
A 1 .
L:( _1) =diag(1 1 -1 —-1), (14)
RA
. Jr .
J = =diag( Jg Jr Ja Ja ), (15)
Ia )

and [dy] = [dl/)RdllJ;] [dedll);]'

3 Functional integral and saddle point equations

The goal of this section is to derive a proper field theory (o-model) which describes energy
level correlations in the system at sufficiently low energies ~ A. Starting from Eq.(11) one
needs to perform quite a number of mathematical calculations, which are described in detail
in Section B of the Supplement. To put it briefly, the first step is to average over realiza-
tions of Lévy distributed matrix elements. Next step in a usual supersymmetric approach is
to use Hubbard-Stratonovich transformation, which however cannot be used in our case of
the power-law tailed distributions, since its second moment |H;;|? diverges (while it must be
the crucial parameter within the standard scheme [18, 25,26]). Instead, we use functional
analogue of the Hubbard-Stratonovich transformation, which was proposed and described in
detail in [ [2], see also [20]]. Following this approach (see also Sec. B2), the partition func-
tion (11) can be transformed into the following functional integral over functions g(v),y")
dependent on supervectors 1 and v

Z(E,w,J)= f Dgexp(S[g(v,¥")]), (16)

where the functional action S [ g (1,[), 1[)*)] is given by

Slg(y,v")] =Nln<J [dy]exp (m/ﬁ (Et + % —JK1L —ci)w —g(zp,q/ﬁ))>
Coan
o5 [ nalaw e (T (1 iw)e ().

where 7 (x) = ;T(M%N;Y) [xi'x]“/z and { corresponds to diagonal elements. Variable { stays for

elements of the diagonal matrix Hj and its distribution is smooth at the scale of bandwidth
wW.

Due to the large prefactor N in the action, one can perform the functional integration over
g(1,4™) by the steepest descent method which leads to the self-consistency equation, whose
explicit form depends on the energy argument w:

. A i a e s , Q A
6o (0414 = J a1z (s L) (19 (BL =+ § g0 (0w 11)) )
¢
(18)
As follows from the form of Eq.(18), its solution depends on two invariant objects: 1’74y’ and

2)’TL)’. Details of the solution of Eq.(18) are provided in Sec.C of the Supplement.

6
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This self-consistency equation is, in fact, the equation for the cumulant-generating function
of the joint distribution of the real and imaginary parts of the self-energy [27]. It is equivalent
to the equation obtained by the cavity method in the limit N — oo [3]. Nevertheless, for
the subsequent analysis it is instructive to derive and solve this equation explicitly within our
present method.

The key physical observation which helps to solve Eq.(18) goes as follows: e 8o (¥Y¥TLY)
is the characteristic function of a complex self-energy function ¥ of the operator (E —H) L.
Reduced functions of only single arguments, ¢80 (0¥'1¥) and e‘gw(ww’o), represent charac-
teristic functions of real and imaginary part of the same self-energy, respectively. Now, the
key point is that the full function g, (1/)"'1,[1, w'i‘f,i/)) can be represented as a simple sum of two
independent functions:

8o (W1, L) ~ g, (0,9 7L) + g, (¥T4,0). (19

It means that real and imaginary parts of the self-energy ¥ are independently distributed.
Physical reason for such an independence is that % 3(E) acquires relevant contributions from
a broad range of energies E ~ W, while 33(E) is determined by the close vicinity of E only.
This phenomenon was studied in detail in Ref. [3]. The distribution of &3 was evaluated in
our previous paper [20] where the average density of states was calculated. It leads to a slight
renormalization of spectrum ~ - and can be omitted in the present problem. The reason can
be seen in Eq.(18): integration over d{ over the broad range ~ W makes very small relevant
values of L) < % As a result, it is sufficient to work with g, (wJ"w, O).

At sufficiently large « saddle-point solution of the type of (19) is sufficient for the purpose
of our calculations (precise criterion on the range of w will be present below). The corre-
sponding solution is described in Sec. C of the Supplement, the result reads a follows:

gs.p.(w,w)\ g (i, 0) = [Tyt 20)
Yiiyp=0

where function I, is determined by the transcendental equation

T 1% [e%e] 1—&
I =r('j‘1—F (2(2)2)f0 eru/z(r)[r—irﬁ] . (21)
—= w
u

and its zero-frequency limit [}, is expressed via energy parameters o and A as follows:

o] var(t3)r(2-3)

2] Tav T e@

(22)

with T'(x) in the R.H.S. being Euler Gamma-functions.
To meet the requirements of intermediate non-ergodic state one needs to apply the con-
straint AL [ K WinN — c>o limit (otherw1se saddle point approximation is not valid). This

will lead to inequalities: N o < CAFSYE = . However, numerical prefactor in (22) strongly
diverges at u — 1 so one should be careful w1th the choice of specific parameters while doing
numerical study:.

Few remarks are in order now. First, we note that the form of the saddle-point solution (20)
demonstrates a heavy-tail nature of distributions of 3% and 3G. Second, we emphasize the
appearance of a new energy scale I}, determined by Eq.(22), see also Ref. [1]. In the Gaussian
case u = 2 it gives just the value of the miniband width [19], while for generic 1 < u < 2
miniband structure is more complicated, it is characterized by a distribution of widths which
is characterized by the parameter given by Eq.(22); the same equation for I, was obtained
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in Ref. [3]. Third, at nonzero w the function T, is complex, with 3T,, < 0; this feature is
related to the analytic properties of the DoS correlation function and it will be important later
in Sec. 4.

At high frequencies w > [}, the function T, can be obtained from Eq.(21) and behaves as

) gy e

u w3

Since Lévy distribution degenerates into a delta function at u = 2, T,, becomes real constant
T, = I, regardless of w. On the other hand, at w = 0 saddle-point solution (20) is not unique:
it belongs to the whole manifold of solutions those actions coincide. As a result, to obtain
physical quantities at low w one should integrate over the whole saddle-point manifold, as it
was done in Ref. [19] for Gaussian RP model. General solution that belongs to the saddle-point
manifold can be written in the form

go (W' T Ty, ¢ L) = gr (b, Lep), 29)

where T is the 4-dimensional supermatrix that rotates supervectors 1 and 1*. It obeys the
symmetry property T7LT = L.

In the next Section we will show that unique high-w solution (20) is applicable at
w > Epp ~ 4/ Al while integration over saddle-point manifold (24) can be employed at
w K T},. Since we always have A < T, the combination of both approaches cover the whole
range of frequencies we are interested in.

w
Io

Tyooo

Io

4 Level correlation function: Results and asymptotics

In this section we calculate the DoS correlation function and discuss its properties. The main
expression for the correlation function follows from (10) and (16):

1 A2 0°s[g]  9S[glaslel] s
R(E,w)==+—Re | D + le]
(. 0)= 7+ gmahe f [g][aJAaJR o7, o7, |°

(25)

JrJa=0

where the action S[g] is defined in Eq.(17). The expression above is still too complicated to
evaluate it exactly for an arbitrary w, so we proceed by analyzing two complementary limits.
First we consider high-frequency regime, where functional integral is dominated by saddle-
point solution (18); then we switch to the low-frequency regime, where integration over the
full saddle-point manifold (24) is required.

In the saddle-point approximation g (1,[)"', 1/)) should be substituted by the solution ((20)).
Quadratic over g, (v,%*) term in the action does not depend on the sources Jy, it is also
invariant under v — T4 transformations. Supersymmetry of this term means that it does not
contribute to the action on the saddle-point manifold (see integration theorems in Refs. [26],
[28] or Supplementary material [C]). The only important term left in the action is

o s Q0 aan A
S[gsp.]=N1n <J [dv)]exp (lw' (EL +5 —JKL- CL) ¥ —gsp. (.Y ))> . @6)
¢
where g; ,, is saddle-point solution of (18). Supersymmetric part of this expression should be
equal to unity and the other part is assumed to be small, so that one can expand the logarithm
to get

s[gs_p,]:N<{ | rawrens (1w (5 + § -3kt =i )w—gep (007 | > ey
¢
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Integration over d{ in Eq.(27) goes smoothly over broad range of energies ~ W which
leads effectively to the restriction of 1" L2} being very small (by the same logics as described in

the analysis of the saddle-point solution above). As a result, one can employ g, (w, zp")

YT Lp=0
from the solution (20) to get
PO O AN A
S[gep.]= N<{f [de]exp (iw (EL +5 —JKL - CL)w —gp. (0,07 )} > :
wity=0/) jiz0/
(28)

Further analysis differs for small and large w. First we consider the high-frequency region
within saddle-point approximation; the domain of applicability of these results becomes clear
by comparison with results of exact calculation provided later for the low frequency region.

4.1 High frequencies w > E,, = v/ AT /27

In the considered limit, correlations reflect the properties of the whole miniband, so fine struc-
ture is washed out and only the averaged properties matter. In this limit, the unique saddle-
point solution g, (v, 0) is sufficient. In the high-w limit (parameter I' is defined in Sec.4.2)
one employs g, (QPWJ, O) solution. It is sufficient to calculate saddle-point action as function
of the sources:

af o S ann A +
Slgu]=N <U [dwlexp(iw' (EL + ——JKL—ZL)w —[Fww'w]“/z)} > .29
2 J#0/ ¢
Recalling properties of one-sided Lévy distribution and definition of superdeterminant, we find

Slg.]= Nfooo drLy (r)<{5det—1 (E— {+ (% + il"wr) L —fR') }#0>§ . (30)

At this stage it is useful to define the corresponding Green function

. Q . N\ E={—(§+in,r)L
G=(E—C+(§+1er)L) - (31)

Employing exact relation for superdeterminants, In SdetA = StrlnA one can expand action in
Eq.(30) over sources Jg 4:

A A

Slg,]=N f arty () (s[GIR]), + 3 {su? [6IR]), + 3 {suleikeik]), | @2

Distribution Pp, ({) is a very slow function of {, as compared to {-dependence of the Green
function G defined in (31), so it is possible to use approximation Py, ({) ~ Pp(E) ~ WL,
Performing integration near the pole (with the use of the fact that 3T,, < 0) and also the
relation P, (E)N = A™!, we arrive at

LT Lg (r)
S[gw]:—lz Z(JR—JA)—SJRJA drm . (33)
Substitution of (33) into (25) gives final result in the form
oo Lu(r)-2rRel,
R(co)=1+—J dr 2 3 5 - (34)
T Jo [w—2rIml,,]“ + [2rRel,,]

9


https://scipost.org
https://scipost.org/SciPostPhys.20.1.003

e SciPost Phys. 20, 003 (2026)

T L L L T T T T T T T Ty
107! 10° 10! 10?

Figure 2: Correlation function R(w) — 1 in a log-log scale, obtained from
Eq.(34) with T, found by means of numerical solution of Eq.(21). We choose
y = 1.1, o/W = 0.02, N = 107. Dashed lines correspond to the asymptotic
solution provided in Eq.(35).

In the limit u — 2 the above result coincides with the one obtained in Ref. [19] for Gaussian
RP model at high w. For general u, similar result was obtained in Ref. [3] where local DoS
correlation function C(w) was obtained by means of cavity equation; the relation between
these results is as follows: R(w)—1 = 2*/2A-C(w). The difference in numerical coefficients is
due to slightly different models: while we consider Hermitian matrix ensemble with complex
off-diagonal elements, the function C(w) is calculated in [3] for real matrix ensemble. At
high frequencies, the main asymptotics is given by the power-law

s 2Py

w

Rlw)=1+ — (35)

7T _2
0 r (2 u)
We present details of this calculation in Appendix D.

4.2 Domain w <L I

Now we can use expansion over parameter r—“; < 1. We will keep nonzero w in the action

(28) only and replace g ,, (1/), 1,[1*) used in the previous Sec.4.1 by saddle-point mani-

Pilyp=0
fold gt (1/)*1/), 0) parametrized by the rotation matrix T. One should remember the definition
w+10 = Q, so that if w =0, then Q = i0 to maintain the convergence of integrals.

At small energy differences, the system resolves correlations within a single miniband. In
this case, one must integrate over the full saddle-point manifold, which restores the charac-
teristic Wigner-Dyson type oscillations at scales of the mean level spacing A.

After inverse field transformation 1) — T4} the action acquires the form

1 (9N A A AAAALA
S[gT]:—Jerg (T‘)<{Sdet_1 (E+(—TT] +iF0r)L—TJKLTTL—C)} > , (36)
A 2 2 J,T#0 4

and integration over functions D[g] in (25) is replaced by the integration over 1" matrices.
Matrix T is closely connected with Efetov matrix Q as T7T = LQ (see Supplement E). Further

10
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procedure is similar to the one used in the previous subsection. First of all one performs an ex-
pansion over r% and J. Then, using the same tricks as in (32)-(33) one obtains an intermediate

result in terms of Q matrices (remember that Str[ai + bﬁ] = 0 for any numbers a, b).
A A in Qar  san
So(T,0) = —str| =1 —JKk
o(T.7)==% ( 5 12 Q)
T o an AA A cansa %0 asa
NI R (J2—QJK)—Str| JRQFKQ— QJKQLG + <Ll (37)
S s o snn Qs
+ Str?[JK | —Str (JKQ— — Q)}

Finally, the key parameter I' is determined as follows:

e U erM/z(r)]_l __ M 39)
2t | Ti)
Using the relation J = JRﬂ + JA , we calculate the derivatives and obtain the following
terms in the action (25):
B 0 AsA 200 A
Sler] o™ ESt 1(£Q) - g5 (Str(£QLQ) + 56 (£Q)) , (39)
2
aa}i—[agf] T [sur(0-0,) +str(0)sr(0,) + 4], (40)
8S[gT]aS[gT]__|:£ A 7s) noaAY A 5 A ]
20, 25, ~ la s ([U,])+ AT — (2—str(0,LQ)—st (U, )str(EQ))| (4D

[—St (0_ )+—(z Str(U_LQ)—str (U )Stf(m))]:

where UJr = L+1KQ and U_ leé

The relation (38) above means that the quantity which should be averaged over Lévy
distribution is the inverse miniband width 1/r, which is equivalent to the decay time from
the miniband. Evaluation of integrals like the one present in Eq.(38) is discussed in detail in
Ref. [3]. The quantity T is similar to the one defined in [19] for the Gaussian RP model and
coincides with it at y = 2.

Now we should integrate all manifold of Q in (40)-(39). Unitary matrix Qis parameterized
in a standard way using Efetov parametrization (see Supplement E). Two different energy
scales appear in (39). First term contains mean level spacing A and leads to the oscillations

at w ~ A, while the second one defines Thouless energy E,;, = \/ 5> as an energy where
typical GUE oscillations become exponentially suppressed. Combining all terms, we find the
final integral expression for the correlation function at w < T':

A o ! 2iQ2 A Ay
R(E,w)=1+-— +R dag | dap|(1+ A =
(E, w) torT ef BJ F[ + B) +7TFAB—7LF]

(42)
nQ?

1%129)
xexp(T(kB Ap)— A13(7LB AF))-

Double integral in Eq.(42) can be further simplified using large parameter w/A > 1 and we

find (see Supplement, Sec.F for details):
A A? 2mw 2mw?
REw~l+———(1— — . 43
(B, ) aT 2m2w? ( COS( A )eXp( AT )) (43)

11


https://scipost.org
https://scipost.org/SciPostPhys.20.1.003

e SciPost Phys. 20, 003 (2026)

w=FEy w=1T
1.0004 :
1.0002 1
1.0000 1
1 i 1
] i !
—_ 0.9998 - ; 5
Gl 1 ! !
% 0.9996 - i |
0.9994 | GUE
: E Eut)h >> 1
0.9992 i — sl
T i upper limit: 1+ T%
0.9990 T T LB |i T T T L |I T T T T i| T |I T T T
10! 100 10" 102
W
Eyp,

Figure 3: Level correlation function R(w) obtained by means of approximations (34)
and (43). Both approximations lead to nearly coinciding results at w ~ E,;. Here
u =15 +A/T, ~0.035, o~ 0.023W, y =11, N = 10° (see Eq.(22)).
Solutions (34) and (43) have an upper limit equal to 1 + %. Contrary to the case
of correlation function in the GUE ensemble, which never exceeds 1 (levels only
repel each other), the Lévy-RP model demonstrate weak long-range level attraction
at w > Eg,.

The above result coincides with the one obtained for the Gaussian-RP model [19] up to renor-
malization of the miniband width T'. At low frequencies w < E,;, we get from Eq.(42) an
expression

. 2 ﬂ
R(E,w)=1—w+%sin2(@), (44)
() A

which coincides with GUE limit when I’/ A — oo. The whole behavior of R(w) at all frequen-
cies is shown in Fig.(3).

5 Discussion and conclusions

We calculated the energy level correlation function R(w) for the Lévy Rosenzweig-Porter en-
semble by means of supersymmetry method. Our major new result is provided by Egs.(43,
38) refers to low-frequency range w < Ep,. Functional form of Eq.(43) reproduces the one
known for Gaussian RP model [19], while inverse of effective miniband width 1/T is given
by the average over Lévy distribution of local decay times, as follows from Eq.(38). In the
high-frequency domain our result is given by Egs.(34,21) and is in agreement with the result
of Ref. [3] for the correlation function of local density of states C(w).

12
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Both Gaussian RP and Lévy-RP matrix ensembles share the same feature: at sufficiently
small energy difference w < Ery, the level correlation function acquires the same form as in
the usual GUE ensemble. In the case of Gaussian RP model it is known since Ref. [19] and it
is interpreted in terms of miniband structure of energy levels. Indeed, the peculiar feature of
non-ergodic phase in this type of model is that it becomes evident when relatively large energy
window is considered, while narrow stripes of energy levels behave like in usual Wigner-Dyson
matrix model. Our results demonstrate, surprisingly, that the same feature is retained even
when one allows for fat-tail distribution of matrix elements. However, for Lévy-RP matrix
ensemble the magnitude of the miniband width ' and of Thouless energy Er;, = / Al'/271
should be calculated in the way different from the Gaussian RP case, see Eq.(38).

The major qualitative difference between Gaussian RP and Lévy-RP ensembles is that the
first one can be described in terms of averaged Green functions G(E) and self-energies %(E),
while in the Lévy-RP case one is forced to consider non-trivial probability distributions for
both Green function and self-energy. Moreover, the miniband width I, known for Gaussian RP
ensemble becomes a random quantity in the Lévy-RP model, as can be observed with Eq.(38):
effective width of a miniband T' is found to be an inverse of a realization-dependent decay time
1/rT, over Lévy distribution.

Long power-law tail in the distribution of off-diagonal matrix elements makes minibands
of Lévy-RP ensemble different from their Gaussian-RP counterparts which are compact in the
values of bare energies (diagonal matrix elements ;). Since there is a quite considerable
probability to find abnormally large matrix element H,,,,, in the Lévy-RP case, here minibands
are partially overlapping in the energy space. Similar phenomena may be expected in other
heavy-tail versions of the RP model, like the one studied in [29].

On a technical side, our results demonstrate that field-theoretic approach based on su-
persymmetry can be efficiently employed for the analysis of systems described by random
Hamiltonian with heavy-tailed distributions. We expect that such an approach might be useful
for the analysis of spatially extended systems with internal structure, similar to the one studied
in Ref. [27] but with a Lévy distribution of hopping matrix elements.

We note that our results justify previous analyses performed in Refs. [1,29,30]. In these
studies the relation I(N) ~ NF—SV was used; it relates typical scale of the inverse participation ra-
tio with the typical scale of imaginary part of self-energy. We demonstrate by direct calculation
that low-w dynamics of the model indeed is equivalent to that of GUE, which puts the above
assumption on firm ground. Our result Eq.(7) for R(w) correlation function implies GUE-type
behavior of the spectral form factor S(t) related to R(w) by Fourrier transform: S(t) saturates
at the value I(N) for t > t;;, where ty; is the Heisenberg time.

Acknowledgments

The authors are grateful to Yan Fyodorov, Vladimir Kravtsov, Pavel Ostrovsky and Marco Tarzia
for many useful discussions.

A Green functions and supersymmetric field theory

A.1 Supersymmetric field theory

Representation of Green functions in supersymmetric field theory is based on the property of
determinants that
1 1 0 det(A+J)

lndetAz TI'II]A:TI'[A] = Eﬁm .
etiA—J)|s=o0

(A1)
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Whereas the (TrGzTrG,)-type function is represented as follows

Q AT Q AT
Tr[E+——H] Tr[E———H]
< 2 2 A

1 9% [det(E—H+§+Jp)det(E—H—§+J,)
—48JR8JA det(E—H+%—JR)det(E—H—%—JA) a

(A.2)

Jra=0

Using the basic properties of Gaussian integrals(for commutative and anticommutative
variables):

A

IR - A STAG 2w > 1
e—xTAxdfldf =det| — |, e SMg3Ta8 = — , (A.3)
2n det(%)

one arrives at the result (10).
Remark: The sign of anticommutative variables does not matter for the convergence of
the integral; however, it is necessary choose the correct sign for the commuting variables.

B Derivation of (16),(17)

B.1 Averaging over off-diagonal matrix elements

We start by averaging of the partition function (11) over the random entries of H
X Q
N . i[or A
7 (E, w,J) = exp (lzn:mpn [EL +5 —JKL] zpn)
N
X exp 1n<exp (—lzwﬁ ([HL]nm+6nm [HD]nn)me)> .
n,m HL:HD

The typical value of Gaussian elements is ~ W (assumed much larger than Lévy diagonals
typical value) so that it is reasonable to leave only [Hj ],,,, on diagonal. This splits the aver-
aging (...) into two independent parts. The Hermitian property of the matrix H; allows one to
separate the rest of sum into independent symmetrical entries, resulting in

Y Q
Z(E,w,0) = <exp(i2¢;;i [E + STk~ [HD]M]%»
n Hp
N
X exp (ln<exp (—i Z [ [H Ly L + T [HLTE, ﬁwn])> ) .
H,

m<n

(B.1)

(B.2)

Since the symmetrical pairs of the matrix elements are independent, the second line in the
above equation can be rewritten as follows:

N
In <exp (—i Dl H o b+, [HL T, iwn])>
H,

m<n

(B.3)

N
- % > in(exp (=i [ [, Dy Bt + 40, [, T B0 ]) ) -
n#m
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Furthermore, because there are ~ N diagonal entries and ~ N? off-diagonal ones, one can

replace >, by >.. Later on, using the fact that off-diagonal matrix elements [H; ], are
m#m m,n

smaller that diagonal ones by the factor N7, one can use the following approximation

N
20 {exp (=i [} [Hy Jum b + 407, THL T, Db D)),

In [1 + (exp (=i [W] [Hy Jum Ltpm + 300, THL T B0 ]) — 1>ﬁL]
(B.4)
(exp (=i [} (Hy Do L + 00, THL T, B ]) = 1),

2
z|H M= £ V]=

N
o 2T (Wikwm).

n,m

Let us now denote [H; ],.. = he!® and w;ﬁiwm =t, so that

Y[ H g Lpm + 7 [HL T L4p, =h(te’® +¢Te™0 —i0),

where —i0 ensures convergence of the integral B.4. The object Z(t) entering last line of
Eq.(B.4) can be rewritten as

T o
I(t)=2N ﬁ

p2) (eilee sl =i0] _p) (B.5)

Using normalization conditions, 6 and following the calculations in A.1 Appendix of [3] paper
one can proceed to the following form:

T

__20MT(=w) [ dO (.1 0, o W
I(t)——mjﬁ(l[e tt+e :|+O) (B.6)

where constant follows from normalization. To calculate the 0 integral one can use its inde-
pendence on the phase of ¢, t:
u 1 1+u
" de COS(T)B(E’T)

T

do ;.r o _io .

— t+ +0) = [t|* —(0+2 O =2t . (B.7
J;nzn(l[e e ] ) ] 275( icosB) |2t] - (B.7)

—T

Using the expression, one obtains the following result of the averaging over Lévy distribution:
ot e |-

I(t) = _N—Y—1F(1 T )

(B.8)

As a result, we find

N N pulaif T fan 42
& 1 & o [l Ll L
n,m 3 n,m 2

Hp

al Q
Z(E,w,J) = <J [dv]exp (izwiﬁ (E+ Ez —JR— [HD]nn)wn

N bt iy it b T2

_ 1 o [l Lo . (B.10)
2N NTIT (14 %) ,
Hp

n,m
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B.2 Functional Hubbard-Stratonovich transformation

An obvious difficulty that still remains is the non-analytic power u of wziwmd)fniwn in the
functional (instead of the quadratic term arising for the Gaussian distribution). This non-
analyticity encodes the fat tails in the distribution which, in their turn, determine the peculiar
physical properties of the system. In order to decouple the supervectors we use the functional
Hubbard-Stratonovich(H-S) transformation [2] instead of the usual one. Generalized expres-
sion looks as follows:

o f @[] ()¢ () () B.1D)
= [ peew(-Y [ @iilawlewe? wa)e@)+ [ Ensemw),

where C (1/;, Y’ ), v(1) and g()) are some functions or fields.

The advantage of this method and its formal derivation was discussed in detail in our
previous paper [20] dedicated to the calculation of the average DoS by the same method.
Hence, only the final formulae will be provided in the present paper:

N

1 o*NTT T 2 /2
exp (_E : mZ[wnwmwmwn]“ ) (B.12)

-1

f@gexp( f[dw [dy']g (" ){F(MH) ('L ww"w]"/z} g (¥, v")

~Ng (.41 )

Here we introduced functional integral over functions of superfields g (1/),1/)1‘). Combining
B.12 with the previous expression (B.10) leads to the equations (16,17) for the partition func-
tion. Factor N in the exponent comes due to N independent integrations over v, .

C Saddle-point equation and its solution

C.1 Derivation of the saddle-point equation

Equating to zero variation of the action (17) over 6 g (1,[), w"'), one obtains the following inte-
gral equation for the saddle-point:

([ 1dy]Z (v L) exp(iyp (EL— L+ )9 —gopp. (7, %)),
([ [dlexp (it (EL—CL+5) v — gop. (W1, 4))),

gsp. (W) = ,  (C.1)

where 7 (x) = ;’(M %N;y) [x"'x]“/z. The structure of Eq.(C.1) indicates that its solution is a func-

tion of two invariants: g, (1,[1'*', 1/)) =g, (1/)*1/),1/)%1/)). Once we search for the solution in
this form, the integrand of the integral in the denominator is found to be invariant under the
superunitary transformations g 4 — Unpr A Y= ( Yr YPa )T, thus it is equal to unity.
Therefore the final form of the saddle-point equation is

g0 (/i) = < J [ayIZ (4" 2 Jexp (i (BL—¢L+ 5 )9 - g (w‘f‘w,wiw)» .
¢
(C.2)
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At Q = 0 the saddle-point solution becomes

o (WY LY)| =go (v, ). (C.3)

w=0

Actually at © = 0 the whole saddle manifold of solutions exist, which can be parametrized by
the rotation matrix T subject to the condition T7LT = L:

v Ty, gr(v.y) =g (¢TI Ty, Ly). 4
Saddle-manifold solutions of this kind obey the equation

A

gT(wcwﬁ)=< f 17 (" L) exp (i (E— ) Lap— gT(w))> ©s)
4

C.2 Solution for the saddle-point equation

Now our goal is to reduce Eq.(C.2) for a function of supervectors to simpler equations for
functions of commuting variables. We use representation

T ),
T/JZ(SR AR Sa X:) ) QPTZ(S; AR Sh —XA), (C.6)
where 2}5 = ||§R||619R and SA = %ei@*, and we expand functions of supervectors over

Grassmanian variables yp, ;(A, Xr> X4~ It appears to be convenient to look for the solu-
tion as function of the arguments qp}% and qpﬁ and thus to introduce a new function

o (1/)1%, I/Ji) =g, (w’fmp,z/ﬂilp). The expansion of an arbitrary function f (wﬁ, wi) over its
Grassmanian components looks as follows:

af (1SrI*, 1841
F(022) = £ (158 [542) + g 20500 15P)
a[1SrI?]
s 3f(|SR|2,|SA|2)+ ., 9% f(Isel?,184%)
MO s B SRR s T [IsaP]

To solve Eq.(C.2) one will need the last term of the above equation only. In these new coordi-
nates, 17 L2)’2)’" L) reads as follows:

(C.7)

Wi B Eap L IS, |Sa|* + 18412 |Sa|* — 218g1 |Sa| 1Sal [S4] cos (Br — 6) = 0. (C.8)

After integration over Grassmanian variables, Eq.(C.2) acquires the form

ACANAYEE 1) J 415, d 1y

g
XJ > o LISkl [Se]” +1841% S5 — 215l [Sg 184l |$] cos 6 ]*  (€.9)
0
o <ei(E—é’+%)lsalz—i(E—C—%)ISAlz—gw(lsR|2,|sA|2)> _
o [Isgl*] 2 [Isal*] ¢

In principle, g, ( SMZ) follows from g, ( 2). In this case one should remember
the definition w +i0 = €, so that if «w = 0 than © = i0 to maintain the convergence in (C.2).
For our purpose the function &, (|S§\2, S§|2) is needed (it corresponds to g, (v»"1,0) in
previous notations). From this point one needs to proceed with the analytical continuation
assuming that u > 2, to obtain reasonable results. It can be calculated in a few steps:
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1. Let us define the following function (in order to shorten few next equations):

F(|SR|2 |SA|2) J |SR|2 +1S41* — 2Sg| Sal cos 9]% (C.10)
with the property
L _
22F (ISxl”,154I) el e (7 1)
olIsel]a [1Sal* ] lsp=ts V7 4 2T(5-1) '
and then integrate Eq.(C.9) by parts:
. pN1-Y L
Zo (st 1) = S [Is*]* (C.12)

r(4+1)

X {f d [S,? 8—F2
0 a[|SA| ] ISg|2=0

oo
+J d |Sgl? E—Fz
0 3[|5R| ] I542=0

oo 32F (|Sa)?, 1S4l
+f d|SA|2d|SR|2 (|2R| | A|2)
0 a[ISrl*] 2 [1Sal?]

x <ei(E—c+%)|sR|2—i(E—c—%)|sA|2—gw(|sR|2,|sA|2)> } ‘
4

<e—i(E—c—%)|sA|2—gw(o,|sA|2) >c

<ei(E—C+%)lsRlz—gmosRF,o)>
¢

2. In case of smooth distribution one can use the following trick
<ei<E_g)(|sR|z_|sA|z)>c ~ 21Pp (E) 5 (ISgI> —1S41%) » (C.13)

so that (C.12) reduces to
y _ 2 10“N1 VPD (E) ( 1) 1215
8o r S v

o)
b_o . .
X f d |:|SR|2:| |:|SR|2]2 2 elQlSRlz_gw(|SR|27|5R|2) .
0

(C.14)

Approximation (C.13) is valid if |¢"‘i¢ | (equivalent to |Sg|> —|S,|?) is much larger than
%. Using (19) and results from Ref. [20], we estimate typical scale of g(pT1p,1pTL)) as

Ny
L] = |y Lop| ~ G“ZW, (C.15)

.
SO Y I~ T

which is indeed much larger than 1/W.

/2
3. Using the fact that g, (’Sz/z 2 S}’3|2) = [|Sl’3’2 Fw]u , one reduces the integral equation
to the form of transcendental equation

2
— — i g
P | 2N (B) (1 o (e ey |
“ L r(®rE-1) 2 0
, (C16)

| 2# T oENYTTPL(E) (u—1 = i e ]”
_[ F(%) 1"( 2 )ﬁfo er%(r)[ iQ+rr,] ] ,

which solves the saddle point equation (C.2) for any w. In particular, in the limit w — 0+
one obtains the result (22).
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D High frequencies asymptotics

In this section we derive (35). We need to use Mellin transform defined as

M(A) = J dxf (x)x*t, (D.1)
0
with the property
0 c+ioo da
dxf(x)g(x)= %Mf()\)/\/lg(l —A). (D.2)
0 c—i00

c is the constant determined in a way that both M(1) and M,(1 — Q) exist. Applying
this to the integral in (33) one receives precise expression

L) 1 [ dr2 (2 0\
dr—H2 7 _ ﬂ—r(—(1—x)) r(A)(—l—) . 0<c<1. (D.3)
0 Q+2iT,r 2T, | oo 2TLU U 2r,

One can approximate it, counting only the nearest poles contribution A = 1,1 + % That

gives
T e 1 zrw_ﬁ(zrw)%ﬂ D.4)
N Q+2iT,r 2, | =i 2\ —iQ ’ ’

After substituting this into (33), (25) one will obtain (35) result. The same trick can be
used to obtain second order approximations of (21) and (34).

E Efetov parameterization

Efetov parametrization for 4-dimensional supermatrix Q is defined as follows:

Az 0 iug O

A U, 0 \.[( U1 o A 0 A 0 uk

= -1 = 1 N 1 A — F F

Q=T LT—( 0 UZ)A( 0 Ugl)’ A iwy 0 —Az 0 |’ E1)
Ug 0 _A’F

Here U, , are Grassmannian matrices defined as

. 0 —a* 1— a;a —a*
Ul—exp(a 0 )—( a 1+%), (E.2)
A (O
U, —expl( B0
A 1 0 A 1—2a*a —2a*
—1 _
U ( 0 -1 )Ul _( —2a —1-2a*a ) (E-3)

i1 0 Y. [ 14288 —2ip*
Uzl(o —1)U2_( —2if3 —1+2/5*/5)’

and A contains the following commuting variables

A = cosh 6, Ap =cos 6y, up = e'?5sinh 0, up = e'%¥ sin Oy,
0<fOg<oo, 1<Ag<oo,
Constraints =4 0< 0 < 7, 1< <1,
0< ¢B,F <2m,

(E.4)
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with the following relations

sl =25—1,  luslP=1-27. (E.5)
Mesure of integration over Efetov matrix Q reads as

40 = _dAgdArdPpddr
(g —Ap)?

dada*dBdp*. (E.6)

F Evaluation of the integral in Eq.(42)

Is this section we provide details on how we obtained the result shown in Eq.(43). The starting
point is the integral in (42). Since the large parameter is k = 7> > 1, one needs to obtain
an answer up to the first order in 1/x < 1. If w ~ E, then k § ~ 1 so that it is reasonable to

denote as % p ~ 1. With these notations, integral in (42) w111 take the form

y=n+L, E1)
J dAg J dxF 1 + 21—7L ) e X(As=Ar)=pAs(Ap=2r) (F2)
= d)L LAB) ik (Ap=1)(1+iE25) ( 2ik(1+i825) _ 1)
2ix P)LB >
y2 = J dA'B J‘ dA'F IK(AB_AF)_pAB(AB_AF) . (E3)

Y is easily integrated over A, while ), requires an additional step. Let us use

d [ere) 1
s _ _ f dr, f g A2y Py )
1 -1 (F4)

. o) AZ
_t g B ,ik(Ap—1)(1+ik25) (ezm(1+i§/13) _ 1) _
K J1 iE2p

Both integrals collects on the Az —1 < % scale so that one can make A = 1+ % substitution
and then expand over % parameter up to the lowest order. Note that Q = w +i0 maintains the
convergence.

% geli=0m ; 1 ;
V)~ f dx o2 (1 —CZIK_ZP) =52 (ezm_zP — 1), (E5)
0 K K
v, i (% OV [ 2iK—2 1 S 2p + e2iK=2p
E:E i dxell )x(e ”< p—l)zﬁ(l—em p):y2=T+const. (E6)

To restore the constant we apply p = 0. This integral is easily evaluated after its derivation
over k and later integration. Constant can be found in k — oo limit.

. 2ix 2iK—2

i e —-1 e P—1+2p
=4 — = = —.

K 2K2 V2 2k2 K

(E7)

As one can see from (F1), the lowest order of the second term is much smaller so it is
enough to consider ) ~ ); only. Having restored all the notations, one should obtain the final
expression (43).
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