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Abstract

Mechanical resonators operating in the megahertz range have become a versatile plat-
form for fundamental and applied quantum research. Their exceptional properties, such
as low mass and high quality factor, make them also appealing for force sensing exper-
iments. In this work, we propose a method for detecting, and ultimately controlling,
nuclear spins by coupling them to megahertz resonators via a magnetic field gradient.
Dynamical backaction between the sensor and an ensemble of N nuclear spins produces a
shift in the sensor’s resonance frequency. The mean frequency shift due to the Boltzmann
polarization is challenging to measure in nanoscale sample volumes. Here, we show that
the fluctuating polarization of the spin ensemble results in a measurable increase of the
resonator’s frequency variance. On the basis of analytical as well as numerical results,
we predict that the variance measurement will allow single nuclear spin detection with
existing resonator devices.
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1 Introduction

Magnetic resonance force microscopy (MRFM) is a method to achieve nanoscale magnetic res-
onance imaging (MRI) [1,2]. It relies on a mechanical sensor interacting via a magnetic field
gradient with an ensemble of nuclear spins. The interaction creates signatures in the resonator
oscillation that can be used to detect nuclear spins with high spatial resolution. Previous mile-
stones include the imaging of virus particles with 5 — 10nm resolution [3], Fourier-transform
nanoscale MRI [4], nuclear spin detection with a one-dimensional resolution below 1 nm [5],
and magnetic resonance diffraction with subangstrom precision [6].

The MRFM community is continuously searching for improved force sensors to reach new
regimes of spin-mechanics interaction. In particular, over the last decade, new classes of me-
chanical resonators made from strained materials showed promise as force sensors [7]. To-
day, these resonators come in a large variety of designs, including trampolines [8, 9], mem-
branes [10-12], strings [13-16], polygons [17], hierarchical structures [18,19], and spider
webs [20]. Some of these resonators are massive enough to be seen by the naked eye, but
their low dissipation nevertheless makes them excellent sensors, potentially on par with car-
bon nanotubes [21] and nanowires [4,22].

Compared to the cantilevers and nanowires traditionally used in MRFM, the new classes
of mechanical resonators typically exhibit higher resonance frequencies and different shapes.
As a consequence, protocols used in previous MRFM experiments are often not applicable any-
more. On the one hand, this calls for novel scanning force geometries [23] and transduction
protocols [24] that are tailored to the new sensors. On the other hand, new experimental
opportunities arise, as these mechanical resonators can strongly interact with a wide array of
quantum systems, such as nuclear spins, artificial atoms, and photonic resonators [25,26].

In this work, we propose a protocol for nuclear spin detection based on the near-resonant
interaction between a mechanical resonator and nuclear spins. We start from a general case
with a large ensemble of nuclear spins and develop a deterministic model of the near-resonant
interaction. We then extend this framework to small sample volumes, where statistical ef-
fects dominate, down to the limit of a single fluctuating nuclear spin. Opposed to earlier
ideas [27, 28], our method is most efficient when the resonator is slightly detuned from the
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Figure 1: (a) Schematic of the proposed experiment: A spin ensemble (sample) is
placed on a mechanical resonator moving within an inhomogeneous magnetic field
generated by a nanoscale magnet. The resonator is shown as a wavy gray line, cor-
responding to a single vibrational mode seen from the side. By driving the resonator,
the spins experience an oscillating magnetic field B(§) with a component B, (inset).
The spins act back on the resonator, producing a force that can be detected as a
shift in the resonance frequency. An artist’s view illustrating a possible experimen-
tal apparatus is shown in Appendix D. (b) We model the system as a spin ensemble
(equilibrium polarization I} = I;) interacting with a harmonic oscillator. Both spin
ensemble and resonator are coupled to independent baths at temperature T, caus-
ing spin dephasing and decay with rates 1/T, and 1/T;, respectively, and resonator
damping at a rate I},,. (c) Illustration of the typical spin regimes according to driven
mechanical amplitudes z,. Here z; denotes the thermal motional amplitude. The
regime addressed in this work is highlighted in red.

spin Larmor frequency. Our method suits the typical frequency range of strained silicon nitride
resonators (1 —50MHz) and offers a simplified experimental apparatus, as it circumvents the
need for spin inversion pulses and related hardware. We also show that for realistic experimen-
tal parameters, the method can attain single nuclear spin sensitivity, a major milestone on the
way towards spin-based quantum devices. Finally, our method will enable spin manipulation
via mechanical driving, in analogy to existing techniques in cavity optomechanics [25,29-31].

2 Theoretical framework

We first consider a nuclear spin ensemble placed on a mechanical resonator, see Fig. 1(a). The
ensemble comprises N spins that interact with a normal mode of the resonator. The composite
system can be described with the Zeeman-like Hamiltonian

H=—hyl-B+H,, (1)

where 71 is the reduced Planck constant, y the nuclear spins’ gyromagnetic ratio, and B the
magnetic field at the spins’ location. The spin ensemble operator I has the three components
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I, = 22;1 G /2 with the spin-% Pauli matrices &;  for spin k = {1,---,N}, and i € [x,y,z].
We describe a single vibrational mode as a driven harmonic oscillator displacing along the 2
axis governed by the Hamiltonian

2
H, = L. lmwg(“f — Fyq cos(wgqt), 2)
2m 2

where g is the z-position operator of the resonator, p is the corresponding momentum operator,
m is the effective mass, w, is the angular resonance frequency, and wy4 and F; are the angular
frequency and strength of an applied force, respectively. If B is inhomogeneous, the spins
experience a position-dependent field B(§) as the mechanical resonator vibrates. To lowest
order, we approximate this field as B(G) ~ B, + Gg with a constant component B, = B(§ = 0)
and relevant field gradients G; = JB;/Jdz. The coherent spin-resonator dynamics therefore

obey the Hamiltonian
H~—ho f, —iydG-1+H,, 3)

with the Larmor precession frequency w; = y|By|.

Any real system, in equilibrium with a thermal bath, experiences mechanical damping
(rate T}, = wy/Q, with Q the quality factor), spin decay (longitudinal relaxation time T;), and
spin decoherence (transverse relaxation time T,). In our context, 1/T; arises from energy
exchange between the nuclear spins and their surrounding environment, such as phonons or
nearby electronic spins, while 1/T, reflects dephasing due to spin-spin interactions and low-
frequency magnetic field fluctuations. We thus succinctly represent our system dynamics using
the Heisenberg picture’s dissipative equations of motion (EOM). Driving the resonator to an
oscillation amplitude z, well above its zero-point fluctuation amplitude z,s = 4/fi/(2mwy),
the mechanical resonator behaves essentially classically. This allows us to assume the semi-
classical limit for spins I; — I;. The spin components I; evolve according to [Appendix A.1]

F, h
q’=—co§q—1“mq+—°cos(wdt)+—YG-I+§(t), 4)
m m
. 1
Iy = —T—le,y (0w + 719G, F19Gy i I;, (5)
. 1
I, = T_(go(t)_lz)_}/q (Gny_Gny) . (6)
1

Here, £(t) represents a Langevin thermomechanical force, which fulfills the fluctuation-
dissipation theorem, (§(t)E(t)) = (2T,kgT/m)S(t —t’). The term {y(t) = Iy + 61,(t) con-
tains a fixed and a fluctuating contribution: (i) the Boltzmann polarization I, representing
the net equilibrium polarization of the spin ensemble. It arises due to the thermal popu-
lation imbalance between spin states in the presence of an external magnetic field. In the
limit kgT > hw;, the Boltzmann polarization simplifies I, ~ Nhewy /(4kzT) according to
the Curie law [32]. (ii) The fluctuating statistical part 61,(t) arises from thermal fluctua-
tions in the spin ensemble upon coupling to a bath which models the surrounding excitations
that randomize the collective spin dynamics. In our case, thermal effects dominate the spin
dynamics, with typical values of k3T roughly 10° times larger than both #icw, and ;. Be-
cause the ensemble consists of N spins that can each point up or down, the net spin follows
a binomial distribution with zero mean and variance N /4. This corresponds to a standard
deviation og;, = VN /2, independent of temperature and magnetic field, in the same limit
kg T > hew; [33,34]. This expression holds for any N; for small ensembles the distribution
remains discrete, while in the large-N limit it becomes Gaussian according to the central limit
theorem. To model the dynamics of these fluctuations, we assume that 61,(t) follows an
Ornstein-Uhlenbeck process, which describes a stationary, Gaussian, Markovian process with
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autocorrelation (51,(t)81o(t")) = o3 Ioe_“_t/'/ 7, decaying exponentially over the spin correla-

tion time T < T; [35]. Note that for small ensembles (N ~ O(1-10)), the fluctuation ampli-
tude 055, = VN /2 can exceed the mean polarization I, by several orders of magnitude when
kgT > hey, [33].

The assumption of Gaussian, Markovian fluctuations used to model the spin environment
is equivalent to describing it as an effective bosonic bath. In such a framework, the relaxation
and decoherence times T; and T, generally acquire a temperature dependence, for example
T ! o¢ coth(fiew; /2k T). A spin-bath description, more accurate for small ensembles where
the discreteness of the environment becomes relevant, could capture corrections to this be-
havior [36,37]. Here, however, the temperature is fixed (T = 0.2K) and the dependence on
the magnetic field is neglected in the analysis for simplicity.

To treat Egs. (4)-(6), we make a number of simplifications. In particular, we assume
that: (i) the spins’ force on the resonator, 6F, is substantially weaker than the driving force,
i.e., |0F| < Fy; and that (ii) the spin-resonator coupling, measured by the Rabi frequency
Qr = 7G;z,, is significantly smaller than the spin’s decoherence rate, i.e., Qp <€ 1/T,, see
Fig. 1(c). We select 2, to be small and on the order of the thermal motion z,, thus fulfilling
(ii). The conditions (i) and (ii) imply that we remain in the weak coupling limit, where the
oscillation inside the field gradient G excites a precessing spin polarization orthogonal to B,
(i.e., I, # 0), but does not lock the spins to the resonator frequency w,. The backaction of
the spins can be treated as a perturbation of the driven resonator oscillation at frequency wg.
Additionally, we assume that (iii) the resonator reacts much more slowly than the spin relax-
ation timescales, I, < 1/T,,1/T;. Finally, we assume that (iv) spin fluctuations evolve on
timescales comparable to or slower than the resonator response, i.e., I}, > 1/7. This ensures
that spin noise can be effectively sampled by the resonator.

Since individual spins relax on a timescale set by T;, the correlation time 7 cannot exceed
Ty, as any collective memory in the spin bath is lost beyond that point—an upper bound that
may seem at odds with (iii), which requires I';, < 1/T;; while both conditions cannot strictly
hold simultaneously, our numerical simulations show that the analytical treatment remains
valid for a wide range of spin-resonator couplings, longitudinal relaxation timescales and cor-
relation times, including cases where I, ~ 1/T;, Qz ~ 1/T; and 7 ~ T;. All conditions above
ensure that the response remains linear in both I and 61, requiring them to be weak enough
for the resonator to stay in the linear regime. For numerical validation and more information,
see Appendix C.

3 Boltzmann polarization

In a first part, we ignore spin fluctuations (61, = 0). The spin components I, , exert a linear
force onto the resonator, which we calculate via the Harmonic Balance method [38,39], de-
tailed in Appendix A.2.1. The force involves a static component 6 F, = hyI,G,/m that shifts
the mechanical equilibrium position, and two oscillating components, one in phase and one
out of phase. This dynamical backaction loop causes a frequency shift 6w (corresponding to a
phase shift in the driven response) and a linewidth change 6T,

w w
Sw=—g> T+ = )1, 7)
& (wi—I—TZ_Z co5+T2_2 0
T;! T;!
ST, = —g> e )I , (8
" & (wi+Tz_2 wE+T2_2 0
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where w, = w; £ wq and g2 = hy? (Gi + Gf,) /(4mewy). Equations (7) and (8) show that
the average spin polarization I, affects the resonator response linearly. The in-plane spin
components I, and I,, produce a delayed force. In the numerical simulation below, we find
that this delayed force is strongest when the spins respond faster than the resonator, i.e.,
I, < 1/T; and typically also I}, < 1/T,. This is in agreement with condition (iii).

In Eq. (7) the largest frequency shift occurs at a detuning w;, # wg, set by 1/T, and ;.
This contrasts with resonant coupling forces (w; = w,) in an early MRFM proposal [27] and
with spin noise measurements in MRI [40,41]. Instead, the effect resembles dynamical back-
action in cavity optomechanics, where mechanical motion induces a periodic shift in an optical
cavity, resulting in a corresponding change in the cavity population [25,42]. Note that, unlike
spin systems fluctuating around a strongly polarized z state, which involve only two oscillating
quadratures [43,44], our system engages all three spin components in the back-action loop.

As an example, we consider a single nuclear spin (N = 1) without fluctuations (61, = 0)
in a magnetic field of B, = 130mT, interacting with a bath at T = 0.2K and a state-of-the-art
string resonator [13]. The analytical results of Egs. (7) for Boltzmann polarization are shown
in Fig. 2(a), along with a numerical simulation of Egs. (4)-(6). The analytical and numerical
results show excellent agreement, with a peak frequency shift near 10 kHz detuning. However,
we note two issues: on the one hand, the condition &I, = 0 is unrealistic for any measurement
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Figure 2: Mean (6 w) and standard deviation (o ,,) of the frequency shift of a string
resonator [13] due to a single proton spin calculated as a function of the detuning
between the Larmor frequency w;, and the mechanical frequency wg. Analytical and
numerical results are shown for the two contributions of the spin polarization: Boltz-
mann (a) and statistical (b). Note the different y-axis scales. Blue lines correspond
to Eq. (7) in (a) and Eq. (9) in (b), while red dots are calculated with an explicit
Runge-Kutta method of order 8 [45]. Maximal frequency shifts and variances are
marked with red stars. In (b), a fit of the data is shown as a red dashed line, which
is identical to the analytical solution up to a factor n = 0.65. Common simulated pa-
rameters are wy = wo = 21 x5.5MHz, G, =G, = 6MT/m, G, = 1MT/m, m = 2pg,
T, =7 =>50ms, T, =100ps, N = 1 and Q. = 2 - 10* (see Appendix C for details).
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time larger than 7. On the other hand, we see that even within that short time, the frequency
shift that can be obtained for a single spin is only about 0.8 nHz, corresponding to a fractional
frequency of 5w/ w, ~ 10713, Measuring such a small shift is clearly unfeasible. For both of the
above reasons, it appears advantageous to investigate the effects of a stochastic polarization
61y, which should yield a much larger signal than I, for single spins [33,46].

4 Statistical polarization

It is known that the statistical polarization dominates over Boltzmann polarization for
N < 2-10° spins, corresponding to a volume of ~ (30 nm)® for protons in water [3, 33],
see also Appendix C.3. However, from our derivation, it is unclear whether Egs. (7) and (8)
apply to statistical polarization at all. Naively, we are tempted to just replace I, with 61,
making 6 w and 6T, explicitly time-dependent and stochastic. This would entail that the vari-
ance of the frequency shift reflects fluctuations in the spin bath spectral density. A detailed
derivation (see Appendix A.2.2) confirms this intuition: assuming Gaussian statistics and that
conditions (i), (ii), and (iii) behind Egs.(7) still hold—namely, weak coupling, fast dephasing,
and narrow-band resonator response—we find via standard error propagation:

Os,, = + Osp . 9
bw =8 (1/T22+w3 1/T22+w5) oo

The relevant observable in this scenario is no longer a static frequency shift but the standard
deviation of frequency fluctuations, 05, o< 05;,. The proportionality constant between o5,
and o 1, in Eq. (9) is the same as that between 6w and I, in Eq. (7). Therefore, we find that
the variance of the frequency shift peaks at the same parameter values where the average shift
is largest. This is expected: both the mean shift and its fluctuations grow with the strength of
the spin-resonator interaction. When the statistical polarization fluctuations exceed the mean
value (051, > Ip), the variance of the frequency fluctuations in response to o5; can become
easier to detect than the static shift due to I,.

In Fig. 2(b), we show the analytical result corresponding to Egs. (9), calculated for the
same resonator and a single proton spin. As before, we compare the analytical results to a
numerical simulation of the semiclassical, stochastic Egs. (4)-(6), which we now carry out for
a fluctuating polarization. We simulate multiple stochastic trajectories of Egs. (4)-(6) using
a long spin correlation time T = 50ms = T;, compute their standard deviation 055121, and re-
move transients from initialization. Crucially, we find that O';ig in this case is ca. 3 orders of
magnitude larger than the frequency shift shown for the Boltzmann case in Fig. 2(a). Indeed,
the standard deviation expected for a single proton approaches 1 mHz, corresponding to a
fractional frequency of §w/wq &~ 2 x 1071°, which should be measurable at cryogenic temper-
atures [47-49]. We conclude that measuring the statistical spin polarization is promising and
could enable single nuclear spin detection.

The full numerical simulation shows that the analytical prediction in Eq. (9) overestimates
05, by the factor n = U§2/0'5w. For the example shown in Fig. 2(b), we find n = 0.65.
The discrepancy arises from two factors: on the one hand, if I}, is small relative to 1/7, the
resonator cannot sample the fluctuating spin polarization sufficiently fast. This corresponds
to a violation of condition (iv). On the other hand, if I}, is large relative to 1/T;, we violate
condition (iii) and the analytical result is unrealistic. As T ~ T, the two conditions cannot
be perfectly fulfilled at the same time and we expect to always obtain an overall reduction
compared to the analytical prediction.

To further investigate this reduction, we show 7 as a function of I, and 7 in Figs. 3(a)
and (b), respectively. We observe a monotonic reduction of 7 for fast spin baths (7 — 0) and


https://scipost.org
https://scipost.org/SciPostPhys.20.2.037

e SciPost Phys. 20, 037 (2026)

for high-Q resonators (slow response). Appendix A.2.3 presents a detailed model of spin-force
under statistical polarization and its impact on the resonator. For simplicity, we adopt here a
phenomenological approach, assuming a Lorentzian spin-force PSD set by a fixed spin corre-
lation time [24]. In this simplified model, we calculate the PSD of the fluctuating mechanical
frequency from the spectral overlap of the spin force PSD with the mechanical resonator re-
sponse function. i.e., the mechanical susceptibility:

2 27
1 1—‘m (T) 2
2.9, 2712 _ 2 2 spin’
4zgm2wg T2 + (w0 — w) () + (0 — )

Sswsw(w) = (10)

where Fg;, is the force generated by the spins, assumed to be frequency-independent. Note
that the exact form of the force does not need to be known for the model to properly describe
the factor 1. Using a%w = f_oo 3_2)85605(0(60) and normalizing to T — oo (i.e. the non
fluctuating polarization limit), we get:

|

S om— 11
2n+T,7 (11)

n=a
with a the only fit parameter of the model that accounts for all the prefactors in Eq. (10),
including the unknown form of Fjp,. Note that a sets the maximum value of 7 for a given set
of I, and 7.
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Figure 3: Dependence of simulated frequency shift variance on the resonator’s damp-
ing rate [}, (a) and on the spin bath correlation time v (b), quantified by the factor
1 extracted from fits to multiple numerical simulations. The dashed vertical line in
(a) indicates the point where resonator’s response time and spin correlation’s time
match. In addition, a purple line shows a single parameter fit of the model described
by Eq. (11). The fit gives a = 0.67. In (b), a dashed vertical line marks the theoreti-
cal upper limit T = T}, beyond which the bath cannot stay correlated.
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The purple line on Fig. 3(a) shows the model with the single fit parameter a = 0.67. We
observe that larger values of I}, lead to higher 1) as they conform closer to condition (iv), that
is, the resonator is better able to sample the spin fluctuations in real time. Nevertheless, we
do not reach ) = 1. We attribute this to the partial violation of condition (iii), which arises
because 7 < T; by necessity. In Fig. 3(b), we demonstrate how 1 depends on 7. Indeed, we
find that for arbitrarily large 7, 1 converges towards 1. This regime is marked as “not physical”
as it corresponds to T > T;. Note that condition (iv) is not fundamental, in the sense that a
resonator can sample frequency shifts much faster than its own ringdown time ~ 1/}, when
using a closed-loop measurement technique [50,51]. For such a closed-loop technique, all
points in Fig. 3(a) would have the same value of 0.67.

To estimate the smallest measurable frequency shift, we compare its variance with the res-
onator’s frequency noise from thermal fluctuations. At resonance (w = w), the power spectral
density of the resonator’s displacement reads Sqq(wo) = 4kgTQ/ (mwg). These displacement
fluctuations translate into frequency noise with spectral density [51]:

26‘)%Sqq(w0) _ ZkBT
4Q2z2 mwoQz2’

SBwEw(wO): (12)

which yields an Allan variance Oillan(tint) = S5050(w0)/(2tin) = kg T/(timmwOng), a stan-
dard measure of frequency stability over the integration time t;,, [51,52]. To resolve the
variance produced by the spins, we require agw > 012\11 an(tine)- In the example of Fig. 2(b),
single nuclear spin detection requires an integration time of t;,, = 12 min to resolve the spin’s

variance.

5 Discussion

Our results show that statistical polarization can enable spin detection via dynamical back-
action, providing far larger signals than the corresponding Boltzmann polarization for small
spin ensembles N < 10°. Nevertheless, for realistic samples two additional sources of spin
decoherence need to be considered, resulting from spin-spin coupling and inhomogeneous
broadening.

Decoherence due to spin-spin coupling — In typical nuclear magnetic resonance (NMR) ex-
periments, interactions between neighboring nuclear spins can often be neglected when the
Rabi frequency Qy exceeds the spin-spin coupling strength J. In that scenario, the range of
Larmor frequencies that are affected by the spin lock is dominated by the spectral “power
broadening” equal to Qz. By contrast, in the experiment we describe, the condition Qy > J is
typically not fulfilled, and we are limited by Qz < 1/T,,1/T;, see condition (ii). As we cannot
ignore spin-spin interaction in the weak-driving regime, J is accounted for in the simulations
through the spin decoherence time T, = 100 s [53].

Inhomogeneous broadening — Any realistic sample has a certain size and thus contains spins
at various positions within the magnetic field gradient, resulting in a range of Larmor frequen-
cies. For instance, a spin ensemble with a diameter D = 100nm in a gradient G = 2MTm ™!
experiences fields over a range AB = D x G = 0.2T. The ensemble’s Larmor frequencies are
spread over a spectral range yAB ~ 8 MHz leading to inhomogeneous spectral broadening
1/T; ~ yAB. If T} is shorter than the timescale of the spin-spin interaction, T, has to be
replaced by T] in Egs. (7) and (8), causing a broader and shallower signal distribution.

In our sample, the driving fields are necessarily weak to satisfy condition (ii),
Qr = vG;zyp < 1/T,,1/T;. As a consequence, only the spins within the narrow range
Wy, = wo * O are directly excited, yielding an inhomogeneous broadening of 1/T; = Q.
By contrast, through spin-spin interactions, all the spins within w; = wy+ 1/T, are indirectly

9
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excited. As our method requires Qp < 1/T,, the broadening of the spin ensembles is limited
by 1/T,, not 1/T;. This means that we need not be concerned about the effects of inhomoge-
neous broadening, as the spatial regions we excite are very small. Unfortunately, this narrow
excited region also comes at a cost: it fundamentally limits the number of spins that can con-
tribute to the signal. For example, in our case, the width of the slice in the z-gradient direction
is approximately 6z ~ 0.25nm. While this small voxel size limits the available signal strength,
it naturally leads to a high spatial selectivity, and thereby to excellent spatial resolution.

Indeed, the most exciting aspect of our method is the limit of probing a single nuclear spin,
as demonstrated in Fig. 2. While the detection of a single electron spin with a silicon cantilever
required an averaging time of roughly 4.7 x 10% s in 2004 [54], our method offers the sensitivity
for detecting a single nuclear spin (with a roughly 10® times lower magnetic moment) in
12 min. This value is found assuming that the resonator’s frequency noise is dominated by
thermomechanical fluctuations. Technical frequency noise (e.g., from temperature drift or
laser absorption), can further increase the frequency noise and complicate spin detection.
However, recent breakthroughs have achieved a 1 mHz dissipation-limited bandwidth [47]
and improved frequency drift calibration [55]. These advances indicate that precise, stable,
and long-term frequency measurements at the thermomechanical limit are possible.

In summary, we have presented a method for detecting nuclear spins using dynamical
backaction in megahertz resonators. By focusing on statistical polarization, the approach en-
ables single-spin sensitivity with simple hardware and no need for spin control. Our detection
method uses a single drive (e.g. via electrical or optomechanical coupling) acting directly on
the resonator. Our approach reduces the experimental overhead significantly compared to typ-
ical MRFM experiments, which require a microstrip in close proximity of the resonator [56]
to generate periodic spin flipping through radio-frequency pulses [3]. The main experimen-
tal challenge of our protocol stems from the difficulty of generating very high magnetic field
gradients while maintaining a sufficiently low static magnetic field to keep w;, ~ w. This near-
resonance condition is essential for maximizing backaction and sensitivity. In order to achieve
this condition, it is possible to take advantage of the shape anisotropy of nanoscale magnets
to apply a counteracting magnetic field tuning the near-resonance region in the high magnetic
gradients area (see Appendix C.2). Near-resonant spin-mechanics coupling also opens the
possibility of coherently manipulating nuclear spins through mechanical driving [57]. An in-
triguing possibility arises when swapping the roles of the resonator and the spin ensemble for
spin cooling through backaction [58], akin to cavity cooling in the reversed dissipation regime
in cavity optomechanics [59, 60]. Our simplified study paves the way for delving into the
intricacies of local spin dissipation and decoherence [61] and dipole-dipole interactions [62]
in particular experimental configurations. It also lays the groundwork for exploring further
opportunities of parametric driving [24] and multimode resonators [63—-65]. With these ca-
pabilities, nanoscale MRI will become a versatile platform for nuclear spin quantum sensing
and control on the atomic scale.
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A Analytical approach

A.1 Langevin spin-membrane equations of motion

We offer further details on the analytical solution for the spin-mechanical model introduced in
the main text. The model features a driven mechanical resonator moving along g, influencing
an ensemble of N spins. The spins interact also with a spatially-dependent magnetic field. The
combined dynamics is described by the Hamiltonian

2

1 A A A A
H= g_m + Emwng —Fyg cos(wqyt) —hwi I, —hyq (lex +G,l, + GZIZ) , (A1)

where # is the reduced Planck constant, wq (w;) is the mechanical (Larmor) resonance fre-
quency, wy is the driving frequency, G; is the magnetic gradient along i € [x,y,z], v is the
gyromagnetic ratio of a nuclear spin, and F, is the driving force. Here ¢ and p stand for the
position and momentum operators for the resonator. The spins are described by the collective
spin operators [; = lejzl G /2, where G are the Pauli matrices describing a spin-%.

We extract the dissipative equations of motion (EOM) using the Heisenberg picture. We
account for mechanical damping (T},) as well as spin decay (T;) and decoherence (T,). Fur-
thermore, we consider thermomechanical noise, acting on the resonator, and polarization
noise, parametrized by operators £(t) and {o(t), respectively. The corresponding Heisenberg-
Langevin equations [66] read:

.. . F, i R . . .
§=—w2q—Tpd + = cos(wgt) + o (Gl + G, I, + G, L)+ E(0), (A.2)
m m
A 1. R a A
Ix,y = _T_Ix’y + wLIy’X + YquIy,x F YGy,quz s (A.3)
2
A 1 .4 o a a
i = T (Co()—1,)—yG.al, +vGal,, (A.4)

. . . . 2
where we identify the renormalized mechanical frequency as w, — 4/ wg +T2/4.

Polarization noise is split into average and fluctuating contributions: f o(t) = I+ 81,(t).
Here I, stands for the Boltzmann (thermal) equilibrium polarization [32]

Io=—N[ (21 +1) coth((2] + 1w, /(2ksT)) — coth(fiewy /(2K T)) ] /2, (A.5)

with N the number of spins in the considered ensemble and I = % the spin number.

The resonator motion is driven well above its zero-point fluctuation. We can therefore
apply a semiclassical approximation, which reduces the operators to real amplitudes, § — q
and I; — I;, yielding the equations of motion in the main text, Egs. (4)-(6):

F, h
q‘:—wgq—rmq+—0cos(wdt)+—YG'1+§(!‘-), (A.6)
m m
. 1
Ly = _le,y + (o, + Yqu)Iy,x FrqGy iz, (A7)
2
. 1
I, = T—(Co(t)_lz)_}’q (Gny_Gny) > (A.8)
1

with G = (G,,G,,G,), I = (I,,I,,1,), thermomechanical force £(t) acting on the resonator,
and fluctuating classical polarization {(t) = Iy +61y(t). The classical fluctuations amplitudes
have Gaussian statistics with correlators

e = 228 51, A.9)
(81o(t)51o(t")) = o3, e 1017, (A.10)
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where T is the temperature of the mechanical bath, 7 stands for the spin bath autocorrelation
time, and variance 0%10 = % [33,34].
We first examine the deterministic dynamics, governed by

§ = —2G—Tpd + 2 cos(wyt) + —G-1, (A11)
m m
Ly == Loy 2 (@L+ 713G« F 3Gy oL, (A.12)
2
B 1 ) L )
I, = T—l(fo—fz)—m(ley—Gylx), (A.13)

where O denotes averages. These equations can also be found from averaging the Heisenberg
EOM Eq. (A.2), Eq. (A.3) and Eq. (A.4), under the mean-field approximation, where cross-
correlations are neglected, i.e., {(§l;) = GI;. We then examine how fluctuations induced by
{o(t) affect the system’s dynamics.

A.2 Slow-flow equations of motion

We further analyze here the deterministic solution to the main text Egs. (4)-(6). We assume
that the resonator dynamic is dominated by the external force. Thus, the coupling to the spins
act as a small correction. We can then write the mechanical motion as q(t) = q9(¢) + 6q(t),
where ¢©O(t) = ugo) cos(wqyt) + véo) sin(wgqt) with

F

u® = 0 w2 —w?), (A.14)
Tom[(0f- )+ wirz] (i i)

v = Fo wyly, . (A.15)

2
tom[(wf-wd) 2]
The contribution to the mechanical amplitude arising from the spins then obeys

. R
5q = —w25q—Tpdq+ LG 1. (A.16)
m

We express the solution for 6¢(t) in terms of an ansatz
6q(t) = 6ay(t) + ouy(t) cos(wqt) + ov,(t) sin(wqt), (A.17)

where 6a,(t), 6u,(t) and 5v,(t) are real time-dependent amplitudes to be found. Employing
this form of the solution is particularly beneficial when examining perturbations associated
with the behavior of a driven harmonic oscillator. The dynamics of the spins in response to
the mechanical motion can be calculated employing a similar ansatz

L(t) = a;(t) + uy;(t) cos(wqt) + v;(t) sin(wqyt), (A.18)

with amplitudes a;(t),u;(t), v;(t). Given Eq. (A.18), the spins exert a time-dependent force
on the resonator given by

OF(t)=hyG-I(t) = h}f[G ca(t) + G- u(t)cos(wgyt) + G- v(t)sin(wy t)] , (A.19)

where we used vector notation for a, , ,(t),uy , ;(t), vy , 5 (t).

At this stage, we have not yet introduced any constraints or approximations in the ansatz
amplitudes. However, the calculation of the corrections 6ag, 6ug, 6v, is greatly facilitated by
assuming the weak impact of the spin-dependent force on the resonator. Namely, we assume
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({InyG-1])) 1, < Fo, where ({...)), denotes the average over a drive period T4 = 27/ wq. In this
setting, we can assume the amplitudes 6a,(t), 6uy(t), 5v,(t) with respect to Ty, accounting
for the transient evolution of the amplitude and phase of the resonator towards the steady
state [67].

In the steady state, resonator and spin precession amplitudes settle to constant values, i.e.
6a, = ouy = 6vg = 0 and ¢; = u; = v; = 0. In our ansatz q(t) thus acts as a harmonic
magnetic field with frequency w4, acting on the spins. In particular, the spin prompts a spin
precession component at frequency wy, according to Eq. (A.18). Note the ansatz does not
presuppose the synchronization or “locking” of the spin dynamics with the external field. We
seek if such a steady state can exist. To this end, we insert the ansatz for q(t) and I;(t) in
the mean-field equations of motion and equate the harmonic amplitudes at both sides of the
equations with the same time dependence, a procedure dubbed the “harmonic balance” [38].
This approach also neglects super-harmonic generation (e.g. terms cos(2wqt), sin(2wq4t)) that
arises from the mechanical motion driving the spins, which requires extending the harmonic
ansatz for q(t),I;(t) to higher frequencies. Note that harmonic balance relies on the slowly-
flowing nature of the amplitudes a;,u;, v; [67].

A.2.1 Linear response theory: Deterministic dynamics

The introduction of the ansatz results in nonlinear couplings between the harmonic amplitudes
of the mechanical resonator and the spins. The system’s steady states are defined by the roots of
these coupled polynomials. While we could solve these equations numerically using advanced
algebraic methods, as detailed in reference [68] and implemented in the package [39], we
opt for deriving an analytical solution within a linearized framework. Here we find the me-
chanical dynamics of the resonator in the weakly fluctuating regime ({|6q))r, < ((Iq(o)l))Td.
The smallness of 6q allows us to neglect the nonlinear coupling between the fluctuations
ougy(t), 5v,4(t) and the spin amplitudes a;(t), u;(t), v;(t). Under this linearization, the spin dy-
namics directly follows from the solutions of the first-order differential equations that do not
contain 6ay(t), Sugy(t), 6v4(t), namely

. 1
Ay, + anx’y Fowra,, =0, (A.20a)
. 1
Uy, + T—Zux,y F wlly  + WqVyy — yuflo)(Gz’xay’z —G,,0a,,)=0, (A.20Db)
) 1
Vyy t+ T Vxy F vy x — Wglyy — yvéo)(Gz’xay’z -G, ,a,,)=0, (A.20c¢)
2
1 1
dZ+FaZ—IoF =0, (A.20d)
1 1
1
u, + T U + wav, — yuflo)(Gyax —G,a,) =0, (A.20e)
1
4k ()
v, + T Ve T @dlls ~ Vg (Gyay —Gya,)=0. (A.20f)

1

The resonator features a high quality factor (I}, < 1/T,,1/T;) which, together with the
weak spin-resonator coupling (yG;zy < 1/T,, 1/T;) lead to spins quickly reaching steady state
compared to the slower resonator timescale. This condition permits the application of approxi-
mation methods, like adiabatic elimination of the spins [69], in order to approximate the time
evolution of the resonator towards its steady state. Our focus is nevertheless on the global
steady state behavior, where all amplitudes in the problem are fixed. Solving Egs. (A.20)
when a; = 11; = v; = 0 to find the steady state amplitudes a|;_, o0, U|;— 00, V];—oo leads to a
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steady state force

OF ;500 & ﬁy[G Qim0 T G U0 COS(W4t) + G- Vi, o0 Sin(wy t)] . (A.21)

Such force will not be in phase with the external resonator’s driving (its quadratures
will not be aligned with the drive), namely ugo)’ véo). To facilitate the expressions, we
choose a phase/time origin for the driven resonator (i.e. we perform a gauge fixing), such

d
SF|;L 00 & 6Fy— 6T, — 6Q2q, where 6F, = hyl,G,/m and

that véo) = 0 and ugo) = F()/(m\/(cog—wz)z+a)§1“nz1 . In this gauge, we can identify

sr o (6i+67) w, Ty
Im = m —2 2)2 -1_ -1 2 4’ (A.22)
(T2 +cod) +2(T2 wd)(T2 +wd) wi +w/
s Mo (62+6?) wp (Ty? — w2 + w?) o
- m -2 22 -1_ -1 2 4’ (A-23)
(T2 +cod) +2(T2 wd) (T2 +a)d) wi + o/

We can now reconstruct the mechanical evolution in the steady state from the effective equa-
tion of motion. Under resonant driving w4 = wy,

G+ (T +6T) G + (wo + 6)? qli00 = Focos(wyt) + 6F,, (A.24)
with dw = %560—(22 We can rewrite 61}, and dw in a more convenient way leading to Egs. (7)
and (8)
- + —
5w =—g2( TRy LT 2)10, (A.25)
T, * + (wr, + wqg) T, “ + (w, — wq)
_ T, T,
5T, =—g° ( 2 — 2 )IO, (A.26)
" T2_2+(wL+a)d)2 Tz_2 + (W — wg)?

where g2 = fy? (G)ZC + G}Z,) /(4mawy).

A.2.2 Linear response theory: Fluctuation dynamics

As the system relaxes, weak fluctuations have their strongest impact near the steady state.
We therefore adopt a perturbative approach where the system remains close to equilibrium.
This allows us to set the spin amplitudes at t — —o0 in Eq. (A.21) as linear functions of the
fluctuating field 61,(t). This linearization around equilibrium ensures that noise effects remain
analytically tractable: it makes Eq. (A.25) explicitly dependent on the fluctuating prefactor

hy? (G§ + G§)

g281y(t) = SIy(t). (A.27)
The standard deviation of the frequency shift, o5,,, becomes proportional to that of 61,(t),
namely,

(A.28)

fiy*osi, (Gsz + GJZ/) W, T Wy Wy, — Wy
O5w =

4maewg TZ_2 + (o, + wy)? TZ_2 + (w, — wq)?

From Eq. (9), the relation |05, /5 w| = los1,/1o| follows, consistent with standard uncer-
tainty propagation under Gaussian or symmetric noise. This approach assumes the noise is
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regular and uncorrelated, even if o5, is comparable to or larger than I, (within the valid-
ity of the linearization in Egs. (A.20)), and that its evolution is slow, with correlation time 7
much longer than the mechanical response time 27/I},, allowing the resonator to track the
spin force quasi-adiabatically. The key condition is a clear separation of timescales: when spin
fluctuations evolve slowly compared to the mechanical response (7 > 27 /I},), the resonator
can adiabatically track the varying spin force. This justifies treating it as in quasi-steady state
at each instant and motivates the phenomenological model used in the main text to capture
how slow, yet sizable, fluctuations set os,,. Deviations from this limit are briefly noted below
and discussed in more detail in the main text.

A.2.3 Time-dependent polarization: Beyond the adiabatic limit

The adiabatic approximation, in which time derivatives are set to zero in Egs. (A.20), is exact
when I is constant, as in Boltzmann polarization. In what follows, we make this statement
explicit by solving the full frequency-dependent problem and showing that, when fluctuations
are not considered I,(t) = I, only the zero-frequency component of the spin response con-
tributes, exactly recovering the steady-state result. This formulation also provides a natural
framework to introduce a fluctuating, possibly stochastic polarization and to justify the sim-
plified model used in the main text, by clarifying which dynamical components survive on the
relevant slow timescales.

For it, we now consider the more general case where I varies in time. Rather than drop-
ping time derivatives, we take the Fourier transform of Egs. (A.20) with I, — I,(t), using
frequency w conjugate to the slow time. This turns the equations into linear algebraic rela-
tions. The resulting spin amplitudes a, , ,(w), i, , ,(w), and ¥, , ,(w) read

XY
~ ijo(w)

=0 A.29
d(w)=— /T, (A.29)
. ify(w .
i, (w)= —%[G,{ Wy (—21 W wy véo) + ugo) (wz + coi — w%)) (A.30)

+G, w% (—i w u((10) + wy véo))

+G, (wz—wi) (iwugo) + wy véo))
—I—i 2G, w (iwu(0)+w v(o))+2iG w wy v

0 2 2 2
+Gyu((1 )(—Bw + wj +wL)

1 Gy ul®
= —3 0) _ 0) _ 0, 2 1
+T2( BLGycouq Gywdvq choLuq + T )):|,

N Ip(w . :
i, (w)= OD((co))Y |:Gx w% (w uflo) +iwy véo)) -G, (wz - wﬁ) (w u((lo) —iwy v(go)) (A.31)

+G, o (—2w Wy véo) —i ugo) (a)z + a)fi — w%))
1

0) _: 0 2 2 2
+F2(—2chocodv(g )—lGxu((l)(Bo) —wd—coL)

+2G, wy, (w u‘go) —lwyg Véo))

i (0
1 iGyu
0 _; 0) 4 ; (0) q
+ TZ(Swauq lGxa)qu +1Gwauq + ))],
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f}x(w) = IOD(((Z)))Y

|:Gx Wy (Zw Wy ugo) —1i v(go) (a)2 + wczl - w%)) (A.32)

+ Gy w% (—w v(go) +iwyg uéo)) + Gy (w2 - wczi) (w véo) +iwyg ugo))

i . .
+ Fz(sz w(—lw v‘go) + wy uflo)) +2iGy wwy ugo)

+G, véo)(Sco2 — wé - w%)

1 Gyvéo)
+—(G a)Lv(O)+3iG wv®—G wdu(o)——))],
T, X q Yy q Y q T,
_iio(w)Y

=TTy

[Gx w% (i w véo) + wy uflo)) + G, (coz - cofl) (—i w véo) + wy ugo)) (A.33)

+ Gy wp (2w wy u((lo) + véo)(wz + wg — w%))
—i(—ZiGXwwdu(°)+va(°)(—3w2+a)2+w2)
T, q q d L
+2G, wy, (—i wvéo) + wy ugo))
(s (0) (0) o 5 véO)
T_z(_ 1Gywv, " +Grwgu,” +Gywpv, +T—2))],

where ugo) and v(go) are the driven resonator quadratures from Egs. (A.14) and D(w) stands
for a denominator

i i i
Dw)=lw+—||lw—w;j—w;+— || w+w;—w; + —
(w) ( T1)( i~y Tz)( d— g Tz)

i i
x(w—wd+wL+?)(w+wd+a)L+T—).
2 2

(A.34)

Moreover, d,(w) = d,(w) = 0 = ii,(w) = ¥,(w) = 0. Equations (A.29)-(A.33) show that the
nonzero amplitudes are given by the product of the spin susceptibility, peaked at w; + w;,
with linewidths given by T L and T, 1 and I(w).

The spin force, exerted on the resonator, can be expressed, as a time-dependent version
of Eq. (A.19), by inverse-transforming the frequency-domain expressions into the envelopes
Ay (1), yx’y’z(t), and v, , ,(t). For constant (Boltzmann) polarization I, the spectrum re-
duces to Ij(w) = 216 (w), so only the spin susceptibility at «ww = 0 contributes. This recov-
ers the steady-state result of Eq. (A.21), independent of T;. To build intuition for a time-
varying I(t), consider a slowly varying deterministic signal expanded as a Fourier series
Iy(t) = %Zk I e 'kt + [¥el“x! which frequency representation is

o 1
Io(w) =~ Z(zké(w — W) + 5w+ wy), (A.35)
k

where w; < wy to ensure consistency with the slow-flow ansatz (A.18). This implies, for
example, a, ,.(t) = (1/27) Dk e‘lwkt&x,y,z(wk) + c.c and similarly for u, , ,(t), and v, ,(t).
The spin force then reads

6F(t) ~ Z—; Z G- [ﬁ(a)k) + 1 wy) cos(wyt) + V(wy ) sin(wy t)]e_i‘“kt +c.c., (A.36)
k

where a(w), (w), V(w) group the x, y,z components, and c.c. denotes the complex conjugate.
These amplitudes satisfy a*(—w) = a(w), and similarly for @t and V. Note that, for w; # 0,
these amplitudes depend explicitly on T;.
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Equation (A.36) shows that §F(t) inherits the frequency content of I,(w), filtered by the
spin susceptibility at each frequency w = w; [cf. Egs. (A.29)-(A.33)]. The result is a slow
envelope at w; < w; modulating the carrier at wy.

The expression (A.36) can be succinctly written in integral form by defining the spectral
densities G*(w) = Y, G- a(wy) 6(w —wy), GY(w) =D G- ((wy) FiV(wy))6(w —wy) and,
namely

ay [ . ‘ .
SF(t) ~ 4—” de[ GY(w)e @ + G¥(w)e (@Hedt 1+ G¥(w)e @@t + cc.. (A37)
—00

Since G%(w), GY(w) o< Io(w), Eq. (A.37) reflects that the spin-force linewidth is set by the
linewidth of I(¢w), with susceptibility filtering out components |w| 2 1/T;. If T,,, > ;. (the
overdamped limit), the resonator follows the force quasi-adiabatically, so its frequency shift
and damping sample the full susceptibility. Back to the Fourier domain,

SF(Q) ~ %[Ga(o)e_i“’t +GY(Q+ wg) + G (Q—wg) | + cc.. (A.38)

Decomposing the force into its frequency components lets us directly anticipate how resonator-
induced fluctuations shape the system’s response. Promoting I,(t) to a stationary stochastic
process, makes G?(w) and GY(w) random variables that are linear in the Fourier amplitudes

io(w):
Gl (w)=Hy(w)p(w),  GY(w)=H ()p(w), GY(w)=H (0)p(w), (A39)

where Ha,i(co) are the spin-susceptibility functions extracted from Egs. (A.29)-(A.33). The
input polarization power spectral density (PSD), arising from a local spin bath, acting on the
relevant spins coupled to the resonator, is defined by

<f0(co), fg(w’)> =276(w— co’)SIO(w) , (A.40)
where -
SIO,IO(w) o< 1+ w22’ (A.41)

for an Ornstein—Uhlenbeck process with correlation time 7.
From Egs.(A.38)-(A.41) and assuming the sideband channels are uncorrelated, the force
PSD reads

o 2
Ssrsr @ () [lﬂam)ﬁs[@,[o(nnz Hy @+ pog)Sy, (2 pog) | (142

p=%

Equation (A.42) shows that the force-noise bandwidth is set by 1/7, while the spin suscepti-
bility shapes the weighting across frequencies and generates sidebands at w,. In the quasi-
adiabatic limit (T,,, much larger than the polarization bandwidth), the resonator tracks these
fluctuations, so both its frequency shift and damping sample the full spin susceptibility across
frequency. This motivates the simplified model employed in main text Sec. 4.

A.2.4 Beyond linear response

For certain parameter regimes, the nonlinearities in Eqgs. (A.6)-(A.8) can lead to complex be-
havior in the stationary limit t — oo, including self-sustained motion, multi-stability, and limit
cycles [70,71]. In particular, the analogy with optomechanics is expected to break down when
the Rabi frequency is comparable to the spin dissipation: yG;zy, ~ 1/T,,1/T;. In that case, the
spins’ equilibration is not fast enough before they act back on the resonator, and spin-resonator
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Figure 4: Power spectral density (PSD) of the steady state of a simulated SiN mem-
brane resonator with zero frequency component removed [10] for different driv-
ing amplitudes z,, m = 5 x 107'2kg, wy/2n = 1.4MHz, G, = G, = 2MT/m,
G, = 1MT/m, N = 10° spins, T, = 100ys, T; = 50ms and resonant driving of
the resonator wy = wy.

timescales cannot be adiabatically separated. Effectively, the resonator motion then triggers
spin-induced nonlinear effects, such as a periodic time modulation of the Larmor frequency due
to the G, gradient (see main text Egs. (4)-(6)), with frequency wy. The resonator’s response
would then pick up higher frequency components not described by Eq. (A.18). While under the
linearized theory, the steady state value is time independent and equal to I, = I, we observe
the generation of higher order harmonics in the spectrum of I, [Fig. 4]. Note that in our sim-
ulations, we do not focus on the regime where higher excitation makes the spin-conservation
constraint (d(D}; I l_z) /dt = 0) relevant, which would lead to additional “many-wave mixing”.

A comprehensive examination of nonlinearities in our detection protocol is beyond the
scope of this manuscript; however, we offer a brief overview of the necessary approach below.
The impact of weak nonlinearities can be expressed by still expanding the solution for x(t)
with an ansatz of the form

x(t) = aq(t) +ug(t) cos(wqt) + vy(t) sin(wqt), (A.43)

which includes both the displacement by the driving field and small fluctuations, while keeping
the same ansatz for the spins in Eq. (A.18). We will account now for the nonlinear corrections
to this resonant behavior. The equations of motion for the ansatz amplitudes without lineariza-
tion read

w%aq +Gya, + Gyay +G,a, + Imag =0, (A.44)
a)(z)uq - wﬁuq + Thwqvg +2wqvg — Fg + Gty + Gyuy + Gu, + Intg =0, (A.45)
a)qu - wivq —2wqtg —Ihwqug Gy + Gyvy +G,v, + vy =0, (A.46)

for the membrane motion, and

1 ~ Gy Gz .
—a, +wpa, +Ga.a, —Gyaga, — ?(uquZ —VgVy) + ?(uquy +vgvy)+a, =0, (A.47)
2

1 > > > 5 .
Uy + oy, + gV, + Gaguy, + Gayug —Gagu, —Gaug+u, =0, (A48)
2

~

—wql, + Gzaqu + Gzayvq — Gyazvq —Gyav, +v, =0, (A.49)

1
T_Vx + vay

2
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1 . . G, G, ,
T—ay —wa, +Gaga, — Gyaqa, + ?(uquZ +Vgv,) — ?(qux —uqu,)+a, =0, (A50)
1 ~ - o o
T—uy + wqvy — iUy + Geagu, + Geauy — Gagu, — Guaug +u, =0,  (A51)
2
1 - ~ - .
?vy —wally + G, @, vy — wyVy + Gyeagv, — Ga, vy — Gyagv, +v, =0, (A52)
2
1 1 - i G, G, .
T—aZ —IOT— + Gyaga, —Gyaqa, — ?(uqu}, —VgVy) t+ ?(uqux +vgvy)+d, =0, (A.53)
1 1
1 - - - -
T—uZ + wgv; + Gyaqu, + G auy — Geayug — Geaguy, +1, =0,  (A54)
1
1 - - ~ .
sz —wqly; + G, agvy, + Gy a,vy —Geagv, —Gray vy +v, =0, (A55)
1

for the spin components. Note the shorthand G; = yG;.

The resonator’s susceptibility can then by found by (i) finding the steady states of
these equations, i.e. finding the roots of a system of coupled polynomials arising from
a; =u; =v; =dq = Uy = vy =0, and (ii) performing linear fluctuation analysis around
these solutions. These two steps can be facilitated by the use of the HarmonicBalance.jl pack-
age [39].

The frequency spectrum in Fig. 4 reveals that as the driving strength increases, the lowest
order nonlinear effect is the generation of a second harmonic at a frequency 2wy. Similar
equations to Egs. (A.44)-(A.55) can be similarly obtained for the amplitudes of an extended
ansatz that includes also the higher harmonic generated at 2cw,.

Considering fluctuation dynamics, significant non-Gaussian deviations, arising from non-
linear effects, become more relevant as noise strength increases, requiring higher-order cor-
rections to accurately describe frequency shift statistics. For sufficiently large noise, activation
between multiple stationary states may also occur, further modifying the system’s response.
The analysis of these effects falls outside of the scope of the current study.

B Relaxation

The spin lifetime T; of nuclear spins resulting from energy relaxation can vary strongly in
typical nuclear magnetic resonance (NMR) experiments, ranging from microseconds to days.
Our experimental situation is untypical, as we will probe nanoscale samples at low tempera-
tures and low magnetic fields. We do not need a very specific value for T;, as our analytical
results hold as long as I, < 1/T,;. To avoid speculation about the dependency of T; on field
strength and temperatures below 70K, we use the same value of T; = 50ms for all our simu-
lations. If needed for specific experimental situation, we envisage reducing T; by introducing
paramagnetic agents, such as free radicals or metal ions [72].

C Exact numerical simulations

To verify our theoretical predictions, we wish to numerically simulate our mean-field EOM
given by Egs. (A.6)-(A.8). Due to the large span of magnitude of our problem (entailed in
condition (i) the spins’ force on the resonator, 6F, is substantially weaker than the driving
force, i.e., |0F| < F,), we wish to rewrite the equations in a displaced frame where we sim-
ulate the fluctuations/deviations from the bare driven harmonic oscillator. We can use the
ansatz q(t) = qo(t)+6q(t), where qo(t) is the steady-state solution of a bare driven harmonic
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oscillator (without spins), given by:

F,
0= 2 cos (wqt +¢), (C.1)
m\/(—wﬁ +w2)? + wil2
I
¢ = arctan —% . (C.2)
—wi+ W
From here we can rewrite Egs. (A.6)-(A.8) without the driving term:
5.. . 9 . ﬁ')/
q——woéq—Fqu—;G-I+§(t), (C.3)
. 1
i, = —lex — oI, +7(q0+69) (G, I, —G,1I,), (C.4
. 1
Iy = _T_Iy + wLIx + Y(qO + 5q) (GzIx - Gsz) B (CS)
2
. 1
Iy = 3 (o)~ L) +1(q0 +59) (GeI, = GylL,) . (C.6)

Egs. (C.3)-(C.6) describe the system in the laboratory frame. We can now solve them nu-
merically using an explicit Runge-Kutta method of order 8, which is well-suited for handling
the large separation of timescales in the problem [45]. In our simulations, we use a reduced
(effective) quality factor Q¢ to reduce the simulation time. As the model does not explicitly
depends on I, the influence of the resonator’s quality factor is limited, provided one keeps
in mind condition (iii) imposing I, < 1/T;, T,. Interestingly, we notice that for I, & 1/T;,
the numerical simulations still lie very close to the analytical model. As an example, Fig. 2(a)
is obtained with a simulated quality factor Q. = 2 - 10* giving I, = 27 x 275Hz whereas
1/T; = 20Hz. Note, however, that this does not apply to I';, < 1/T,. We used Egs. (C.3)-
(C.6) for the Boltzmann polarization case.

However, this approach is not numerically efficient for very long time scales as required
for the statistical polarization case where we want to simulate for multiple correlation times
(for example tg,, = 1007). Indeed, to properly resolve the Larmor precession, the timestep
At is chosen to be 40 times smaller than the precession period, i.e. At =2m/(40cw;) ~ 5ns.
For a simulation of length tg,,; = 1007 = 5s, this requires 1 billion points to extract the
mean and variance of one trajectory. This is obviously a massive limitation to explore the
effect of parameters on the final frequency shift. To speed up our simulation, we use a version
of Egs.(A.6)-(A.8) where the spins are in a rotating frame at the Larmor frequency w; and
where the mechanics is in a frame rotating at the driving frequency wy. In these frames, the
spin precession as well as the mechanical motion is quasi static. The fastest frequency is now
given by 1/T, = 10kHz, giving now a timestep At = T,/40 = 2.5 yis, reducing the amount
of points by almost 3 orders of magnitude. The downside of going to a rotating frame is that
we have to neglect the effect of the magnetic gradient in the z direction (G,). However, we
realized that the effect of the aforementioned gradient is to produce a frequency jittering of the
Larmor frequency (due to the displacement of the resonator across it, modifying the Larmor
frequency of the spins). This effect is, nevertheless, completely negligible compared to the
frequency variance generated by the statistical polarization of the spins.

C.1 Rotating frame

We first present the rotating frame transformation for the mechanical resonator, we rewrite
0q as . .
6q = 6q; cos(wqt) + 6q, sin(wqyt), (C.7)
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with now 6¢, and 6¢, the quasi-static in-phase and quadrature components of the mechanical
displacement. The resonator EOM can be written as:

— —_ —_  — h ~

501 = 2605004 — (841 + 50004) + 21 (G - 1) cos(egt) + E(0), €8)
m

542 = 250104~ In(50> — 541 @) + 21~ (G- Dsin(wgt) + E(0), (C.9)

with (§ (t)E(t’ )) 2 kB 5(t —t’) [73]. Note that we use the rotating wave approximation
d

(RWA) to remove fast oscillating terms.
In order to remove the fast frequency terms cos(wyt) and sin(wq4t), we additionally write
the spins in the frame rotating at their Larmor frequency:

I, =1, cos(wt)—1I, sin(wt), (C.10)
Iy = I, sin(w t) + I, cos(wy t), (C.11)
f=1, (C.12)

As wy, and wy are close, i.e. |w; — wy| < wqy, we can now eliminate fast oscillating terms at
w;, + wy by means of the RWA once again, we get for the spins EOM:

- I,
=T I 2(@o +52) [Gy sin(wq — @)t) + Gy cos((wg — @ )t)]
2 (C.13)
~ 215016y cos((wq — 1)) = Gesin(wq — w)0)]
o f
I=—= 1 (@0 +842) [ Gy cos((wq — @ )t) — Gy sin((wg — wp)t) ]
T 2 (C.14)
— 21,541 [Gy sin((wq — w1)t) = G cos((wq — w)0)]
~ t) —7 - P— ~ . ~
Iz = % - g(% + 5q2)[Gx (Iy Sln((wd - wL)t) - Ix COS((wd - wL)t))
1
—G, (I si —w)t)+1, — )t
o 7 (sinCeoq —))+ [y cos((a—e)0) 1 s
- §5q1[Gx (), cos((wq — w1 )t) + I sin((wq — wp)t))
— G, (I cos((wq — wp)t) — Iy sin((wg — D) |,
with gy = Fy/(mwyl},) the rotating frame coherent drive.
Inserting the rotating frame spins in the mechanical resonator EOM gives:
84y = ~25q500a — T (541 +59504)
h ~ ~
+ %[Gx (Ix cos((wq — wp)t) — I, sin((wq — wL)t)) (C.16)
+G, (I cos((wq — wi)t) + Iy sin((wg — w)0) |+ E(D),
592 = 254104 — Tn(842 — 51 ®q)
h ~ ~
+ %[GX (Ix sin((wg — w)t) +1, cos((wq — wL)t)) (C.17)

+Gy (I sin((wq — w1)t) — Iz cos((wq — 1)) | + EO).

We see that all fast oscillating terms have been removed. Note that the gradient in the z
direction (G,) does not appear as we neglected its effect for the rotating frame (G, = 0). We
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then use the same explicit Runge-Kutta method of order 8 to numerically evolve our EOM [45].
In order to extract the frequency shift from the simulated data, we calculate the instantaneous
resonator phase ¢,,. In the rotating frame, it is given by:

To + 65
¢,, = arctan (—u) . (C.18)
6q,
We can then convert this phase to an instantaneous frequency shift with the relation:
Wo
bw=——"-"-"-7--—7, (C.19)
2Qeff tan(d)m)

with Q¢ the quality factor used for the simulation. Note that the frequency shift can also be

calculated using the relation:
Wo

ow= A¢, (C.20)
2Qef
where A¢p = ¢, — P SPI"S The latter phase ¢, SPINS i< the instantaneous phase of a resonator

without the spin-mechanical interaction. In our numerical simulations, we additionally evolve
a resonator without spin-mechanical interaction (G, = G, = G, = 0) and use both relations
to extract the frequency shift. A comparison of both methods is displayed on Fig. 6 showing
negligible difference in the frequency shift estimation methods.
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Figure 5: Single trajectory simulation for a single proton spin interacting with a
mechanical resonator with frequency wy = 27 x 5.5MHz. The Larmor precession
frequency w;, of the spin is detuned by +10kHz with respect to the mechanical res-
onator frequency. Quasi-static in-phase (a) and quadrature (b) components as de-
fined by Eq. (C.7). The same components are shown for a resonator without spin-
mechanical interaction. (c) Frequency shift calculated with Eq. (C.19). Spin compo-
nents (d) INX, (e f;, and (f) f; in normalized units. Parameters are identical as Fig. 2,
namely wg = wy = 21 x 5.5MHz, G, = G, = 6MT/m, G, = 1MT/m, m = 2pg,
T;=1=50ms, T, =100ps, N =1and Qg =2" 10%.
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Figure 6: Phase and frequency shift of a single trajectory simulation for a single pro-
ton spin interacting with a mechanical resonator with frequency wy = 27 x 5.5 MHz.
The Larmor precession frequency wy, of the spin is detuned by +10 kHz with respect
to the mechanical resonator frequency. (a) Phase shift of the mechanical resonator
with and without spin-mechanical interaction. (b) Corresponding frequency shift
using Eq.(C.19) and Eq. (C.20). (c) Comparison of (C.19) and Eq. (C.20) showing
rapid convergence and negligible frequency difference. The displayed data is from
the simulation showed in Fig. 5.

We can now simulate multiple trajectories by parallelizing the time evolution of the EOM.
This way, we can explore different sets of parameters, mostly the detuning between the spin
Larmor frequency and the mechanical resonator’s frequency. A single trajectory is shown on
Fig 5, it corresponds to the point with a detuning of 10kHz on Fig. 2. Note the fluctuating
frequency shift on Fig. 5(c) with a standard deviation of o, ~ 0.7mHz. As the fluctuating
part is much bigger than the static part (i.e. the statistical polarization is much greater than the
Boltzmann polarization), it is very hard to extract a precise value of the frequency shift mean
without simulating extremely long times. We get the Boltzmann polarization by simulating
the same parameters but turning the spin fluctuations “off”.

C.2 Magnetic tip simulations

To extract a meaningful value for the magnetic field gradients G;, we perform a numerical sim-
ulation of the magnetic field of a cobalt nanomagnet. The nanomagnet resembles a cylinder of
length L = 1 um and radius R = 50 nm. We are directly inspired by the nanomagnet presented
in Ref. [74]. We assume that the nanomagnet is pre-magnetized to 1 T and we apply an exter-
nal magnetic field. The latter is used to tune the region where the Larmor frequency matches
the mechanical resonator’s frequency; we want it to be as close as possible to the nanomag-
net in order to harvest the highest magnetic field gradients. Hence, the external magnetic
field can be in the opposite direction of the nanomagnet z-magnetic field depending on the
device investigated, as the required magnetic field for frequency matching can be smaller than
the nanomagnet-generated magnetic field. The nanomagnet magnetization should remain
roughly constant due to the shape anisotropy, which turns our Co cylinder effectively into a
hard magnet [74].

Figure 7(a) shows the absolute value of the magnetic field in the vicinity of the nanomagnet
(black rectangle) for the case of a SiN string with w,/27 = 5.5 MHz. In this case, we apply an
external magnetic field of 0.2 T in the opposite direction of the nanomagnet z-magnetic field.
The region where the Larmor frequency of the spins would be resonant with the resonator
mechanical frequency (w, = wg) is showed as a black line. We can then extract the magnetic
field gradients in the x and 2z directions of the spin reference frame. These gradients are
displayed on Fig. 7(b) and 7(c). In the optimal case, the sample would be in a region where
G, is maximal and G, minimal. In addition, the sample must be small enough so that it does
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Figure 7: Numerical simulation of a cobalt nanomagnet (black rectangle) pre-
magnetized at 1 T subjected to an external magnetic field of 0.2T in the z-
direction (bottom to top). (a) Absolute value of the magnetic field. The black
line shows where the magnetic field is resonant with the mechanical resonator:
YBy = w; = wy = 21 x 5.5MHz. The magnetic field gradients are calculated from
(a) and result in a G, (b) and a G, (c) component. Note that G, and G, are the
magnetic field gradients in the x and z directions of the spin reference frame (and
not the nanomagnet reference frame).

not overlap the right and left lobes otherwise the effect of the G, gradient would cancel out
due to the sign inversion of the latter.

From this simulation, we extract the value of the gradients used in the main text, namely
G, =G, =6MT/m (G, = G, by symmetry) and G, = 1MT/m.

C.3 Boltzmann vs statistical polarization

To justify the interest in looking at the statistical polarization of the spins instead of the Boltz-
mann polarization, we can easily plot the different values for a range of temperature and
number of spins in the sample. The Boltzmann polarization is given by Eq. (A.5) whereas the
statistical polarization is given by o'5;, = %m [33]. The comparison is shown in Fig. 8 for the
string resonator presented in this work. The black dashed line shows the case of 10° spins. It
is clear that for samples containing fewer spins the statistical polarization would allow a much
stronger signal than the Boltzmann polarization in the same conditions.

D Experimental sketch

In Fig. 9 we propose an experimental geometry for the measurement method we describe. We
choose a patterned membrane as the mechanical oscillator platform, as used in various recent
experiments [23]. The hole pattern allows creating a phononic shield to enhance the quality
factor of the resonator [10]. The sample of interest, illustrated as a single spin for simplicity,
is placed on the membrane surface.

A green laser beam indicates optical driving and interferometric readout. An AFM tip (not
vibrating) serves as a scannable magnetic probe for imaging. The tip surface is magnetized
with a ferromagnetic coating, as symbolically indicated with a small bar magnet. The whole
apparatus is embedded in a tunable field B, provided by a superconducting magnet.
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Figure 8: Boltzmann polarization compared to the statistical polarization for different
numbers of spins in the sample and different temperatures for the string resonator.
The black dashed line represents a sample of 10° spins.

Figure 9: Artist’s view of a spin system (red) placed on a mechanical oscillator (thin
patterned membrane) interacting with magnetic field gradient. See main text for
details.
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