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Abstract

Searching for CP violation in Higgs interactions at the LHC is as challenging as it is
important. Although modern machine learning outperforms traditional methods, its re-
sults are difficult to control and interpret, which is especially important if an unambigu-
ous probe of a fundamental symmetry is required. We propose solving this problem by
learning analytic formulas with symbolic regression. Using the complementary PySR and
SymbolNet approaches, we learn CP-sensitive observables at the detector level for WBF
Higgs production and top-associated Higgs production. We find that they offer advan-
tages in interpretability and performance.

Copyright H. Bahl et al. Received 2025-07-15 ®
This work is licensed under the Creative Commons Accepted 2026-01-14 ek
Attribution 4.0 International License. Published 2026-02-11 updates.
Published by the SciPost Foundation. doi:10.21468/SciPostPhys.20.2.040
Contents
1 Introduction 1
2 Symbolic regression 2
2.1 PySR 3
2.2 SymbolNet 4
3 (CP-odd observables for WBF-Higgs production 8
3.1 Optimal CP-observable 8
3.2 Events and training 9
3.3 Results and formulas 10
4 Collin-Soper angle for ttH production 13
4.1 Events and training 15
4.2 Results 17
5 Conclusions 23
A Building CP-odd observables in ttH 24


https://scipost.org
https://scipost.org/SciPostPhys.20.2.040
http://creativecommons.org/licenses/by/4.0/
https://crossmark.crossref.org/dialog/?doi=10.21468/SciPostPhys.20.2.040&amp;domain=pdf&amp;date_stamp=2026-02-11
https://doi.org/10.21468/SciPostPhys.20.2.040

e SciPost Phys. 20, 040 (2026)

B Test statistics for asymmetry 26
C Loss function for Collin-Soper angle reconstruction 27
D Formulas for the Collins-Soper angle 27
References 31

1 Introduction

More than ten years after the discovery of a SM-like Higgs boson [1,2], many questions about
its nature remain unanswered [3]. A particularly interesting property of the Higgs boson is its
CP nature. Any deviation from a fully CP-even coupling of the Higgs to other SM particles
would constitute a clear signal of BSM physics and could give us insight into how the matter-
antimatter asymmetry observed in the Universe is generated [4,5]. Although the rapidly grow-
ing LHC datasets allow for increasingly precise measurements, they also pose challenges for
experimental analyses. First, data analysis techniques need to process huge datasets in a rea-
sonable amount of time. At the same time, they have to work with sparse amounts of data
to identify rare processes against the large background and study their properties. Finally,
analyses need to cover large portions of phase space and BSM parameter space.

In recent years, various modern machine learning (ML) approaches have been developed
to address these problems, offering an excellent compromise between speed, accuracy, and
data efficiency. One goal is to construct an observable that gives optimal sensitivity [6-8] to,
for instance, C’P violation in the Higgs sector. At parton level, the Neyman-Pearson lemma [9]
gives an exact definition of the optimal observable. However, it is much harder to define
once we include parton showering, detector resolution, and uncertainties in the reconstruc-
tion algorithms [10]. This issue can be approached using ML methods with very convinc-
ing results [11-19]. These powerful numerical methods do not lead to an analytic expres-
sion, so formulas for reco-level optimal observable are only known in rare cases, such as
Pr,j,P1,j, Sin(A¢;;) in the context of VBF production [20].

In addition to pure performance, the interpretability and control of ML-approaches is im-
portant in particular when it comes to probing fundamental symmetries. Interpretability can
be achieved in a number of ways. For example, Shapley values allow to extract the relative
importance of input parameters on ML-outputs [17,21,22]. However, they fall short of ana-
lytic equations. Symbolic regression (SR) allows us to extract the shape of a function and its
parameters from data. In addition to theoretical insights, a single equation is fast to evaluate,
and it simplifies reinterpretation. It is especially interesting in the context of symmetries as
their conservation — or violation — will be imprinted in the function. In spite of its potential,
SR has only been sparsely used in LHC physics so far [20,23-29].

In this work, we show how SR can be used for detecting C'P violation in the Higgs sector.
In particular, we demonstrate how it can be used to construct optimal CP-odd observables and
to reconstruct parton-level CP-sensitive observables from reconstruction-level data. Through-
out the paper, we compare results derived using two complementary SR-approaches. First, we
use PySR [30], which is based on the concept of evolutionary algorithms. Second, we use an
enhanced version of SymbolNet [31], which relies on a sparsely connected neural network.
After training, the NN resembles a fixed analytic equation that can be extracted. Alternative
tools include ATl Feynman with its improved reconstruction thanks to the recursive simplifi-
cation and LASR [32], which uses large language models to accelerate SR.
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In Section 2, we first introduce the concept of SR and the functionalities of PySR and
SymbolNet in detail. Then, we employ both algorithms to find an optimal CP-odd observable
in VBF Higgs production in Section 3. Afterwards, Section 4 deals with reconstructing the CP-
sensitive Collins-Soper angle cos 8* with an analytic expression at the reconstruction level. We
conclude our findings in Section 5.

2 Symbolic regression

At the core of physics stands the claim that observations can be understood mathematically.
For a set of data points from an experimental measurement, there has to be a function f(x)
that describes the distribution of those points. In some cases, the approximate form of f(x) is
known. For example, decaying particles are described by

N(t)=a-e b +c. (D

The unknown parameters a, b, ¢ can be inferred from the data.

In the absence of a priori information about f (x) this method fails. On the numerical side,
neural networks and on the analytic side symbolic regression (SR) do not assume a specific
class of functions. Both determine a general function from a minimization problem

A

f =argmin E(Y,f(X)) s (2)
feF

where Y € RNaaa (Y € [0, 1]Ne) are the labels in a regression (classification) task with Ny,
data points, and X € RNeNs are the inputs with N features. For SR, F is the function space
spanned by a set of basic operators defined by the user.

Solving Eq. (2) is a challenging, NP-hard problem [33]. Advanced methods are needed
to determine f in a reasonable amount of time. SR algorithms have been shown to be able
to tackle this problem for example by inferring well-known astrophysical formulas [34-36]
and in cosmology [37]. In the following, we compare two different SR-approaches, PySR and
SymbolNet, for different tasks.

2.1 PySR

PySR [30] is a Python module for symbolic regression that builds on an evolutionary algo-
rithm and performs multiple evolutions at once. The formula finding happens via an inner
and an outer loop. The inner loop corresponds to a single evolutionary algorithm with some
modifications to speed up the training and improve the performance. The outer loop consists
of a training part, where multiple populations evolve independently, and a migration part, in
which the populations exchange expressions.

For the evolutionary algorithm defining the inner loop, formulas are represented by trees.
Two simple examples can be seen in Fig. 1. The outermost leaves are variables and constants,
combined by mathematical operations. These consist of unary and binary operations, either
modifying a single leaf or combining two leaves, respectively.

A population consists of a number of formula trees. Modifications to a single member
of the population happen via tournament selection, where a subset of trees is compared by
fitness. The fitness is determined by an objective function acting on the data. A single tree is
chosen with a probability proportional to its fitness, to be cloned and modified in the next step.
Modifications can include optimization of constants, simplification, mutation of a single node,
and a crossover operation. In the latter, two trees exchange part of their structure, as shown
in Fig. 2. The new formula tree replaces the one with the lowest fitness in the population.
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In contrast to other evolutionary algorithms, PySR can use simulated annealing, where
modifications of the trees can be rejected. A mutation is accepted according to the probability

Ly—L,

b =¢exp 3)

Here, Ly — L; is the fitness difference from the modification, T € [0,1] is the temperature,
varied during training, and a is a hyperparameter controlling the strength of the annealing.
We use a modified version of Eq. (3) [20], where the rejection probability reads
Ly—1L;
aTLi

p =exp 4
It does not reject functions with a better shape, but poorly initialized.

Furthermore, PySR alternates between evolution phases during which trees are primarily
mutated and those during which they are primarily optimized. The mutation phase diversifies
the population and finds expressions requiring an intermediate state, which would otherwise
be simplified. The optimization phase improves the performance of the algorithm. Recently,
PySR introduced an adaptive parsimony. The parsimony parameter punishes the complexity
of the formulas via a regularization term. Adaptive parsimony instead punishes complexities
appearing more often in the population. This forces the algorithm to learn formulas of all
complexities and explore a broader range of functions. Because the evolution of a population
is achieved via the inner loop. the training of multiple populations can be parallelized.

In the outer loop, after a fixed number of iterations, the populations communicate and
migrate members between them. The overall fittest members of each complexity are stored in
the hall of fame. From here, expressions can also migrate to the populations. At the end of the
training, the formulas stored in the hall of fame are returned. The final formula is determined
by selection criteria such as the highest score evaluated by PySR, or the lowest overall loss.

PySR is powerful and highly customizable, outperforming other algorithms designed for
similar problems [30]. Its limitations appear for a large number of input features, or when
a formula of high complexity is needed. Here, evolutionary algorithms struggle to converge
within a limited time. Furthermore, the tree representation cannot be straightforwardly ex-
tended to other structures, like 4-vectors.

. 3
1.4 21 +sinxy T3

Figure 1: Exemplary function trees displaying the functions 1.4 x; +sinx, and xg in
PySR.
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Figure 2: A crossover operation in which the red-dashed part of the original tree has
been exchanged with the black-dashed part of another tree. As a result the formulas
are modified to x5 + sin x, and (1.4 x;)3.

2.2 SymbolNet

The fact that evolutionary algorithms do not perform well for high-dimensional parameter
spaces motivates the use of backpropagation. SymbolNet [31] starts with a fully connected
multi-layer perceptron (MLP) and replaces the activation functions with mathematical oper-
ators. They either modify a single node or combine nodes. The hidden layers are dubbed
symbolic layers. During the so-called sparsity training the mathematical operators and the
connections between nodes can be pruned to create a sparsely connected network. This pre-
vents overtraining and simplifies the output formula for improved interpretability.

We change SymbolNet in two ways. First, we adapt it to support 4-vectors by adding a
vector dimension to the nodes. All operations are applied to the 4-vectors element-wise, and
the vector dimension is collapsed in a specialized symbolic layer. This vectorized SymbolNet
requires extra checks because some mathematical operations can turn the 4-vectors unphysical.
Second, we divide the training into three steps, to prevent gradient instabilities:

* default training, where only the usual NN weights and biases are trainable;
* mixed training, where every non-auxiliary parameter is trainable [31]; and
* sparsity training, only allowing for pruning of operators and connections.

The core of SymbolNet are two TensorFlow custom layer classes, the input layer and the
symbolic layer. They come with trainable and untrainable weights and thresholds, which are
summarized in Table 1 and are explained in the following.

The input features X;,, are associated either with an auxiliary weight vector or with a thresh-
old vector. The weight vector entries are not trainable and fixed to one. The threshold vector
is clipped to the range [0, 1] and trainable during sparsity training. The input layer prunes
input features which are not relevant for the training via

Xin - Xine(1 - Tin) . (5)

Without sparsity training, the input layer simply passes the input to the first symbolic layer.
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Symbolic layers are split into two parts. The first one is a linear combination of the in-
coming features associated with the usual weights and biases of an MLE complemented by
threshold matrices. The default weights are initialized using a random uniform distribution,
while the thresholds are initialized to zero. During default training, only the weights and bi-
ases are trainable, while in the sparsity setup, only the thresholds are. In the mixed setup, all

four parameters are trainable. Pruning is implemented as

wi; = wi0(|lwij| —t,;5),

b; = b;0(|b;| —tp,;).

sin

cube

@)
K Symbolic Layorj

6)

Figure 3: SymbolNet architecture with a single symbolic layer. The input parame-
ters are linearly transformed to an input representation for the symbolic layer. The
mathmatical operations are applied in order, and the output of the symbolic layer is

linearly transformed to the final prediction.

Table 1: Parameters used for the training of SymbolNet alongside their dimension,
possible values of their components, and the phases in which they are trainable. n;
and n, are the number of unary and binary operators in the layer, while m = n¢ +2n,
and k = ny +ng. [, ' = {1,4}, depends on the type of symbolic layer. D, M, and S
stand for the training phases: default, mixed, and sparsity.

Layer Description Label Dim. Values Trainable | Dim. of trafo
Input weights Wi, Nin 1 X nj, % 1
Input layer e x1
Input thresholds Ti, Ny [0,1] M, S in
Weights w nxmxl R D, M
Linear trafo W61ght thresholds TW nxmxl R* M, S nxl
in symbolic layer Biases B mxl R D, M —-mxl
Bias thresholds Ty mxl R* M, S
Unary weights Winary ng 1 X
Symbolic trafo Unary thresholds  Typary ng [0,1] M, S mxl
. . /
in symbolic layer | p. o ry weights  Wyinary n, 1 y —kxl
Binary thresholds  Tpipary ng [0,1] M, S



https://scipost.org
https://scipost.org/SciPostPhys.20.2.040

e SciPost Phys. 20, 040 (2026)

In the second step, the output of the linear operation is passed to a set of pre-defined math-
ematical operations. This replaces the usual MLP activation. The operations are split into
unary and binary operators. Similarly to the input features, each unary (binary) operator is
associated with an untrainable auxiliary weight and a threshold, where the latter is trainable
during sparsity training. They are pruned via

fi(a) - fi(a) 9(1 - tunary,i) +a (1 - 9(1 - tunary,i)) )
gi(a; b) - gi(a: b) 9(1 - tbinary: l) + (a + b)(l - 6(1 - tbinary:i)) .

(7)

Unary operators are simplified to the identity if the threshold parameter exceeds one, while
binary operators are simplified to an addition. In the special case of a symbolic layer that takes
vectors as its input and returns scalars, the pruning implies masked operators return zero,

fila) = fi(a) 6(1— tunary,i)a

. (8)
gi(a: b) - gi(aJ b) 0(1 - tbinary; l) .

For our vectorized SymbolNet, we split the symbolic layers into three types, depending
on their input and output dimension, and illustrated in Fig. 4.
* V =V layers:

Input and output of the symbolic layer are 4-vector-like objects. All operations are ap-
plied element-wise, with the exception of the Lorentz boost

g(pi, p;) € {boost(p;|p;), ...}, 9

which boost the vector p; to the frame p; and which is unique to the V — V layer. There
is no restriction to the number of V — V layers in SymbolNet.
* V — S layer:

Next, the 4-vector-like objects are transformed to scalars. Possible unary operators are

f(P)E {pO:px>py:pz:”p||3:”p||4} . (10)

The p; pick a component of the vector, ||p||3 computes the Euclidian three-vector norm,
and ||p||4 the Minkowskian norm. The binary operators consist of the three-vector and
Minkowski products

g(pi,p;) € {{pi X pj)3, (i X Pj)a} - (11)

Exactly one V — S layer is required in the vectorized SymbolNet. All operations in this
layer are unique to it.

* S — S layers:
They correspond to the default SymbolNet layers and only work with scalar quantities.
Any number of these layers may be used.

* Qutput layer:

The final symbolic layer in the network is an S — S layer that only consists of a linear
combination R" — R and no further unary or binary operations.
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Figure 4: illustration of a vectorized SymbolNet structure. The input 4-vectors are
transformed via one of each layer types to the final prediction.

During backpropagation, the step function responsible for masking the operations is re-
placed by the derivative of the sigmoid function

do(x) N Ke **

ix 1)’ with x=5. 12)

The training loss is
L= [’base + 'Csparse ) (13)

where L}, is the default loss, i.e. Mean Squared Error (MSE) or the cross-entropy. The addi-
tional sparsity loss controls the dynamic pruning and is set to zero during the default training.
It is given by

_ X weight . aux
Esparse - ﬁerrorD (Sweighta Qweights d)Ethreshold + ‘CerrorD (sauxa Qaux> d) threshold * (14)

The target sparsities and the aggressiveness of the pruning are controlled via the decay factor

d
D(s;a,d)zexp[—(#n(sa)) +1] , (15)

where s are the current sparsity values, a the target sparsities set by the user, and d is con-
trolling the aggressiveness of the pruning. We use the default choice d = 0.01. To encourage
large threshold values, we use

weight 1 Z —ty,;
'Cthreshold T e ", (16)
weight
(i bi } 1 Naux
aux={input,unary,binary} __
L threshold =€xp Z taux,i . 17)
aux

3 (CP-odd observables for WBF-Higgs production

In order to conclusively test CP for example in WBF Higgs production, one needs to learn and
employ the optimal CP-odd observable for this process. The standard theory framework for
this question is the dimension-6 SMEFT operator

Caw

T 71 Tuy
Tz P WL, W, (18)
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where ¢ is the Higgs doublet, W the SU(2); field strength, W its dual, and I the SU (2);
index. Two more dimension-6 operators induce CP violation in WBF Higgs production at the
tree level,

apTgoEWB“", and (pTTI(pWZWBMv. (19)

All three operators induce the same Lorentz structure in the HZZ coupling, but only ¢,
affects the HWW coupling. This is why we can stick to ¢y for simplicity. In this study, we
consider the H — yy decay channel, taking into account also the effect of ¢,y on the decay
rate.

3.1 Optimal CP-observable

Considering a process with a contribution proportional to the CP-violating coupling 6, we can
write the squared amplitude as

|M|2 = |~/\/1C79—even|2 + 26Re [MCP—evenMép_odd] + 92|MCP—odd|2 . (20)

The first and last terms are effectively CP-even, while C'P violation only appears through the
interference. Correspondingly, we split the single-event likelihood into a CP-even and a CP-
odd part,

1 dio(x|0)

p(x|0) = o(@)  dxd

= p(x]0) + po(x]0). (21)
Here o(0) is the total cross-section and d?c/dx? the differential cross section with respect to
the observable x. The optimal CP-odd observable for a given 6 is [7]

WePp-odd = Bo. (22)

e

Using ML, a classifier converges to this optimal observable when trained to distinguish two
samples with finite values 6. Using Eq.(21) we can generate the two samples drawing from
p.(x]0) £ p,(x|0), so the Neyman-Pearson-optimal classifier is

Pe(x10) + po(x]6) _ 1+ 0cp.oaa()
Pe(x]60) + po(x|0) + p(x|0)—p,(x|6) 2
= Wep.odd(x) =2D(x)—1. (23)

D(x) =

This strategy can be applied for any classifier, including boosted decision trees (BDTs) [15].

Using symbolic regression has the advantage that we can check analytically if the learned
observable is indeed CP-odd. To define the classification task we assign the label ‘1’ to the
sample with positive ¢, and ‘0’ to the sample with negative c,y;. The classifier output is
mapped to the interval [0,1] as

D(x) = sigmoid (d(x)), (24)

where d(x) is the analytic expressions we target with symbolic regression.  Since
2sigmoid(x) —1 is odd under x — —x, the CP-properties of d and wep_oqq are the same.

To improve the training we add an additional term to the cross-entropy loss L, penalizing
non-CP-odd observables,

nep

a
L=Lcg+— Y [dx)+d(xP)], (25)
e ncp;[ (x) +d(x{7)]
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where xfp is the CP-transformed input. The sum runs over nzp phase space points and o

balances the two loss contributions. If d is CP-odd, then d(xl.cp) =—d(x;) and £ = L.

At this point a difference between PySR and SymbolNet becomes relevant: PySR starts
with simple expressions and generates more complex expressions over time. The additional
CP-odd loss of Eq.(25) prevents the generation of non-CP-odd formulas. While this prevents
C’P-even equations as intermediary mutation steps, we find this to not affect performance.
In contrast, SymbolNet starts from a complicated expression and prunes it over time. The
C’P-odd loss term does not necessarily result in CP-odd formulas.

3.2 Events and training

We generate leading-order events for the hard process

pp—H,jj, (26)

using MADGRAPH5 AMC@NLO 3.5.0 [38] with the SMEFTsiM UFO model [39,40]. For the
parton shower, we use PYTHIA8 [41]; for the detector simulation, DELPHES [42]; and for the
jet clustering, FASTJET [43]. We generate data for 11 different scenarios,

cyiw € {0,%0.1,%0.25, 0.5, 0.75, +1} . (27)

Unless mentioned otherwise, we use 250k events for training and testing as well as 100k events
for validation. For the analysis we require exactly two photons and at two tagging jets and
impose the pre-selection cuts

pr,
m,, =110 ... 140 GeV, %2 > 0.35,0.25,
Myy (28)

The Higgs 4-momentum is reconstructed from the two photons.

Following Sec. 3.1 we train our WBF C’P-odd observables through a classifier to distinguish
events with positive and negative c,;. We apply a sigmoid function to the learned formulas
to ensure D € [0, 1]. In our training, we use

Prj mj;
{ Xjy, = ;_1;2 M Pir> ANy Ay, x5 = m—: Xp = %’ N> Ph } @9
for jets ordered in p; and with m; = 125 GeV.

For PySR, we train for 500 iterations with a maximum complexity of 60 using sine, cosine,
absolute value, exponential, logarithm, sine hyperbolicus, cosine hyperbolicus, addition, mul-
tiplication, and division as operators. After training, we optimize the numerical constants. As
our SymbolNet network, we use two symbolic layers with the functions sine, cosine, absolute
value, square, square root, multiplication, and division. We here use non-vectorized symbolic
layers since the number of input features is comparably small. We train the network for 1000
epochs with ajpye = 0.6, Ayeight = 0.6, Qynary = Apinary = 0.3. No afterburning is necessary,
since the loss minimization already optimizes the numerical constants.

3.3 Results and formulas

In addition to the wep.oqq distributions, we also compute the bin-wise asymmetry

+_ N +_
N;" —N; . N = #[wep-oddi> Wep-odd,i+1] >
—_— Wlth

1
i — _ > — (30)
" NP+N; N; = #[—wep-odd it1, —@ep-odd,il -

10
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Figure 5: Normalized distribution of py ; prj, sin A¢j; (left) and its bin-wise asym-
metry A defined in Eq. 30 (right) for the SM (corresponding to ¢, = 0) and

Crv = +1.

For the statistical uncertainty of the 4; we use an integrated luminosity of 300fb™!. Details
on the calculation of the standard deviations can be found in App. B.
In the left panel of Fig. 5 we show the observable

1 .
—P1,j,Pr,j, SINAQ;;, (31)
my,

the most sensitive CP-odd observable at the parton level for small ¢, [11,20,44,45]. It
provides a baseline for our symbolic regression. While the SM distribution is symmetric around
zero, the distributions with CP violation are asymmetric.

The relation between CP and this bin-wise asymmetry is confirmed in the right panel of
Fig. 5. The SM distribution is symmetric, with small statistical fluctuations. For c, = 1 we
see a positive asymmetry, while for ¢, = —1 the asymmetry also changes sign. The higher
bins feature a larger asymmetry in comparison to the inner bins, but with a larger statistical
uncertainty, suggesting that there will be a sweet spot for the analysis.

Our learned formulas from PySR and SymbolNet are evaluated in the left panels of Fig. 6.
Both are very similar, the SymbolNet distribution being slightly wider than its PySR counter-
part. Both reflect the CP-odd nature, with a symmetric SM distribution and the asymmetric
but mirrored outcomes for ¢, = +1. Compared to prj prj, Sin Ag;; in Fig. 5, the PySR and
SymbolNet distributions are wider and have less separation around zero. The analysis power
of the learned formulas is illustrated in the right panels of Fig. 6. Both formulas have the
largest asymmetry for the highest bins, while the most significant bins are in the middle.

Finally, we can confirm the C’P-odd nature of the learned formulas from the analytic forms,

dPySR —

B 0.3080x, log Anj; +log Anj;; sinh(x;, —2.5977) + 0.3080 sinh x},
x;j, log An;; + sinh xy,

5

+0.6047

dSymowlet — 071546 ;[ —0.348(0.561x;, — 0.25A7;; +0.0315x;; +0.746x,) — 0.27 |

[0.0493(0.603A7,;; —0.0811x ; — x;,)? (32)

—0.6540.463x), +0.477An;; +0.373x;, |
—0.134sin(—0.555A7);; + 0.345x;; + 0.443x,)

—1.82c0s(0.6424¢ ) |,

11
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Figure 6: Performance of the learned formulas for the CP-odd observable from PySR
and SymbolNet (left) and their bin-wise asymmetries A (right).

where we color the CP-odd part, to confirm that the learned observables are actually CP-odd.
We observe that a simple CP-odd structure is multiplied by a more complex CP-even func-
tion, retaining the CP-odd nature of the overall expression. While for PySR, we explicitly
enforce this by including the CP-odd loss contribution, we do not include it in the SymbolNet
training. As we will see below, a CP-odd loss destabilizes the training. By construction, the
learned SymbolNet formula does not have to be CP-odd, and the formula learned in another
SymbolNet run — using the same settings — confirms this,

dSymolet — —0.19[0.87A¢ ; +0.063xy || —0.66x;, +0.050A¢ ;; —1.1x;, —0.02¢ |

—0.655in[0.49x;, + 0.23A¢ ; +0.28x;

—(0.082A¢ ; +0.0059x;,)(0.66x}, —0.05A¢ j; + 1.1x, + 0.02¢3)
+(0.35A¢);; +0.18x;,)(—0.60x, — 0.66A¢);; — 0.36x3) (33)

+0.42c05(0.50x, — 1.3A¢); +0.46x;,) |
+0.62¢0s[0.50x;, — 1.3A¢; +0.46xy, |.

Even though it discriminates the SM data better from the ¢, = %1 cases, it is not CP-odd,
so a deviation from the SM based on this observable is not a unique sign of CP violation.
From the bin-wise asymmetry we can calculate significances for 300fb™}, as detailed in
App. B. These significances are listed in Tab. 2. The significances for negative c,; are identical
to their positive counterparts. For comparison, we also show significances from a numerical
BDT, trained using XGBoost [46]. As we know from our two SymbolNet formulas, the BDT
observables can have C’P-even components enhancing the signal significance. However, this
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Table 2: Significances for distinguishing the dimension-6 hypothesis from the SM,
evaluated using the various learned CP-odd observables.

| o(cyiw =1vs. SM)  o(cy = 0.25 vs. SM)

Pr;Prj,sinAg; | 6.76 2.43

trained on ¢y = £1 |
PySR 6.98 2.47
SymbolNet 7.07 2.49
BDT 6.71 2.36

trained on ¢, = +0.1

PySR 7.07 2.43
SymbolNet 1.67 0.82
BDT 3.27 1.26
50F ' ' ' ' M
® PySR :
40} SymbolNet R
e BDT y
30r  Trained on: .
~ ) T
> X ey = H0.1 e
00 6 cpm=+1 4
O 3T x4
* X
X
0 L ¥ % 4
0.0 0.2 0.4 0.6 0.8 1.0
Cuw

Figure 7: Dependence of the test significance on cy;. For the diamonds, the observ-
ables are trained with ¢, = £1, while for the crosses the observables are trained
with ¢, = £0.1. For the two lowest ¢4 values, the blue crosses are hidden behind
the diamond markers.

does not imply a higher significance of discovering CP violation. While we can check this
artifact for the formulas from PySR and SymbolNet, this is not possible for a BDT or neural-
network classifier.

The significances quoted for ¢,z = 1 vs SM lie around 7 o for the case where the training
data is with ¢, = £1. The learned SymbolNet and PySR formulas slightly outperform the
classic pyj prj, sin Ag;;. Training on ¢y = £0.1, i.e. with a much smaller CP-odd contribu-
tion, the performance of the SymbolNet and BDT observables drops. In contrast, the PySR
formula is robust to the less sensitive training data. For a weaker signal, ¢, = 0.25, but
still trained on ¢, = £0.1, the typical significances shrink to around 2.5 o, but the perfor-
mance pattern of the different approaches remains, i.e. PySR performs better than the BDT
and SymbolNet.

In Fig. 7 we investigate the dependence of the performance of the learned formulas on
the size of ¢, in the training data. It confirms the pattern observed in Tab. 2 — since PySR
builds formulas from simple to complicated, it is very efficient even for little CP violation in
the training data. The PySR y?2 values are stable for formulas trained on Cyw =+0.1 ... 1.
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Figure 8: Test significance as a function of the training statistics. The label CP indi-
cates the additional C’P-odd loss of Eq.(25). The curves are averaged over four runs
with the orange and blue bands indicating the minimum and maximum performance.

In contrast, the SymbolNet and BDT performances suffer for less CP violation in the training
data.

The efficiency of PySR is also helpful if the amount of training data is reduced. This is
shown in Fig. 8, where we vary the amount of training data with ¢, = £1 and show the
significance for distinguishing ¢, = 1 from the SM. We show two curves for which the ob-
servables are learned with and without punishing non-CP-odd formulas. The learned PySR
formulas offer good performance for as little as 1000 training events. Punishing non-CP-odd
formulas during the training does affect the performance, but it ensures that the learned for-
mulas are actually CP-odd.

SymbolNet requires ten times more events than PySR to reach a performance plateau.
Punishing CP-odd formulas decreases the SymbolNet performance significantly, because the
algorithm starts with a complicated and not CP-odd formula. The CP-odd loss then domi-
nates the combined loss, which can only be effectively reduced by deactivating elements of
the network early on. These elements, however, can be important for the actual differentia-
tion between the ¢, = 1 samples, worsening the performance if including the CP-odd loss
contribution. Finally, the BDT does not reach the data efficiency of PySR, either.

4 Collin-Soper angle for ttH production

Top-associated Higgs production allows to test for CP violation through the dimension-4 cou-

pling [47]
e

V2
where c; and ¢, describe the CP-even and CP-odd contributions to the coupling, respectively.
t is the top-quark field; and H, the physical Higgs field.

The corresponding CP angle is

DLy = — E(Ct +iys¢)tH, (34)

Ct
tana, = —, (35)
Ct

and a value of 45° approximately corresponds to the current experimental limits [48-51].
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This modification of the SM top-Yukawa interaction, which is recovered by setting ¢, = 1
and ¢, = 0, is generated by the dimension-6 SMEFT operator

Ctd) + = ~
F(‘P ©)(Qstrp), (36)

where Q5 is the third-generation quark-doublet and ty the right-handed top-quark field. The
relation between c,4 and c,/¢; can be found e.g. in Ref. [52]. Besides the modification of
the Higgs—top interaction above, this operator also introduces a Higgs—-Higgs—top interaction,
which is, however, irrelevant for ttH production.

The top-Yukawa interaction of Eq.(34) gives rise to three terms in the squared matrix ele-
ment, just like in Eq.(20),

2 2 2 ~ ~2 2
IMizul? = 2 IMep.evenl® + 26,6 Re[ MepevenMisp o ] + EIMepoaal®- (37)

The terms proportional to the squared coupling modifiers are CP-even, while the interference
term is CP-odd.

At the LHC, CP information about the top-Yukawa coupling is primarily obtained from
CP-even, but CP-sensitive, observables. CP-odd observables probing the interference term
are numerically suppressed [53,54]. We also show in App. A that learning optimal CP-odd
observables does not boost the sensitivity to an observable level.

A powerful CP-sensitive observable is the Collins-Soper (CS) angle [54-58]

- g B
AR

which is the angle between the tt system and the beam axis n in the tt rest frame. Measuring
it requires a reconstruction of the tt system and is therefore challenging. We train symbolic
regression models to reconstruct 8* from the final-state momenta, so we can assess CP infor-
mation without explicitly reconstructing both top quarks.

(38)

4.1 Events and training

We use MADGRAPH5 AMC@NLO 3.5.4 [38] to separately generate leading order events for
pp — ttH, and pp - ttH+7, (39)

production. The events are scaled to the NLO rate via a constant K-factor of 1.13 [59]. CP vio-
lation in the complex top-Yukawa coupling is introduced via the HC_NLO_XO0 UFO model [47].
The semi-leptonic top decays are simulated with MadSpin [60]. The events are at parton level,
but we will discuss approximate detector effects later. The acceptance cuts are minimal [61],

prj> 15 GeV, and Injel <4. (40)

The PySR and SymbolNet training datasets contain the 4-momenta of each final state particle,
normalized by the top mass, to obtain dimensionless quantities of order one. PySR takes
individual 4-vector components as input, while SymbolNet takes the entire 4-vector. Since
we decay the tops semi-leptonically, we assume that the b-jets have been correctly assigned to
the lepton and the light quarks.

To assess the performance in reconstructing 68*, we define six benchmark scenarios for the
information given to PySR and SymbolNet, listed in Tab. 3. The first two scenarios include
the full kinematic information at parton level, but in different rest frames. From scenario 3
on, the full neutrino momentum is replaced by E?iss. Scenarios 4 and 6 include an additional
hard jet, while scenarios 5 and 6 approximate limited detector resolution via smearing. For
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scenarios 1 and 2, where the full kinematic information is available, we use an MSE loss as
Lpase- Otherwise, we use an inverse Gaussian loss

832
_ -3 ’ 1)

9 (max(y) _ min(y))2

(o) (o)

EInVGaussian =1—exp

with o = 8, which is more robust against outliers. Details on this loss function are provided
in Appendix C.

For the training of PySR, the hyperparameters are slightly varied depending on the sce-
nario. In scenario 1, we train for 200 iterations and allow a maximum complexity of 60. The
functions given to PySR are the square, square root, addition, and division. For the other
scenarios, we expand the functions to also include the sine, cosine, sine hyperbolicus, subtrac-
tion, and multiplication. Furthermore, the training iterations are raised to 2000 (3000) and
the maxsize to 50 (60) in scenarios 2 to 4 (5 and 6).

Ensuring a stable training of SymbolNet is non-trivial, because the activation functions
are replaced with various mathematical operations. Furthermore, the sparsity training can
quickly lead to gradient instabilities due to the sudden jumps in the loss when a threshold is
reached, pruning a weight or an operator. To improve the training, we split it into the three
stages introduced in Sec. 2.2: First, we train with disabled sparsity thresholds, corresponding
to a default MLP training. We found that a small initial weight initialization with a uniform
distribution over [—0.02,0.02] gives the most stable results.

After this training, the network with the lowest validation loss is passed to the mixed
training, where weights and sparsity thresholds are both trainable parameters. Finally, the
weights are disabled and the sparsity thresholds are trained alone. During the latter two
training phases, the loss and gradient are monitored, and training is stopped when one of
them diverges. We perform hyperparameter scans for each scenario, varying the learning
rate, batch size and model complexity. The hyperparameters can be found in Table 4. For
optimization, the Adam optimizer was used. The LookaheadAdam optimizer was considered,
but did not lead to improved results. The functions used in each layer can be found in Table 5.

Table 3: Benchmark scenarios to assess the performance of PySR and SymbolNet.
The scenarios become increasingly more complex.

Scenario | Frame v Info QCD Radiation Smearing
1 tt Full X X
2 Lab Full X X
3 Lab E?iss X x
4 Lab ~ EMsS v x
5 Lab E ?iss X v
6 Lab ~ EsS v v
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Scenario | NJsfault | ymixed | PRy | pefault | p gmixed | p geparsity | g
1 200 | 100 | 20 0.01 | 0.005 | 0.001 |128

2 500 | 100 | 20 0.01 | 0.005 | 0.001 |128
3&4 | 1000 | 400 | 50 0.01 | 0.002 | 0.001 | 64
5&6 | 2000 | 500 | 50 0.02 | 0.002 | 0.001 | 64

Table 5: Types of layers and functions used for the training of SymbolNet in the
various scenarios.

Scenario | Operators | V — V layer V — S layer S — Slayer |S — S layer
; f(p) - {p=. lIplis} {id.} -
8(pi,p;) - {{pi x p;j)3} {/} -
5 f(p) {id.} {p,llplls} {id.} -
g(pi,pj) {boost} {{pi x pj)3} {/} -
384 f(®) {tanh} {p. lIplls} {2, />sin, cos} -
g(pi,pj) {boost} {{pi X pj)s} {x,/} -
586 f(p) {tanh} {Po,Px, Py Pz, |Ipll3} (V) {sin, cos}
g(pi,pj) {boost} {(pi X pj)3, (Pi X Pj)a} {x,/} {+,—}

4.2 Results

The PySR and SymbolNet predictions for the six scenarios are depicted in Fig. 9. In the
simplest scenario 1, the SR algorithms only need to build the top quarks from the provided
decay products and learn the angle with respect to the beam axis. Both algorithms perform
well and find the exact structure of the analytic formula,

Pzp + pz’l_ +pz,v

cos 6% . = ,
PySR 5 5 2
\/ (Pap +Pei+Pen) +(Pyp+Py1+Py0) + (Do + P +D2v)
) 1.006p, , +1.001p, ; +1.002p, , — 1.027p, ; — 1.027p, , — 1.031p, 4
€0s Og nbornet = (42)

H 1.034p;, +1.022p; + 1.024p, — p; — 1.007p, — 1.009p; H3

Nl( Dzt _ Dz i )
2\lpells  lipslls /)’
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where all variables are defined in the tt frame. The only difference is that Symbo1Net does not
tune all weights to exactly one. We traced this back to numerical noise in MADSPIN. Moreover,
SymbolNet does not exclude one side of the top decay. Instead, it builds the CS angle twice
— once from the leptonic and once from the hadronic top decay. The resulting numerical
differences to the true formula are negligible. For the other scenarios, the learned formulas
are given in Appendix D. In scenario 2 the variables are given in the lab frame. SymbolNet
reaches a similar accuracy as before, since it can apply a boost to the input variables before
building the formula. In contrast, PySR cannot mimic a boost from the scalar input variables
and shows slight deviations from the truth.

In all other scenarios the missing neutrino information implies that there is no analytic
reference formula. Also, since the reconstruction tasks get more and more difficult, the good-
ness of the fit decreases with increasingly realistic scenarios. In scenarios 3 and 4, where no
smearing is applied, PySR and SymbolNet yield very similar results. When the smearing is
added for the results in the lower row of Fig. 9, SymbolNet performs better than the simple
PySR formula

cos Q;ySR = sin [(1-114132,17 +2.143p, 1 —0.858p, ;, —0.426p, 4 — 1.088pz’q)/ (43)

0.205p, )}

VE

It yields more accurate predictions for all values of | cos 6*| and consequently also has a lower
MSE loss, as detailed below.

An interesting observation in Fig. 9 is that both SymbolNet and PySR accurately fit the
regime around cos 6* & 0, but underestimate the extreme bins with |6*| ~ 1. This holds true
whenever there is no true analytic formula to be found. A possible explanation is offered by the
cyclic property of the CS angle. Any angle outside cos 8* € [—1, 1] is automatically mapped
back into the interval, since it corresponds to the same physical state. This behavior has to
be learned via restricting the output to this range, which does not always happen exactly. In
some scenarios, SymbolNet predicts values outside of this range, as indicated by the overflow
bins in Fig. 9. For PySR, the final output functions are often restricted to a smaller range, e.g.
cos 0* € [—0.95,0.95], which might explain the underestimation in the outer bins. We found
that neither a cyclic loss nor a fixed mapping of the output layer to the range [—1, 1] improve
the results.

(E;ﬂSSEq + By + E + 1.85E; + Eg— (pyp + D7) (P + Prg + Pxg) —0.863 —

Structure of learned formulas Although the final formulas shown above and in Appendix D
are not very intuitive, there exist some general patterns. First, PySR formulas are much less
complex, as it starts from a very simple formula and then increases the complexity. Despite
having to predict cos 6%, PySR always chooses the core of the formulas as

. Zi a; Piz

= 44
in Zibi E, 44

ES
cos GPYSR ~s

For low complexity, PySR usually uses the energy as a replacement for the 3-vector norm.
Similarly, the SymbolNet formulas have a universal structure, but it is more complex,

boost (Zl a; p; | Zj b PJ')

*
SymbolNet ~

cos O = (45)

boost (Ziai pil 25 b; Pj) ;
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Figure 9: Predicted distributions of the CS angle for the six scenarios defined in
Tab. 3. Two overflow bins are added to each distribution.
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Figure 10: MSE values for each scenario. The values are shown for the classical
reconstruction (green), PySR (red), and vectorized SymbolNet (blue). The central
values and error bars correspond to the mean and the standard deviation of ten
independent training runs.

This formula reduces to the exact CS angle after including the full neutrino information and
for a; = b; = 1. The two general forms indicate that the structure of the parton-level formulas
is also useful at the reco level.

In Fig. 10, we show the MSE values for the PySR (red) and SymbolNet (blue) formulas
evaluated on the test dataset. For each of the six benchmarks both algorithms are trained ten
times, and we show the mean and standard deviation of the computed MSE. Runs that do not
converge are discarded. The MSE is not necessarily the training objective, instead we use it
to assess the goodness of the fit. The MSE values of the two formulas are contrasted with a
classical reconstruction of the top quarks [54], where the longitudinal neutrino momentum is
reconstructed using the W-mass constraint. After that, the light jets, b-jets and W-boson are
combined to two top quarks. We see that this classical reconstruction leads to slightly better
MSE values when the neutrino information is missing, but the variables are not smeared.
Including detector smearing, the classical reconstruction is clearly outperformed by PySR and
by SymbolNet. Among the two learned formulas, SymbolNet leads to slightly lower MSE
values than PySR.

Observable performance InFig. 11, we compare PySR and SymbolNet for scenario 6, with
QCD radiation and detector smearing. The upper panels show the distribution of cos 6* learned
by SymbolNet and PySR analytically. SymbolNet slightly underestimates the extreme bins
and shifts the missing events in these bins outside of [—1,1]. This way the central regime of
the distribution is accurately reproduced. PySR, with a formula restricted to [—0.93,0.93],
dramatically fails in the extreme bins, leading to all central bins coming out high. Below, we
show the correlation of learned and true CS-angles for all training events. For SymbolNet,
the events closely follow the diagonal line, while the PySR formula leads to a small tilt. The
bins with the highest number of events are at large | cos 6*|, but for PySR they are shifted away
from the diagonal, resulting in the observed underestimation of the extreme bins. The width of
the colored area is smaller for SymbolNet, indicating a more accurate formula. SymbolNet
also has more outliers away from the diagonal, but these single events can be attributed to
statistical fluctuations.
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Figure 11: SymbolNet (left) and PySR (right) formulas for scenario 6 with perfect
b-ordering. We show the learned CS angle, its calibration normalized to the same
maximum count of events in one bin, and the distributions for a, = 45° including
the expected CP-sensitivity.
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Figure 12: Ay?2 values for excluding a, = 45° based on a measured SM-dataset.
We show results for a classical reconstruction (green), PySR (red), and vectorized
SymbolNet (blue), compared to the parton-level y2. The central values and error
bars correspond to the mean and the standard deviation of ten independent trainings.

In the lower panels in Fig. 11, we compare the CP sensitivity of the two learned formulas,
testing a;, = 45° against the SM hypothesis a; = 0°. For this hypothesis test, the two formulas
are trained on SM events. The number of expected events are taken from Ref. [58]. They
are based on ATLAS analyses of the tfH channel and assume a luminosity of £ = 300fb™!.
For a, = 45° the rate is smaller in the SM. Both learned formulas capture the main feature
of the 45° case, namely that the CS distribution develops clear maxima for the extreme bins.
Distinguishing the two datasets, SymbolNet reaches a sensitivity of A xéymbolNet = 7.628,

compared to A ;(gySR = 7.491 and the parton level sensitivity Ay 2 . =9.385.

Fig. 12 shows the Ay? values in each scenario for SymbolNet and PySR and compares
them to the classical reconstruction algorithm. In scenario 1, all three methods get very close
to the true parton-level information. The slightly lower results are an effect of MadSpin intro-
ducing small fluctuations in the decayed particle momenta. For the classical reconstruction,
this effect becomes more drastic when the reconstructed top quarks are boosted. On the other
hand, PySR and SymbolNet manage again to yield A y? values close to the parton level case.
In scenarios 3 and 4, the CP information drops slightly for all methods, but still yielding sim-
ilar results. The picture changes with detector smearing, where the classical reconstruction
algorithm only captures around 60% of the total CP information. PySR and SymbolNet re-
store up to 80% of the CP information in these realistic scenarios, with SymbolNet giving
slightly better results.

Finally, we investigate the performance of our methods for different C'P angles in Fig. 13.
We show Ay? from PySR, SymbolNet, and the classical reconstruction algorithms in sce-
nario 6 for a, =[10°,25°,45°,90°]. The results for a, = 45° correspond to our above discus-
sion. For the fully CP-odd choice a, = 90°, the same relative CP information of 6* is extracted
by all three methods. For smaller angles, the performance of all methods drops, because of the
less pronounced differences to the SM-kinematics and the greater impact of the smearing. Still,
SymbolNet and PySR show a clear advantage over the classical reconstruction algorithm.
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Figure 13: Ay? values from the PySR and SymbolNet formulas for scenario 6 by
comparing the SM a; = 0° hypothesis with different amounts of CP violation.

5 Conclusions

Searching for C'P violation in the Higgs sector is a well-motivated but challenging task. Mod-
ern ML has been applied with great success to improve these searches. Typical numerical
approaches, however, lack the interpretability and control needed to test a fundamental sym-
metry like CP. We have shown how interpretable and controlled analytical expressions for
testing the C’P nature of the Higgs boson can be obtained using symbolic regression. We em-
ployed two complementary SR approaches: PySR based on a genetic algorithm, starting with
a simple expression which is evolved into a more complicated expression; and SymbolNet
based on a neural-network-like approach, starting with a complicated expression which is
then successively reduced to a simpler expression.

In the first part of the paper, we have shown how to derive optimal CP-odd observables
at the detector level in analytic form. Focusing on VBF Higgs production, we compared the
CP sensitivity of the observables learned using PySR and SymbolNet to a numerical BDT
approach. We find the observables to outperform the BDT. We also showed that the SR ap-
proaches — in particular PySR— are more data efficient, meaning that they are able to analyze
data with a very small CP-odd component. Investigating the learned analytical expressions,
we were able to confirm their CP-odd nature explicitly. As expected, the learned CP-odd ob-
servables have a similar structure as the known parton-level optimal observable. Our learned
analytical optimal observables are straightforward to incorporate into actual analyses.

In the second part of the paper, we focused on ttH production, where CPP-odd observables
are very hard to measure at the LHC. We discussed the reconstruction of the CP-sensitive
parton-level Collins-Soper angle from reco-level data from semileptonic top decays. We stud-
ied six scenarios with different levels of available information, such as the neutrino momentum
and limited detector resolution. In the most realistic scenarios, we found the SR approaches
to be able to reconstruct the parton-level CS angle significantly better than traditional top-
reconstruction algorithms. We also showed that the reconstructed CS angle preserves the CP
sensitivity of the true parton-level CS angle. Due to the better expressivity, SymbolNet per-
forms slightly better than PySR. Looking at the learned analytic expressions, we were able to
identify structures similar to the parton-level CS angle. As for the optimal C’P-odd observables,
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the learned analytic approximations of the parton-level CS angle can be directly incorporated
into the analysis of real data.

By comparing the PySR and SymbolNet approaches, we found that PySR performs better
for problems with a small amount of relevant data. If a large amount of data is available and
more accuracy is needed, we showed that SymbolNet outperforms PySR. This demonstrates
the complementarity of both approaches. This means that using SR for Higgs C’P analyses not
only strengthens the link between fundamental theory and complex experimental analyses,
but it can also offer performance advantages in particular if data efficiency is important.
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A Building CP-odd observables in ttH

Dedicated CP-odd measurements in ttH are not feasible for current studies at the LHC due to
the smallness of the interference term. Despite, or precisely because of this, it is still interesting
to test how much sensitivity an optimal CP-odd observable can reach, as this is the only way
of unambiguously testing for CP violation. The discussion in Section 3.1 still holds for ttH,
however, we use a slightly different SR algorithm.

C’P-odd observables can generally be defined via

€uvpaPiDaP5 DT 5 (A1)

where the p; are linearly independent momenta or polarization vectors of the final or initial
state particles. When boosted to the rest frame of one of the momenta, the e-tensors reduce
to triple products (TP), which are commonly used in analyses targeting the interference term
in ttH production (see e.g. [62—-66]). For example, in the tt rest frame this results in [56,67]

Pr X Di+ ) Pr X Di- ]

— - — - (A'2)
e x i+l |pe % pi-1

A¢;F =snlp - x pi) arecos |
In particular, in the fully leptonic ttH decay, a set of 22 variables, dubbed w;, can be defined
out of combinations of the final state momenta [12,68]. From here on, we will refer to the
e-tensors as TPs.
Here, we work in the fully leptonic decay channel but do not fix the momenta in Eq. (A.1).
Instead, we let SymbolNet learn CP-odd observables by construction using TPs:
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* We define two instances of SymbolNet which do not share connections but inherit their
input from the same input layer.

* The first instance of SymbolNet only contains C’/P-even variables and is therefore CP-
even by construction. We call the output of this instance Dgyep ().

* The second instance of SymbolNet has a special V — S layer, which only includes a TP
It is neither a unary, nor a binary operator and cannot be disabled during the training.
All other functions in the remaining layers are CP-even. Since all terms in the output
must contain the TP exactly once, it is CP-odd by construction. We refer to this part

Dygq(x).

* Finally we combine the two instances in a multiply layer and obtain
D(x) = Deyen(x) * Dygq(x) from which the optimal observable is constructed according
to Eq. (23).

First, we show in Fig. 14 the distributions of the two TPs which yield the best CP-
sensitivities at parton level and detector level, respectively. The momenta in Eq. (A.1) are
built from the Higgs momentum py, as well as even (p; + p;) and odd (p; — p;) combinations
of the final state particles and their antiparticles. At parton level, the undecayed top quarks
are included. This leads to

€parton — Euvpa(pt +pf)“(pt _pf)v(pl +pl_)p(pl _pZ)U > (A.3)

being the best TP on parton level (from which the Ad){lf can be derived). This is expected
because the top quarks transfer their polarization information to their decay products and the
leptons hold the maximal spin analyzing power [69, 70]. At the detector level (see Sec. 4),

€reco = ep,vpo(pb +pB)'u(pb _pB)v(pl +pl_)p (pl _pl_)g P (A.4)

yields the highest CP sensitivity. Here, we assume that the bottom and anti-bottom can be
distinguished. This is experimentally very difficult. Our goal is, however, to give an optimistic
estimate for the sensitivity of CP-odd observables in ttH production.

Next, we train SymbolNet with the detector-level events to construct an optimal CP-odd
observable following the strategy outlined above. We use exactly one V — S and one S — S
layer in both the CP-even and CP-odd part of the network, a learning rate of 0.005 and a

— ay =45 — oy = —45° — oy =45° — ay = —45°
30 ' ' ' ‘ ‘ ‘
2 2 _
Ax? =0.31 gl Ax?=0.111

5 20] -
= =

10f 101

0 P N T 0 e

~1.0 —0.5 0.0 0.5 L0 =10 —0.5 0.0 0.5 1.0

€upoletolels €upobe UolELS

Figure 14: Distributions of €,,,,(p; + p#)"(ps —pz)"(p; + pp)’ (p; — p7)? on parton
level (left) and €,,,5(Pp +Pp)" (Pr—P3)"(P1 + 1) (P1—p7)? on detector level (right)
for a, = +45°.
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Figure 15: Distribution obtained from the equation predicted by SymbolNet.

batch size of 256. The result is shown in Fig. 15. The final equation after sparsity training
consists of

Doga(x) = €100 (0.32py +0.622p), — 0.164p; + 0.634p; )"
x (0.298py; +0.196p,, +0.54p; + 0.551p; —0.216p;)”

(A.5)
x (+0.259py; + 0.448p;, — 0.319p; +0.761p; )”
x (0.176py —0.051py, + 0.488p; +0.772p; —0.462p; ),
and
Deyen(x) = Abs ( —0.123p, ;; +0.139p,, ;, +0.159p , ; —0.375p, ; +0.394p, 4
+1.405p, ;, —0.134p, ; — 0.627p, ; + 0.803p, |
+O.232H—2.715pb—4.855p5—2.711pl-H3 (A.6)

+ O.016<(4.888pH —3.127p;, +4.287p; — 1.211p; — 2.628p;)

1/2
x (—2.516py +0.7615p;, —3.161p; + 6.152p; + 0.9251p1)>3) .

As the Ay ? values of the distributions show, there is a big jump in sensitivity from a single TP
to the output of SymbolNet. Compared to the best parton-level TB the best reco-level TP only
reaches 36% of the total sensitivity, while SymbolNet reaches 65%. Over different training
runs and hyperparameter settings, we observed that D 44(x) often collapses to a single, linear
TR We find equations containing non-linear terms in the TP to not lead to higher A y? values.

B Test statistics for asymmetry

The uncertainty per asymmetry bin can be obtained by propagating the Poisson errors for N.*

and N
2 2
o4 =2 ‘ =2y, (B.1)
i (N +N7)* (N +N7)3

where the is obtained for oy = 4/N:*.
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We then approximate the likelihood of A; as a normal distribution .A with mean .A; and
width o 4. Thus, we can write the negative log-likelihood ratio between a BSM point and the
SM as

. —A. 2 2 (0
p(L10) _ o[ (A0 = A 02, (6)

0)=—21 =
OV =208, (o) o2.(0) EACIE

(B.2)

where we assume that the observed dataset {x} follows the SM expectations — i.e. drawn
from the likelihood p(x|8).

Following Wilks’ theorem, we assume the test statistic q to follow a y? distribution. In our
analysis, we exclude all bins with less than three events.

C Loss function for Collin-Soper angle reconstruction

One of the main challenges in most LHC analyses is to reconstruct the parton-level information
from events obtained at the reconstruction level such that

preco(xle) = J dxparton p(xrecolxparton) p(xpartonle) . (Cl)

This reco-level likelihood for a vector of parameters of interest 8 depends on the parton level
events via p(Xyecol|Xparton)- This conditional probability includes parton showering, hadroniza-
tion, detector resolution, and any other effects that might appear.

Our SR algorithms need to be able to approximate p(XyecolXparton)- This raises the question
of the optimal objective function for such a task. In a regression task with Gaussian errors on
the fit parameters, we can show

—108 Lyorma ~ Y (vi— 3%, (C.2)
i

for predicted (true) values y; (y;). Therefore, the MSE loss is optimal for solving such a
problem. However, Eq. (C.1) includes much more than just a Gaussian smearing. For example,
neutrino information is lost and jets may be wrongly reconstructed or identified. This means
in practice that the training data contains outliers which can spoil the convergence of the SR
algorithm. To avoid this, we can adapt the MSE loss function.

We obtained the best results using an ”inverse Gaussian loss”

(y—J3)
‘CInVGaussian =1— exXp| — max(y) min(y) D) (C.3)
2 (T - T)

For y ~ ¥, LinvGaussian collapses to the MSE loss, while for |y — y| > 0 it approaches one,
making it robust against outliers. o can be used to tune the loss to the expected range of
predictions.

D Formulas for the Collins-Soper angle
Here, we present the formulas that were found by PySR and Symbo1Net for the reconstruction
of the CS angle cos 6*. Individual components of the momenta are labeled by E, p,, p,, and

p,- Norms and dot products of 4-vectors correspond to the Minkowski norm and product,
respectively.
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Scenario 1:
PySR:
* Pz.b +pzj +Dyy
cos GPySR = > > >
\/ (Pap +Pei+Pxv) +(Pyp+DPy1+Py0) + (Do + Do +D20)
SymbolNet:
. 1.006p, 5 + 1.001p, ; +1.002p, , —1.027p, ; — 1.027p, , — 1.031p, ;
cos GSymbolNet =
H1.034pb +1.022p; + 1.024p,, — p — 1.007p, — 1.009qu3

Scenario 2:
PySR:

€08 0 55 = sin [1.41(pz’b +1.41p,7+1.41p, ,—1.41p,; —1.41p, , — 1.41pz’q)/

(Eb+EZ+Ev+EB+Eq+Eq

2 2
+ \/(_Py,b _Py,v+py,5 +py,c'1) + (px,b +ij +Px,v—ij, —px,q) — 170)] .

SymbolNet:
cos Q;ymbolNet
= 1.006(boost [ —2.793pp —2.811p; — 2.793p,, + 2.806py, + 2.835p, + 2.815p; ’
—2.443py, — 2.434p; — 2.456p,, — 2.45py, — 2.429p, — 2.398qu /
b4
boost [ —2.793pp —2.811p; — 2.793p,, + 2.806py, + 2.835p, + 2.815pq‘
—2.443py, — 2.434p; — 2.456p,, — 2.45py, — 2.429p, — 2.398pq]
3

Scenario 3:
PySR:

cos GSYSR =sin [( —0.300 E?iss (pz’b + 2.22pzj) (py,l- +DPxptPxi— 1.99)

+Dzb +pzj_pzj7 ~Pzyq _pz"i)/

(E‘T“iss +0.949E}, + 0.949E;, + Ej + E, + 0.949E; — 1.12)] .

28


https://scipost.org
https://scipost.org/SciPostPhys.20.2.040

e SciPost Phys. 20, 040 (2026)

SymbolNet:

*
Ccos QSymbolNet

= —1.079(boost [ —4.831p;, —4.919p; — 0.2614p™** + 4.752p; + 4.827p, + 4.711pq‘

|

4.506p;, +20.27p; + 8.622p;, + 10.6p, + 8.935pq]

—0.698 tanh (0.711p;, + 0.821p; + 2.083p™* —0.717p; —0.575p, — O.672pq))

(

boost [ —4.831p;, —4.919p; — 0.2614p™ + 4.752p; + 4.827p, +4.71 1pq‘

4.506p;, + 20.27p; + 8.622p;, + 10.6p, + 8.935pq:|

3
2

+1.039

tanh (0.711p;, + 0.821p; +2.083p™ —0.717p; —0.575p, — 0.672p; )|| + 0.089) .

3

Scenario 4:

PySR:
cos GSYSR =sin [( —Pap—Pzq—Pzgt1.064/ O.888EITniSS +1 (pz,lJ + 1.24pzj) )/
(E?SS +0.968E), + 0.826E; + Ey + p. 1 + Eq + E
+0.494 (—px’b —PyxItPxpt px’q) — 1.48)] .
SymbolNet:

*
cos OSymbolNet

= 1.074(boost [ —4.341p;, — 4.71p; — 0.2542p™ + 4.087p;, + 4.28p, + 4.133p(—1‘

—4.103p;, — 14.52p; — 7.11p; — 7.261p, — 6.894p; — 0.327]

+0.668 tanh (0.672p;, + 0.723p; + 1.949p™ — 0.624p; — 0.625p, — 0.62pq))

(

—4.103p;, — 14.52p; — 7.11p; — 7.261p, — 6.894p; — 0.327}

|

boost [ —4.341p, —4.71p; — 0.2542p™s 4 4.087py +4.28p, + 4.133pq‘

+0.162tanh (0.672p;, + 0.723p; + 1.949p™* — 0.624p; — 0.625p, — 0.62p; )

3
2

0.906 || tanh (0.672p}, + 0.723p; + 1.949p™ —0.624p; — 0.625p, —0.62p; ) || + 0.154) .

3
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Scenario 5:

PySR:
1.156p, ;
Emiss (0.710pxj, + Dy g +Dxg)+0.892

+2.06p, 1 —1.156p, ; — 1-312Pz,q) /

cos Q;YSR = sin [(1.156pz,b —

(Eb +Ep — /Ej + 2E; +p)2(’l- +E, + E; +p}2,’q +(=p,1+Pyq)— 0.511)] )
SymbolNet:
Ccos ngmbolNet =— 0.928(boost [1.673pb + 2.866p; — 1.666p;, — 2.495p, — 2.294p(—1‘

—3.822p;, —5.112p; — 3.246p;, — 3.755p, — 3.459pq]

|

boost [1.673pb +2.866p; — 1.666p; — 2.495p, — 2.294pq‘

—0.131tanh (0.8275p; — 0.3036pq))

—3.822p, — 5.112p; — 3.246p; — 3.755p, — 3.459pq]

3

Scenario 6:

PySR:

cos egySR = sin [(1-114132,1) +2.143p, 1 —0.858p, ;; —0.426p, 4 — 1.088pz,q)/

(E;Pi“Eq +Ey + E + 1.85E; + E

0.205p, 4 )}

VE,

—(Prp + D7) (Pap + P + Prg) —0.863 —
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SymbolNet:

cos Gg‘ymbolNet = 0.971(boost [ —1.521p;, —3.066p; + 1.421p; +2.218p, + 2.043pq‘

—2.845py, —4.559p; — 2.575p; —2.753p, — 2.676pq]

|

boost [ —1.521p;, —3.066p; + 1.421p; + 2.218p, + 2.043pq‘

—0.256 tanh (0.646p; — 0.634p; + O.648pq))

(

—2.845p;, — 4.559p; — 2.575p; — 2.753p, — 2.676pq]

3

+ 0.774<0.071 boost |: —1.521py, —3.066p; + 1.421pj + 2.218p, + 2.043p;

— 2.845p;, — 4.559p; — 2.575p; —2.753p, — 2.676pq:|
+ tanh (0.646p; — 0.634p; + 0.648p,)

x tanh (0.646p; — 0.634p; + O.648pq)> — 0.223) )

3
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