Probing non-thermal density fluctuations in the one-dimensional Bose gas
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Abstract

Quantum integrable models display a rich variety of non-thermal excited states with unusual properties. The most common way to probe them is by performing a quantum quench, i.e., by letting a many-body initial state unitarily evolve with an integrable Hamiltonian. At late times these systems are locally described by a generalized Gibbs ensemble with as many effective temperatures as their local conserved quantities. The experimental measurement of this macroscopic number of temperatures remains elusive. Here we show that they can be obtained for the Bose gas in one spatial dimension by probing the dynamical structure factor of the system after the quench and by employing a generalized fluctuation-dissipation theorem that we provide. Our procedure allows us to completely reconstruct the stationary state of a quantum integrable system from state-of-the-art experimental observations.
1 Introduction

Motivated by the impressive experimental progress in engineering and manipulating cold atomic gases, the dynamics of isolated quantum many-body systems has recently been the subject of very intense theoretical \([1–3]\) and experimental \([4–9]\) investigations.

In particular, it has been firmly established that the nature of the eventual statistical description of the local properties of these systems in their stationary states depends crucially on them being integrable or not. In the former case, the presence of an extensive amount of (quasi-) local quantities \(Q_n\) which are conserved by the unitary dynamics with Hamiltonian \(H\), i.e., \([H,Q_n] = 0\), makes the system relax locally towards the generalized Gibbs ensemble (GGE) with density operator \(\rho_{\text{GGE}}\) \([10–25]\). The GGE also holds at intermediate times in the case of a weak integrability breaking term \([4, 9, 26–31]\). In the non-integrable case, instead, the relaxation generically occurs towards the Gibbs ensemble (GE) \(\rho_{\text{GE}}\), controlled solely by \(H\) \([29, 32, 33]\). Both ensembles are characterized by certain parameters which are essentially determined by the expectation values of the conserved charges.

In the Gibbs ensemble, the only relevant parameter is the temperature \(\beta^{-1}\) (and, possibly, the chemical potential \(\mu\) in the grand canonical ensemble), as it completely determines the statistical and thermodynamic properties of the ensemble \(\rho_{\text{GE}}\). Accordingly, it is very important to be able to measure the temperature. This can be done, for example, by weakly coupling the system with a thermometer or, alternatively, by studying the relationship between the measurable fluctuations occurring in the system and its response to external perturbations. The second approach relies on the so-called fluctuation-dissipation theorem (see, for example,
In the generalized Gibbs ensemble $\rho_{\text{GGE}}$, the number of parameters playing the role of “generalized temperatures” which are necessary to characterize it completely is, in principle, extensively large: the task of fixing all of them would therefore appear impractical. However, it has been recently shown \cite{13, 37, 38} that for a number of systems which are represented by non-interacting integrable models, it is possible to identify some “natural” observables, the correlations and responses of which can be used to determine the complete set of generalized temperatures via the corresponding fluctuation-dissipation ratios. In the presence of interactions, the analysis of integrable models becomes significantly more complex and it is therefore unclear, a priori, whether this approach carries over to interacting integrable models. In this work we show that this is actually the case, as the fluctuation-dissipation ratios (or, equivalently, the dynamic structure factor of the relevant fluctuations) can be used to infer all the parameters which determine $\rho_{\text{GGE}}$. In particular, we focus on the one-dimensional Bose gas described by the Lieb-Liniger model \cite{39, 40} and we use the dynamical structure factor (DSF) $S(k, \omega)$, recently studied in Refs. \cite{41, 42}, in order to characterize $\rho_{\text{GGE}}$. This approach is remarkably useful as it provides a viable and concrete way of measuring $\rho_{\text{GGE}}$ in experiments with cold atoms in which integrability breaking terms can be controlled and made small \cite{4, 9, 43, 44}. Moreover, we show that the fluctuation-dissipation ratio is an optimal tool to check the extent to which a system is thermalized in any experimental setting, even when the underlying model is not integrable.

To pursue this approach we formulate the micro-canonical version of the generalized Gibbs ensemble, that is, instead of a statistical operator $\rho_{\text{GGE}}$ we consider a single eigenstate $|\vartheta_{\text{GGE}}\rangle$ such that in the thermodynamic limit

$$\text{tr}[\rho_{\text{GGE}} O] = \langle \vartheta_{\text{GGE}} | O | \vartheta_{\text{GGE}} \rangle,$$  \hspace{1cm} (1)

where $O$ is a local observable. This is fully analogous to the case of thermal equilibrium, where the eigenstate thermalization hypothesis \cite{32, 33} allows one to compute expectation values at thermal equilibrium for a generic quantum state in terms of a single eigenstate.

Integrable models are generally characterized by interacting quasi-particles, i.e., by stable collective thermodynamic excitation modes which, due to their interactions, undergo elastic (non-diffractive) scattering. Therefore an energy eigenstate $|\vartheta_{\text{GGE}}\rangle$ can be specified by a corresponding mode occupation number $\vartheta(\lambda)$ of these excitation modes. Focusing on the case where only one type of excitation is present (as is the case in the one-dimensional Bose gas) each eigenstate of the many-body Hamiltonian $H$ can be formally specified by a single macroscopic mode occupation number $\vartheta(\lambda) \in [0, 1]$, defined as the fraction of the possible modes actually occupied within the rapidity interval $[\lambda, \lambda + d\lambda]$ of infinitesimal width $d\lambda$.

At thermal equilibrium within the (grand canonical) Gibbs ensemble $\rho_{\text{GE}} = e^{-\beta(H - \mu N)}$ with temperature $\beta^{-1}$ and chemical potential $\mu$, this function $\vartheta(\lambda)$ is given by \cite{45}

$$\vartheta(\lambda) = \vartheta_{\text{GE}}(\lambda) \equiv \frac{1}{1 + e^{\beta(\omega(\lambda) - \mu)}},$$  \hspace{1cm} (2)

i.e., by the Fermi distribution in terms of the excitation energy $\omega(\lambda)$ (c.f. Eq. (12)) of the mode $\lambda$. On the other hand it is known that the dynamic structure factor:

$$S(k, \omega) = \int_{-\infty}^{+\infty} dt \int dx \ e^{i(kx - \omega t)} \left[ \langle \rho(x, t) \rho(0, 0) \rangle - \langle \rho(x, t) \rangle \langle \rho(0, 0) \rangle \right],$$  \hspace{1cm} (3)

with $\rho(x, t)$ the density operator measuring the number of particles at position $x$ and time $t$, obeys the fluctuation-dissipation relation (detailed balance)

$$S(k, -\omega) = e^{-\beta \omega} S(k, \omega).$$  \hspace{1cm} (4)
Figure 1: A GGE steady state $\rho_{\text{GGE}}$ determines (black arrows) the expectation value of any local operator $O_i$ in the long time limit and, in particular, also the dynamical structure factor $\lim_{t \to \infty} S_t(k, \omega)$. In this work we show that, given the dynamical structure factor in the long time limit after the quench, one can use its behavior at small momentum $k \to 0$ to fully reconstruct the GGE steady state (reversed red arrow) and, thus, the expectation value of any other local operator in the same stationary state.

Therefore knowing the dynamic structure factor we can determine $\beta$ and the corresponding mode occupation number $\vartheta_{\text{GGE}}(\lambda)$.

In the case of non-thermal equilibrium with the stationary state given by a generalized Gibbs ensemble the mode distribution describing the GGE eigenstate (1) can be expressed as a thermal-like one (2) $\vartheta_{\text{GGE}}(\lambda) \to \vartheta_{\text{GGE}}(\lambda)$ with generalized temperatures for each mode, namely with the substitution $\beta \to \beta(\lambda)$. It has recently been observed that a generalized detailed balance relation holds for such a state in the low momentum regime:

$$S(k, -\omega) = e^{-\mathcal{F}(k, \omega)} S(k, \omega) + \mathcal{O}(k^2),$$

where $S(k, \omega)$ is evaluated on the post-quench stationary state and $\mathcal{F}(k, \omega)$ is a known functional of the mode distribution number. The corrections $\mathcal{O}(k^2)$ break the proportionality between the two DSF for a generic state as there is no detailed balance in a generic GGE state at any $k$. The functional $\mathcal{F}(k, \omega)$ is invertible and therefore from $S(k, \omega)$ we can infer $\vartheta_{\text{GGE}}(\lambda)$, or equivalently $\beta(\lambda)$, similarly to the thermal case, following a similar approach to the one introduced in Ref. [38]. From the function $\vartheta_{\text{GGE}}(\lambda)$ we can then determine any other expectation value of local operators in the long time limit analogously to what was done in Refs [19,46–48], see Fig. 1. This is the main idea behind our work.

We here focus on the one-dimensional Bose gas (i.e., on the so-called Lieb-Liniger model), for which the expression of the DSF $S(k, \omega)$ at low momenta and for a generic macroscopic state $|\vartheta\rangle$ has been recently calculated analytically in Ref. [41]. However our approach can be extended easily to any integrable model with one single type of quasi-particle in its spectrum. Indeed it was recently shown [49,50] that given the DSF of an operator which is globally conserved, as for example the density $\rho(x)$ in the one-dimensional Bose gas (as the total density $n = \int \rho(x) dx$ is conserved by the Lieb-Liniger Hamiltonian (6)), relation (5) holds generically for any model as a consequence of the generalized hydrodynamics theory [51,52].

The manuscript is organized as follows. In Secs. 2 and 3 we focus on the one dimensional Bose gas as described by the Lieb-Liniger model with no confining potential and we detail how our approach applies to this problem. Specifically, in Sec. 3 we focus on the case of an interaction quench from the BEC initial state. Finally, in Sec. 4 we present conclusions and perspectives. Some details of the analysis are reported in Appendix A and Appendix B.
In Appendix C we discuss an alternative approach to determining the GGE, which is valid in the strongly interacting regime of the Lieb-Liniger model. In Appendix D and Appendix E we discuss possible experimental issues in implementing the proposed protocol and how to cope with them. In Appendix F we comment on the ABACUS [53] software package that we used for the numerical evaluation of the dynamical structure factor.

2 From the dynamic structure factor of the one-dimensional Bose gas to the steady state

2.1 The Lieb-Liniger model

The Hamiltonian $H$ of a Bose gas consisting of $N$ particles in one spatial dimension (Lieb-Liniger model) [39, 40] is

$$H = -\sum_{i=1}^{N} \partial_{x_i}^2 + 2c \sum_{i>j}^{N} \delta(x_i - x_j), \tag{6}$$

where $x_i$ denotes the position of the $i$-th particle, $c$ measures the strength of their repulsive contact interaction, and the units of measure are chosen such that $\hbar^2/2m = 1$. The model can be realized experimentally on atom chips and optical lattices, and in the past years many of its equilibrium properties have been studied in great detail [43, 44, 54–56]. We consider the gas to be confined within a finite segment of length $L$, with periodic boundary conditions (we consider the effect of a possible harmonic trap in Appendix D). The effective interaction is characterized by the dimensionless parameter $\gamma = c/n$, where $n = N/L$ is the linear particle density of the gas. In the thermodynamic limit $L \to \infty$ with fixed $n$ (or, alternatively with fixed chemical potential $\mu$), the eigenstates of $H$, referred to as Bethe states, are labeled by the filling function $\vartheta(\lambda) \in [0, 1]$ which is the fraction of occupied modes within the rapidity interval $[\lambda, \lambda + d\lambda)$. Once the filling function $\vartheta(\lambda)$ is specified, the relevant thermodynamic quantities which characterize the state of the system can be easily determined [45]. For example, the total particle density $n$ and the energy density $e$ can be expressed in terms of the filling function and the total density of modes $\rho_t(\lambda)$, namely the Jacobian induced by the change of variable $k \to \lambda(k)$ with $k$ the real momentum of the particles, as

$$n = \int_{-\infty}^{+\infty} d\lambda \vartheta(\lambda) \rho_t(\lambda), \tag{7}$$

and

$$e = \int_{-\infty}^{+\infty} d\lambda \lambda^2 \vartheta(\lambda) \rho_t(\lambda), \tag{8}$$

respectively. In the case $c = \infty$ of hard-core bosons, the maximal number $2\pi \rho_t(\lambda)d\lambda$ of allowed modes within the interval $[\lambda, \lambda + d\lambda)$ is identically equal to 1. When $c$ is finite $\rho_t(\lambda)$ becomes a non-trivial function as the inter-particle interactions affect the modes, which are no longer homogeneously distributed in the space of rapidities. The total density $\rho_t(\lambda)$ of possible states and their actual occupation $\vartheta(\lambda)\rho_t(\lambda)$ are related by an integral equation [45]

$$2\pi \rho_t(\lambda) = \frac{dk(\lambda)}{d\lambda} = 1 + \int_{-\infty}^{+\infty} d\lambda' K(\lambda - \lambda') \vartheta(\lambda') \rho_t(\lambda'), \tag{9}$$

where the so-called scattering kernel is given by

$$K(\lambda) = \frac{2c}{\lambda^2 + c^2}, \tag{10}$$
and the momentum \( k(\lambda) \) is given in Eq. (11).

### 2.2 Excitations of a macroscopic state

In order to study correlation functions, it is important to understand the structure of the excitations of a macroscopic state \(|\vartheta\rangle\) of the system which is specified by a certain occupation function \( \vartheta(\lambda) \), see Refs. [41, 42]. If the system is confined within a finite “volume” \( L \), a single particle excitation corresponds to increasing by one the occupation number of a certain mode with quasi-momentum \( p \). The resulting momentum \( k(p) \) and excitation energy \( \omega(p) \) can be expressed, in the thermodynamic limit, as

\[
\begin{align*}
  k(p) &= p - \int_{-\infty}^{+\infty} d\lambda \, \vartheta(\lambda) F(\lambda|p), \\
  \omega(p) &= p^2 - 2 \int_{-\infty}^{+\infty} d\lambda \, \lambda \vartheta(\lambda) F(\lambda|p),
\end{align*}
\]

where we introduced the so-called back-flow function \( F(\lambda|p) \) which describes the effects of the excitation on the occupation of the remaining modes, as schematically shown in Fig. 2. This function turns out to satisfy [45]

\[
2\pi F(\lambda|p) = \theta(\lambda - p) + \int_{-\infty}^{\infty} d\lambda' K(\lambda - \lambda') \theta(\lambda') F(\lambda'|p),
\]

where

\[
\theta(\lambda) = 2 \arctan(\lambda/c),
\]

represents the scattering phase shift, related to \( K(\lambda) = \theta'(\lambda) \).

Analogously to a particle excitation, the occupation number of a certain mode with rapidity \( h \) can be decreased by one, resulting into the creation of a hole excitation, with momentum and energy opposite to those of the corresponding particle excitation. Accordingly, a particle-hole excitation is characterized by a momentum \( k(p, h) \) and an energy \( \omega(p, h) \), given by

\[
\begin{align*}
  k(p, h) &= k(p) - k(h), \quad \text{and} \quad \omega(p, h) = \omega(p) - \omega(h),
\end{align*}
\]

respectively.

### 2.3 One particle-hole kinematics at small momentum

In the small momentum limit \( k \ll k_F = \pi n \), i.e., when the particle and hole are close to each other \( p \approx h \), the momentum and energy in Eq. (15) (see also Eqs. (11) and (12)) can be expressed in terms of the single particle and hole rapidities \( (p, h) \) via [41]

\[
\begin{align*}
  k(p, h) &= 2\pi (p - h) \rho_t(h), \\
  \omega(p, h) &= v(h) k(p, h),
\end{align*}
\]

where we introduced the sound velocity \( v(h) \) which depends only on the rapidity of the hole excitation via

\[
\nu(h) = \frac{\partial \omega(h)}{\partial k(h)} = \frac{h + \int_{-\infty}^{+\infty} d\lambda \, \lambda L(h, \lambda)}{\pi \rho_t(h)},
\]

where \( L(\lambda, \mu) = -\vartheta(\mu) \partial_\mu F(\lambda|\mu) \) is related to the derivative of the back-flow function and satisfies the integral equation [41]

\[
2\pi L(\lambda, \lambda'') = K(\lambda - \lambda'') \theta(\lambda'') + \int_{-\infty}^{+\infty} d\lambda' \, K(\lambda - \lambda') \theta(\lambda') L(\lambda', \lambda'').
\]
The filling function $\vartheta(\lambda)$, depicted on the upper part of the figure as a function of $\lambda$, describes how densely modes with different rapidities (indicated by the sequence of circles and thin vertical lines on the right, along the rapidity axis) are populated. The filling function of an excited state depicted in the lower part of the figure is macroscopically the same as the one above. However, by zooming in the region of the particle-hole excitation, indicated by the arrow on the right, reveals both a displacement of one quasi-particle from the position it was originally occupying (dashed circle) and a small shift in the (allowed) quasi-momenta of all the other particles, as indicated by the filled circles on the right. This shift compared to the original allowed rapidities (vertical lines) is described by the back-flow function $F(\lambda|p, h)$ and it contributes to the momentum and energy of the excited state as shown in Eqs. (11), (12) and (15).

2.4 The fluctuation-dissipation ratio

In order to introduce the fluctuation-dissipation ratio mentioned in the Introduction, we define the symmetrized correlation function $C_{+}$, which corresponds to the connected expectation value of the anticommutator of the particle densities at different space-time points on a generic stationary state, i.e.,

$$C_{+}(x, t) = \frac{\langle \rho(x, t)\rho(0, 0) + \rho(0, 0)\rho(x, t) \rangle}{2} - \langle \rho(0, 0) \rangle^2 = \frac{C(x, t) + C(-x, -t)}{2},$$  \hspace{1cm} (20)

where translational invariance in both space and time of a homogeneous stationary state has been used. Although invariance under time translation is broken by a quench, one expects to recover it in the long time stationary state. The variation of the average density $\langle \rho(x, t) \rangle$ in response to a local change at, say, point $x'$ and time $t'$ in the chemical potential $\mu$ (which is conjugate to the density $\rho$) is quantified by the response function $R(x - x', t - t')$, which, via the Kubo relation [34], can be expressed as the expectation value of the commutator

$$R(x, t) = \langle [\rho(x, t), \rho(0, 0)] \rangle,$$  \hspace{1cm} (21)

where $u(t < 0) = 0$ and $u(t > 0) = 1$ is the Heaviside function. Using the following definition of the Fourier transform $f(\omega, t)$ of a function $f(x, t)$,

$$f(k, \omega) = \int dx \int_{-\infty}^{+\infty} dt \ e^{i(kx - \omega t)} f(x, t),$$  \hspace{1cm} (22)
one can easily show that
\[ \text{Im} R(k, \omega) = \frac{S(k, \omega) - S(k, -\omega)}{2}, \]
where \( S(k, \omega) \) is the DSF, i.e., the Fourier transform of the density-density correlations
\[ C(x, t) = C(-x, t) = \langle \rho(x, t) \rho(0, 0) \rangle - \langle \rho(0, 0) \rangle^2 \]
in the stationary state.

In the grand canonical equilibrium with density matrix \( \rho_{GE} = e^{-\beta(H - \mu N)} \), the cyclic property of the trace implies the fluctuation-dissipation theorem [34], i.e.,
\[ S(k, -\omega) = e^{-\beta \omega} S(k, \omega); \]
this equality establishes a sort of universal relationship between the correlation and response functions introduced above, better expressed by the fact that their fluctuation-dissipation ratio (FDR) [36, 57] satisfies
\[ \Xi(k, \omega) \equiv \frac{\text{Im} R(k, \omega)}{C_+(k, \omega)} = \frac{S(k, \omega) - S(k, -\omega)}{S(k, \omega) + S(k, -\omega)} = \tanh(\beta \omega / 2), \]
as a consequence of Eq. (25). Accordingly, by determining the FDR \( \Xi(k, \omega) \), one can infer the temperature \( \beta^{-1} \) of the system only on the basis of dynamical quantities which can in principle be measured in an experiment.

### 2.5 Determining the effective temperatures from a generalized fluctuation-dissipation ratio

In Ref. [38] it was argued that for those integrable systems which can be mapped onto non-interacting models, the FDR in Eq. (26) can actually be used to extract the GGE effective...
temperatures $\beta(\lambda)^{-1}$. Here we show that this observation generalizes to interacting integrable models. Our approach reads as follows: given an initial condition, we measure the correlation and response functions long after the quench and, either from their ratio $\Xi$ or directly from the DSF, we infer the distribution $\vartheta_{\text{GGE}}$. We stress that despite the presence of the integration over $x$ in Eq. (3), the observable $S(k, \omega)$ is local for all finite values of $k$ and for all initial states $|\Psi_0\rangle$ that respect the cluster decomposition property [58, 59]. Therefore its long time limit is given by the GGE ensemble.

In order to implement our protocol we need a relationship between $\Xi(k, \omega)$ and $\vartheta_{\text{GGE}}(\lambda)$ which we parametrize as

$$\vartheta_{\text{GGE}}(\lambda) = \frac{1}{1 + e^{\beta(\lambda)(\omega(\lambda) - \bar{\mu})}},$$

(27)

where the effective chemical potential $\bar{\mu}$ is defined by

$$\bar{\mu} = \omega(\bar{\lambda}_F),$$

(28)

and $\bar{\lambda}_F$ generalizes the equilibrium Fermi mode out of equilibrium, with $\vartheta_{\text{GGE}}(\bar{\lambda}_F) = 1/2$. In our setting we work with the fixed density $n = N/L = 1$ and therefore both $\bar{\lambda}_F$ and $\bar{\mu}$ are found from this condition by solving a pair of coupled integral equations (7) and (9).

Note that due to the interactions among the excitations, the mode energy $\omega(\lambda)$ in Eq. (27), defined in Eq. (12), is also a non-trivial functional of $\vartheta(\lambda)$ and therefore of $\beta(\lambda)$. It was established in Ref. [41] that at small momentum $k \ll k_F$ a generalized formulation of the fluctuation-dissipation theorem (26) holds. For the present purpose an additional reformulation of this relation is needed and in Appendix A we prove that it reads

$$\Xi(k, \omega) = \tanh\left(\frac{k}{2} \frac{\partial \left[ \beta(\lambda)(\omega(\lambda) - \bar{\mu}) \right]}{\partial k(\lambda)} \right) \bigg|_{\lambda = \lambda(k, \omega)} + \mathcal{O}(k^2),$$

(29)

with the momentum $k(\lambda)$ given in equation (11). This equation follows from the fact that a perturbation with small momentum $k \ll k_F$ but arbitrary energy $\omega$ can only create a single particle-hole excitation, while multiple particle-hole excitations require probing fluctuations and perturbations with larger momenta. The value $\lambda(k, \omega)$ of the rapidity at which the r.h.s. of Eq. (29) is evaluated is fixed by the relationship (17) between the energy and momentum of the relevant single particle-hole excitation and it is therefore such that

$$\omega = v(\lambda(k, \omega)) k,$$

(30)

with the sound velocity $v = \frac{\partial \omega}{\partial k}$ given by Eq. (18). Note that in the thermal case $\beta(\lambda) = \beta$, formula (29) reduces to the known result. Indeed using Eq. (9) and the fact that $\omega = k \frac{\partial \omega}{\partial k}$ at low momentum, we obtain

$$\Xi(k, \omega)_T = \tanh\left(\beta \frac{k}{2} \frac{\partial \omega(\lambda)}{\partial k(\lambda)} \right) \bigg|_{\lambda = \lambda(k, \omega)} = \tanh(\beta \omega/2).$$

(31)

In order to determine the inverse temperatures $\beta(\lambda)$ and therefore the mode distribution $\vartheta(\lambda) = \left[1 + e^{\beta(\lambda)(\omega(\lambda) - \bar{\mu})}\right]^{-1}$ we write Eq. (29) as

$$\Xi(k, \omega) = \tanh\left(\frac{k}{2} \frac{\partial \left[ \beta(\lambda)(\omega(\lambda) - \bar{\mu}) \right]}{2\pi \rho_1(\lambda)} \right) \bigg|_{\lambda = \lambda(k, \omega)} + \mathcal{O}(k^2).$$

(32)

Solving this formula for $\beta(\lambda)$ and neglecting all the corrections due to finite $k$ by taking the
Figure 4: Dependence of the inverse effective temperatures $\beta(\lambda)$ on the rapidity $\lambda$ at long times after four quenches from the BEC state to the interacting theory with coupling $c = 0.5, 1, 2, +\infty$ (from top to bottom with $n = 1$), as obtained from the exact $\vartheta(\lambda)$ reported in Eq. (40). Note that $\beta(\lambda)$ diverges as $\log \lambda^2$ at small $\lambda$, signaling that small momenta are effectively distributed as in the ground state of the model, while the temperature describing large momenta is infinite due to the presence of high-energy excitations induced by the sudden quench. We stress that a purely thermal state would be characterized by $\beta(\lambda) = \beta$. 

limit $k \to 0$ leads to:

$$\beta(\lambda) = \frac{1}{(\omega(\lambda) - \bar{\mu})} \lim_{k \to 0} \left( \frac{2}{k} \int_{-\lambda}^{\lambda} \rho(k, \omega) \frac{\arctanh(\frac{k}{\omega})}{\omega} d\lambda \right) + \text{const.} \right) .$$

This expression can also be conveniently re-written as an integral over the energies $\omega$ by using Eq. (30)

$$\beta(\lambda) = \frac{1}{(\omega(\lambda) - \bar{\mu})} \lim_{k \to 0} \left( \frac{2}{k^2} \int_{-\lambda}^{\lambda} \rho(k, \omega) \frac{\arctanh(\frac{k}{\omega})}{\omega} d\lambda \right) .$$

where $v(\lambda)$ indicates the derivative of $v(\lambda)$ and $\lambda(k, \omega)$ is given by Eq. (30).

Our protocol to determine $\beta(\lambda)$ after a quantum quench is as follows: given the DSF $S(k, \omega)$ (see Eq. (3)) at late times after the quench, the right hand side in Eq. (33) or (34) can be computed once the total density $\rho_t(\lambda)$, the sound velocity $v(\lambda)$, and the mode energy $\omega(\lambda)$ are known. These functions are given by integral equations depending on $\vartheta(\lambda) = (1 + e^{\beta(\lambda)(\omega(\lambda) - \bar{\mu})})^{-1}$ (see Eq. (9) for $\rho_t$, and Eqs. (18), (19) for $v(\lambda)$ and Eq. (12) for $\omega(\lambda)$) and therefore Eq. (33) or (34) must be computed iteratively on $\vartheta(\lambda)$. Moreover, the remaining integration constant in Eqs. (33) and (34) has to be fixed iteratively by imposing that the density of the gas calculated according to Eq. (7) matches its actual value. Note that although the equivalence in Eqs. (33) and (34) holds only in the limit $k \to 0$, the finite $k$ corrections are of $O(k^2)$ as in Eq. (29), which makes it then possible to compute $\vartheta(\lambda)$ by using the DSF at small but finite values of $k$.

3 Application to the quench from the BEC state

In order to demonstrate the applicability of Eq. (33) (or, equivalently, Eq. (34)) for determining $\vartheta_{GGE}$ after a quantum quench on the basis of the knowledge of the DSF $S_t(k, \omega)$ (see
Figure 5: Dependence of the effective chemical potential $\bar{\mu}$ on the final value of the interaction $c$. At large $c$, $\bar{\mu}$ asymptotically approaches the analytically predicted value $\bar{\mu} \rightarrow 4$ (see Appendix B) while it vanishes for small $c$ (shallow quench limit) as expected for the BEC state (ground state of free bosons).

Eq. (3)) in the large time limit we “simulate” a particular quantum quench and we compute $S_t(k, \omega)$ numerically in the stationary state. In particular, we prepare the gas in the spatially homogeneous ground state $|\Psi_0\rangle$ of the Hamiltonian $H$ in Eq. (6) with $c = 0$ (the so-called BEC state) and density $n = 1$, with $N = L = 20$ and we let it evolve with the same Hamiltonian but with $c \neq 0$. For this quench, the overlaps $\langle \Psi_0 | \alpha \rangle$ between the initial state $|\Psi_0\rangle$ and the eigenstates $|\alpha\rangle$ of $H$ with non-vanishing $c$ are known \cite{60} and, accordingly, we can follow the evolution from the initial state and access the eventual GGE as time goes by. We consider the density-density correlations on the time-evolved initial state

$$C_t(x, t') = \langle \Psi_0 | \rho(x, t+t') \rho(0, t) | \Psi_0 \rangle - n^2,$$

(35)

(where we used the fact that the initial state is homogeneous at all times and therefore $\langle \Psi_0 | \rho(x, t) | \Psi_0 \rangle = n$) and consider the DSF $S_t(k, \omega)$ obtained from its Fourier transform with respect to the space and time-delay $t'$, with fixed $t$, according to Eq. (22) (see also Eq. (3)). Inserting twice the resolution of the identity

$$1 = \sum_{\alpha \in \text{span}(H)} |\alpha\rangle \langle \alpha|,$$

(36)

in terms of the (Bethe) eigenstates $\{|\alpha\rangle\}$ of the post-quench Hamiltonian $H$ with eigenvalues $\{E_{\alpha}\}$, the DSF can be written as

$$S_t(k, \omega) = \sum_{\alpha, \beta} \langle \alpha | \Psi_0 \rangle \langle \Psi_0 | \beta \rangle e^{-it(E_{\alpha} - E_{\beta})} S_{\alpha, \beta}(k, \omega),$$

(37)

where $S_{\alpha, \beta}(k, \omega)$ is the DSF determined between the Hamiltonian eigenstates $|\alpha\rangle$ and $|\beta\rangle$, i.e., the Fourier transform of $\langle \beta | \rho(x, t') \rho(0, 0) | \alpha \rangle - n^2$ (with $n = 1$ in this specific quench). While, in principle, we could calculate the DSF of the density fluctuations in the GGE by letting $t \rightarrow \infty$ in Eq. (37), we actually assume that one can access $S_t(k, \omega)$ only up to a moderately long time $T$ (with respect to the typical relaxation time scale of the system, see Appendix D), as it is the case both in experimental realizations and in numerical calculations. We then approximate the actual asymptotic DSF $S(k, \omega) \equiv S_{-\infty}(k, \omega)$ with the one obtained by averaging $S_t(k, \omega)$
over time, in order to average out possible oscillations:

$$\tilde{S}_T(k, \omega) = \frac{1}{T} \int_0^T dt \, S_t(k, \omega). \quad (38)$$

In the limit of large $T$, $\tilde{S}_T$ becomes identical to the density-density correlation in the GGE up to finite-size corrections and it can actually be expressed as an average over the so-called diagonal ensemble [33]

$$S(k, \omega) \equiv \lim_{T \to \infty} \tilde{S}_T(k, \omega) = \sum_\alpha |(\alpha|\Psi_0)|^2 S_{\alpha,\alpha}(k, \omega). \quad (39)$$

In Appendix E we discuss how this quantity can in principle be measured in experiments. In the next subsection, instead, we proceed to its numerical computation based on the ABACUS code [53,61–63] (see also Appendix F) which allows us to determine the r.h.s. of Eq. (39) and extract, as explained in the previous subsection, the numerical estimate $\vartheta_{\text{num}}$ of the distribution $\vartheta$. Then, $\vartheta_{\text{num}}$ can be compared with the exact $\vartheta_{\text{GGE}}$, analytically determined in Ref. [60] for this particular quench and which can be written as

$$\vartheta_{\text{GGE}}(\lambda) = \frac{a(\lambda)}{1 + a(\lambda)}, \quad (40)$$

with the function $a(\lambda)$ given by

$$a(\lambda) = \frac{2\pi/\gamma}{(\lambda/c) \sinh(2\pi\lambda/c)} \left| I_{1+2i}(\lambda/c)/(4/\sqrt{\gamma}) \right|^2 , \quad (41)$$

where $I_\nu(z)$ is the modified Bessel function of the first kind and $\gamma = c/n$.

The corresponding effective temperatures $\beta(\lambda)$ can now be easily calculated as $\beta(\lambda)(\omega(\lambda) - \bar{\mu}) = -\ln a(\lambda)$ (see Eq. (27)) and $\omega(\lambda)$ given by Eq. (12). Figure 4 and 5 show the inverse effective temperatures $\beta(\lambda)$ and the effective chemical potential $\bar{\mu}$ for quenches from the BEC state to different values of the couplings, parametrized by different values of $c = \gamma$ (we recall that we have choose unitary density of the gas $n = 1$).

### 3.1 Numerical results

Figure 6 shows the dependence of the DSF $S(k, \omega)$ on the frequency $\omega$ within the range $|\omega| \leq 3 \omega_F$, where $\omega_F = k_F^2 = \pi^2 n^2$ is the Fermi energy and for three values of the wave-vector $k = 0.2 k_F, 0.4 k_F, 0.6 k_F$. In particular, the curves on the left panel are calculated numerically with the ABACUS code ($N = L = 20$) after the quench to $c = 2$, while those on the right panel correspond to the analytic expressions which can be obtained in the thermodynamic limit with $n = 1$ and $c \to \infty$ as briefly discussed in Appendix B.

Based on the numerical data for $S(k, \omega)$ reported on the left panel of Fig. 6 — which mimic the result of a possible scattering experiment discussed in Appendix E — we can now use Eq. (33) in order to extract the numerical estimate $\vartheta_{\text{num}}$ of the distribution $\vartheta$ for a quench from the BEC state to $c = 2$, with density $n = 1$. The resulting $\vartheta_{\text{num}}$ is reported in Fig. 3 as an even function of the rapidity $\lambda$, for two values of the wave-vector $k$ at which data was obtained. The solid line in Fig. 3 corresponds to the exact expression of $\vartheta$ which follows from Eqs. (40) and (41). The agreement between the two numerical estimates $\vartheta_{\text{num}}$ and $\vartheta$ is remarkably good and discrepancies are barely visible on this scale. Note also that while Eq. (33) is actually valid for $k \ll k_F$, the dependence of $\vartheta_{\text{num}}$ on $k$ is practically irrelevant up to the largest value of $k$ considered here. We point out that the numerical estimate $\vartheta_{\text{num}}$ also allows one to distinguish between the GGE distribution and its thermal approximations.
ever, more detailed information can be inferred from spatially or temporally resolved density.

The stationary state is typically probed by measuring the momentum distribution of the atoms. How-elsewise based on these charges.

This approach is solely based on experimentally accessible observables, it characterizes the sta-
tionary state via the mode occupation numbers, and it does not rely on the knowledge of the
conserved charges or their expectation values. For the interaction quench considered here, it
consistency circumvents the technical difficulties encountered in the direct construction of the GGE en-
semble (39) on the frequency \( \omega / \omega_F \) with the Fermi energy \( \omega_F = k_F^2 \), for three values of the
wave-vector \( k = 0.2 k_F, 0.4 k_F, \) and \( 0.6 k_F \). The left and the right panels correspond to a quench
to \( c = 2 \) and \( c \to \infty \), respectively. In the left panel the curves are obtained via a numerical
computation with the ABACUS code for \( N = L = 20 \) and \( c = 2 \) while in the right panel the
curves correspond to the analytic prediction for the case \( c \to \infty \) in the thermodynamic limit
\( N \to \infty, L \to \infty \) with \( n = 1 \), derived in Ref. [64].

the GE distribution \( \theta_{\text{GE}} \) at fixed density \( n = 1 \) where only the Hamiltonian \( H \) is used as local
conserved charge after the quench. Note that the deviations of the estimate \( \theta_{\text{num}} \) based on
the numerical data from the exact result are due to finite-size effects and the systematic error
introduced by using a small but finite \( k \) (see also Fig. 10).

In order to determine \( \theta_{\text{num}} \) from the fluctuation-dissipation ratio \( \Xi(k, \omega) \) we use Eq. (33)
(or equivalently Eq. (34)), and the relation between \( \Xi(k, \omega) \) and \( S(k, \omega) \) given in Eq. (26).
Figure 7 shows the dependence of \( \Xi(k, \omega) \) on \( \omega \), for the same three values of \( k \), quenches and
data considered in Fig. 6. In particular, the left and right panels correspond to quenches to
\( c = 2 \) and \( c \to \infty \), respectively. In the latter case (right), the curves clearly show that \( \Xi(k, \omega) \)
vanishes, for fixed \( k \), as \( |\omega| \to \infty \), as it was analytically shown in Ref. [64] and the same
behavior is expected for any quench to \( c > 0 \) (left) despite the fact that numerical artifacts
(due to the truncated diagonal ensemble used in order to numerically compute the dynamical
structure factor as in (39)) hide it.

4 Conclusions and perspectives

In this work we have presented a method which allows one to completely determine the sta-
tionary state of a quantum integrable model from the knowledge of a dynamic structure factor.
This approach is solely based on experimentally accessible observables, it characterizes the sta-
tionary state via the mode occupation numbers, and it does not rely on the knowledge of the
conserved charges or their expectation values. For the interaction quench considered here, it
circumvents the technical difficulties encountered in the direct construction of the GGE en-
semble based on these charges.

In most of the experiments with ultracold atoms, the possible thermal nature of their sta-
tionary state is typically probed by measuring the momentum distribution of the atoms. How-
ever, more detailed information can be inferred from spatially or temporally resolved density
Figure 7: Dependence of the fluctuation-dissipation ratio $\Xi(k, \omega)$ on $\omega/\omega_F$ with the Fermi energy $\omega_F = k_F^2$ as calculated from the post-quench diagonal ensemble (39) for the three different values of $k$ indicated in the legend, corresponding to the same data and quenches as in Fig. 6. The left and right panels correspond to a quench to $c = 2$ and $c \to \infty$, respectively. The abrupt increase in $\Xi(k, \omega)$ at $c = 2$ (for example at $k = 0.2k_F$ around $\omega/\omega_F = \pm 1$) and the rapid oscillations are a numerical artifact due to the numerical truncation of the sum over the diagonal ensemble (39).

correlation functions, such as those that we propose to study here. For example, the phase correlation between two halves of the gas after they have been split in space was used in Ref. [9] in order to monitor the possible thermalization of the system, while currently available experimental techniques allow the determination of structure factors via Bragg spectroscopy (see, e.g., Refs. [43, 44]). Although it has not yet been measured experimentally, we expect the post-quench time evolution of the dynamic structure factor $S(k, \omega)$ of density correlations discussed here to be within experimental reach. Our protocol allows one to extract the full steady state from simple measurements on the system: accordingly, cold atoms experiments or numerical algorithms might permit access to quantities that have been out of reach. The approach discussed here also provides a powerful method to quantify and characterize non-thermal fluctuations in a generic cold atomic gas.

An interesting open question is how to extend the analysis presented here to systems with different particle types, like the attractive Lieb-Liniger model, where different bound states of particles can coexist in the same eigenstate, or lattice models like the XXZ spin chain. Moreover, it will be interesting to test our approach in non-homogenous non-equilibrium conditions, like the ones recently treated, e.g. in Refs. [51, 52]. Another area in which a similar analysis could apply are integrable field theories [14, 21, 65, 66]. We leave these questions open for future studies.
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A Proof of an equivalence

In this Appendix we show that Eq. (29) follows from Eq. (102) of Ref. [41], which we refer to for the notation and the definition of the various quantities involved in the proof presented below. In particular, in Ref. [41] it was shown that with the notations introduced in Eq. (26),

$$\Xi(k, \omega) = \tanh(\mathcal{F}(k, \omega)/2) + O(k^2)$$

with \(\mathcal{F}(k, \omega)\) defined as (see Eq. (102) of Ref. [41])

$$\mathcal{F}(k, \omega) = \frac{k \partial_\lambda \epsilon_d(\lambda)}{2\pi \rho(\lambda)}$$

where \(\lambda = \lambda(\omega, k)\) is given by Eq. (30) here, while \(\epsilon_d\) is obtained by dressing the bare GGE driving term \(\epsilon_0(\lambda)\)

$$\epsilon_d(\lambda) = \epsilon_0(\lambda) - \int_{-\infty}^{\infty} d\lambda' \partial_\lambda \epsilon_0(\lambda') F(\lambda' | \lambda) \theta(\lambda'),$$

with

$$\epsilon_0(\lambda) = \sum_n \mu_n \epsilon_0^{(n)}(\lambda),$$

where \(\epsilon_0^{(n)}(\lambda)\) is the eigenvalue of the charge \(Q_n\) on a Bethe state with a single mode \(N = 1\) (also referred to as bare charge, see Ref. [41] for its definition). In order to show that Eq. (29) holds as a consequence of Eq. (42), we need to prove that

$$\partial_\lambda \epsilon_d(\lambda) = \partial_\lambda \epsilon(\lambda)$$

i.e., we shall show that \(\partial_\lambda \epsilon_d(\lambda) = \partial_\lambda \epsilon(\lambda)\). To do so one needs to prove that the two dressing relations, given a bare energy \(\epsilon_0(\lambda)\) and its dressed counterpart \(\epsilon_d(\lambda)\),

$$\epsilon(\lambda) = \epsilon_0(\lambda) + \int_{-\infty}^{\infty} \frac{d\lambda'}{2\pi} K(\lambda - \lambda') \log(1 + e^{\epsilon(\lambda')})$$

and the one given by

$$\epsilon_d(\lambda) = \epsilon_0(\lambda) - \int_{-\infty}^{\infty} d\lambda' \partial_\lambda \epsilon_0(\lambda') F(\lambda' | \lambda) \theta(\lambda'),$$

are equivalent up to a constant shift \(\epsilon_d = \epsilon + \text{const}\).

Taking the derivative of Eq. (47) with respect to \(\lambda\) we obtain

$$\partial_\lambda \epsilon(\lambda) = \partial_\lambda \epsilon_0(\lambda) + \int_{-\infty}^{\infty} \frac{d\lambda'}{2\pi} K(\lambda - \lambda') \theta(\lambda') \partial_\lambda \epsilon(\lambda'),$$

On the other hand by doing the same to Eq. (48) we find

$$\partial_\lambda \epsilon_d(\lambda) = \partial_\lambda \epsilon_0(\lambda) - \int_{-\infty}^{+\infty} d\lambda' \partial_\lambda \epsilon_0(\lambda') \partial_\lambda F(\lambda' | \lambda) \theta(\lambda').$$
As shown in Ref. \cite{41}, one has
\[ \partial_\lambda F(\lambda'|\lambda) = -L(\lambda', \lambda)/\theta(\lambda) = -L(\lambda, \lambda')/\theta(\lambda'), \] (51)
which can be used in order to write Eq. (50) as
\[ \partial_\lambda \epsilon_d(\lambda) = \partial_\lambda \epsilon_0(\lambda) + \int_{-\infty}^{\infty} d\lambda' L(\lambda, \lambda') \partial_\lambda \epsilon_0(\lambda') \] (52)
by using that \((\delta + L) = (\delta - K^2 / 2\pi \theta)^{-1}\) (where \(\delta\) is the Dirac delta operator and this relation has to be understood in terms of generalized distribution functions) one then finds
\[ \int_{-\infty}^{+\infty} d\lambda' \left[ \delta(\lambda - \lambda') - \frac{K(\lambda - \lambda')}{2\pi} \theta(\lambda') \right] \partial_\lambda \epsilon_d(\lambda') = \partial_\lambda \epsilon_0(\lambda), \] (53)
which is actually the same as Eq. (49) and therefore \(\partial_\lambda \epsilon_d(\lambda) = \partial_\lambda \epsilon(\lambda)\).

B The free limit \(c \rightarrow \infty\)

For \(c \rightarrow \infty\), one has \(v(\lambda) = 2\lambda\) and \(2\pi \rho_\perp(\lambda) = 1\). Accordingly, from Eqs. (33) and (27) we get
\[ \beta(\lambda)[\lambda^2 - \bar{\mu}] = \lim_{k \rightarrow 0} \left[ \frac{2}{k} \int_{-\infty}^{\infty} \arctanh \Xi(k, k v(\lambda')) + \text{const.} \right]. \] (54)
The DSF \(S(k, \omega)\) is known exactly in this case from Ref. \cite{64} (here we set the density \(n = 1\)) and turns out to be:
\[ S(k, \omega) = \frac{8|k|(k^2 + \omega)^2}{[(4k)^2 + (k^2 - \omega)^2][(4k)^2 + (k^2 + \omega)^2]}, \] (55)
and therefore
\[ \Xi(k, \omega) = \frac{S(k, \omega) - S(k, -\omega)}{S(k, \omega) + S(k, -\omega)} = \frac{2k^2 \omega}{k^4 + \omega^2}. \] (56)
Note the decay \(\propto \omega^{-1}\) of \(\Xi(k, \omega)\) at large \(\omega\), while one expects it to be \(\propto \omega^{-2}\) in the interacting case. Substituting this expression for \(\Xi(k, \omega)\) into Eq. (54), we obtain
\[ \beta(\lambda)[\lambda^2 - \bar{\mu}] = 2 + \ln(4\lambda^2) + \text{const.}, \] (57)
where the integral was calculated with the principal value. Accordingly, by choosing
\[ \text{const.} = -2 - 2\ln 4, \] (58)
we obtain the exact GGE post-quench distribution of momenta
\[ \theta(\lambda) = \frac{1}{1 + e^{\beta(\lambda)(\lambda^2 - \bar{\mu})}} = \frac{1}{1 + (\lambda/2)^2} \] (59)
found in Ref. \cite{64}. This result shows that in the case \(c = \infty\), one has \(\beta(\lambda) = \left[\ln(\lambda/2)^2\right]/(\lambda^2 - \bar{\mu})\) and \(\bar{\mu} = 4\).
In this particular case we then obtain
\[ \frac{1}{41} \] to 1 corrections (see Eq. (5.8) of Ref. [67]), which turns out to be
\[ \lambda \]

\[ S(k, \omega) = \frac{2}{\pi} \left[ \pi \left( \frac{1 + 6n/c}{4|k|} + \frac{k}{2c|k|} \right) \right. 
\]

\[ \left. \int_{-\infty}^{\infty} d\lambda \frac{\vartheta(\lambda + p) - \vartheta(\lambda + h)}{\lambda} \right] \vartheta(h)[1 - \vartheta(p)] 
\]

\[ + \vartheta(1/c^2), \]  \hspace{1cm} (60)

\[ \text{with} \]

\[ p = \frac{k}{2(1 + 2n/c)} + \frac{\omega(1 + 2n/c)}{2k}, \]  \hspace{1cm} (61)

\[ h = -\frac{k}{2(1 + 2n/c)} + \frac{\omega(1 + 2n/c)}{2k}. \]  \hspace{1cm} (62)

We see that \( S(k, \omega) \) involves \( \vartheta(\lambda) \) in a straightforward fashion. Even though \( \vartheta(\lambda) \) appears in an integral in the above expression, we can, by using the \( 1/c \) expansion of \( \vartheta(\lambda) \), arrive at a simple expression for it in terms of \( S(k, \omega) \). As part of this we will need to know how the \( 1/c \) corrections to \( \omega(\lambda) \) and \( k(\lambda) \) (Eqs. (12) and (11)) appear. These, however, are also straightforward to develop because the scattering kernel \( K(\lambda) \) becomes particularly simple at leading order in \( 1/c \):

\[ K(\lambda) = \frac{2}{\lambda} + \vartheta(1/c^2). \]  \hspace{1cm} (64)

To proceed we first solve Eq. (60) for \( \vartheta(\lambda) \) at leading order in \( 1/c \). To simplify this we consider the elastic limit, where \( \omega = 0 \). In this case \( p = -h \) and, using Eq. (64), it is straightforward to show that \( k \) and \( p \) are related by:

\[ k = 2p(1 + 2n/c) + \vartheta(1/c^2). \]  \hspace{1cm} (65)

In this particular case we then obtain

\[ \vartheta(p) = \frac{1}{2} \left[ 1 + \sqrt{1 - 16|p|S(2p,0)} \right] + \vartheta(1/c). \]  \hspace{1cm} (66)

This expression allows us to rewrite Eq. (60) as follows

\[ S(k, 0) = \frac{1}{F(k)} \vartheta(p)(1 - \vartheta(p)); \]

\[ F^{-1}(k) = \frac{2}{\pi} \left( \pi \left( \frac{1 + 6n/c}{4|k|} + \frac{n \sgn(k)}{2c} \right) \right) \]

\[ \left. \int_{-\infty}^{\infty} d\lambda \frac{1}{\lambda} \left[ \left( 1 - 16 \lambda + \frac{k}{2} S(\lambda + \frac{k}{2},0) \right)^{1/2} - \left( 1 - 16 \lambda - \frac{k}{2} S(\lambda - \frac{k}{2},0) \right)^{1/2} \right] \right\}. \]  \hspace{1cm} (67)
We can then solve this to obtain \( \vartheta(\lambda) \) up to \( \vartheta(1/c^2) \) corrections:

\[
\vartheta(p) = \frac{1}{2} \left[ 1 + \sqrt{1 - 4F(k)S(k,0)} \right]_{k=2p(1+2n/c)} + \vartheta(1/c^2).
\]  

(68)

We also note that in this large-\( c \) limit one can recover the same equation derived for the structure factor in Ref. [38]. In fact from Eq. (61) one can deduce the following properties:

\[
h_{-k,\omega} = -h_{k,\omega}, \quad p_{-k,\omega} = -p_{k,\omega}, \quad \text{and} \quad h_{-k,-\omega} = p_{k,\omega}, \quad p_{-k,-\omega} = h_{k,\omega},
\]

(69)

where the subscript indicates that they are the particle and hole pair determining \( S(k, \omega) \). Taking into account these properties, from Eq. (60) one finds

\[
S(k, \omega) = S(-k, \omega),
\]

\[
\frac{S(k, \omega)}{S(-k, -\omega)} = \frac{\vartheta(h_{k,\omega}) [1 - \vartheta(p_{k,\omega})]}{\vartheta(p_{k,\omega}) [1 - \vartheta(h_{k,\omega})]} = e^{\beta(p_{k,\omega})(\omega(p_{k,\omega}) - \bar{\mu}) - \beta(h_{k,\omega})(\omega(h_{k,\omega}) - \bar{\mu})},
\]

(70)

which gives the FDT ratio of Eq. (26) in Ref. [38]. From Eq. (40) we write:

\[
\vartheta(\lambda) = \frac{1}{1 + a^{-1}(\lambda)}
\]

(71)

and an expansion at large \( c \) gives:

\[
a^{-1}(\lambda) = \frac{\lambda^2}{4n^2} \left( 1 + 4\frac{n}{c} \right) + o\left( \frac{n}{c} \right).
\]

(72)

Using this expression we define:

\[
\tilde{\lambda}_F = 2n\sqrt{\frac{c}{4n + c}}, \quad \bar{\mu} = \frac{4n^2c}{4n + c}, \quad \text{and} \quad \beta(\lambda) = \frac{\log a^{-1}(\lambda)}{\lambda^2 - \bar{\mu}}.
\]

(73)

Moreover, choosing,

\[
k_\lambda = \left( 1 + \frac{2n}{c} \right)\left( \lambda - \frac{\bar{\mu}}{\lambda} \right) \quad \text{and} \quad \omega_\lambda = \lambda^2 - \left( \frac{\bar{\mu}}{\lambda} \right)^2
\]

(74)

implies

\[
\frac{S(k_\lambda, \omega_\lambda)}{S(-k_\lambda, -\omega_\lambda)} = e^{2\beta(\lambda)(\omega(\lambda) - \bar{\mu})},
\]

(75)

which is a condition that directly relates the measurement of \( S(k, \omega) \) to \( \beta(\lambda) \) via the FDT (or detailed balance) ratio, in an analogous manner to what has been done in [38] for the case \( c = \infty \).

### D Effects of a harmonic trap

In the previous sections we considered the case of a Bose gas in one spatial dimension and of infinite extent. However, in actual experiments, the cold atoms which constitute the gas are spatially confined by the presence of an optical trap which generates a one-body potential acting on the atoms and therefore an additional contribution \( \sum_{i=1}^{N} V(x_i) \) in Eq. (6). This confinement typically occurs on a length scale \( \ell \) which is large on the microscopic scale and eventually affects, e.g., the DSF \( S(k, \omega) \) at small wave vectors \( k \lesssim \ell^{-1} \). As Eqs. (33) and (34), which allow us to determine \( \vartheta \) from \( S(k, \omega) \) are actually based on its expansion at small
momenta, see Eq. (29), the presence of a trap may affect significantly the whole procedure and therefore it is worth considering in more detail its effect. In particular, the trap breaks the integrability of the model, as discussed further below.

A first heuristic estimate of the consequences of a trap can be obtained by considering the static structure factor

$$\delta S(k) = k_F^2 \left( \frac{\omega_{trap}}{\omega_F} \right)^2 \frac{1}{k^5}, \quad (77)$$

in the ground state of the gas, as opposed to its dynamical counterpart $S(k, \omega)$. The effects on measuring $S(k)$ after release from a trap was computed in Ref. [67], where it was argued that a harmonic trap $V(x) = m_\omega^2 x^2/2$ (where $m$ is the mass of the gas particles) of characteristic frequency $\omega_{trap}$ changes the structure factor $S$ by an amount $\delta S$ which, at small momenta reads [67]

$$\delta S(k \ll k_F) = \frac{5k_F}{16\pi} \left( \frac{\omega_{trap}}{\omega_F} \right)^2 k^5, \quad (78)$$

with the Fermi energy given by $\omega_F = k_F^2$. The dependence of $\delta S$ on $k^{-5}$ seemingly suggests that the actual structure factor in the presence of the trap is significantly affected at small wave vectors compared to the one in its absence. However, under actual reported experimental conditions [43,44], the corrections implied by Eq. (78) turns out to be small even for $k_{trap} = 2\pi/L_{trap} \sim \omega_F/(\pi\omega)$ where $L_{trap}$ is the length of the trap. Reference [43] reported $\omega_{trap}/\omega_F \sim 10^{-2}$, which implies $\delta S(k_{trap}) \sim 10^{-4}k_F$.

A second characterization of the trap can be made by using the local density approximation (LDA). Such an approximation is indeed justified as the typical macrostate describing the gas after the quench is a finite energy state with short-range correlations and with a finite correlation length. The LDA as applied to the determination of the DSF, tells us that the measured $S(k, \omega)$ in a trap should be averaged over the spatial extent of the trap, i.e.,

$$S_{measured}(k, \omega) = \int_{-L_{trap}/2}^{L_{trap}/2} dx S(k, \omega, n(x)), \quad (79)$$

where $n(x)$ is the density of the gas at position $x$ of the trap. The density at a given point is given by

$$n(x) = \frac{1}{\sqrt{\pi}} \left( \frac{\omega_F^2 x^2}{4} - \frac{\omega_{trap}^2 x^2}{4} \right)^{1/2}, \quad (80)$$

where $n_0 = n(0)$ is the density at the center of the trap and $\omega_{trap}$ is the strength of the trap. This allows us to recast $S_{measured}$ in a simple form,

$$S_{measured}(k, \omega) = \int_0^1 dy \frac{y}{\sqrt{1-y^2}} S(k, \omega, n_0 y).$$

Note that $\omega_{trap}$ does not directly appear in this expression.

Using Eq. (80), we can see how the trap distorts the DSF $S(k, \omega)$. As an example, we explicitly consider the case $c = \infty$, for which Ref. [64] provides the exact expression of the DSF as a function of the density:

$$S(k, \omega, n) = \frac{8n^2(k^2 + \omega)k}{[(4nk)^2 + (k^2 - \omega)^2][(4nk)^2 + (k^2 + \omega)^2]} \quad \text{for } c = \infty. \quad (81)$$

Using this expression, we plot in Fig. 8 both $S(k, \omega, n_0)$ and $S_{measured}(k, \omega)$. We see that while there are distortions induced by the presence of the trap on $S(k, \omega)$, they are relatively small.
Figure 8: Plot of $S(k, \omega)$ at density $n = k_F/\pi$ in a homogeneous system (blue line) against $S(k, \omega)$ in a trap as computed using the LDA (red line). We see that while the trap effects small quantitative changes on $S(k, \omega)$, it leaves the overall line shape intact.

Unlike the zero-temperature case [68, 69], the change in lineshape of the DSF is quantitative, not qualitative. Beyond the issue of the extent that the trap distorts the dynamic structure function, its presence gives rise to the need to address how exactly the late time dynamics of the gas is still described by a GGE, the premise of this paper. In part this is a question of time scales and strength of the integrability breaking. The integrability breaking due to the trap happens on a certain time scale, $\tau_{\text{break}} \sim \frac{1}{\omega_{\text{trap}}}$. For shallow traps $\omega_{\text{trap}} \ll \omega_F$ this time scale is much longer than the time scale, $\tau_{\text{rel}} \sim \frac{1}{\omega_F}$, governing relaxation in the system, i.e., $\tau_{\text{break}} \gg \tau_{\text{rel}}$, we can expect the system to relax to what is known to an ensemble governed by a deformed GGE (see Refs. [30, 70, 71]). A deformed GGE is an ensemble that still possesses an infinite number of charges, but whose charges differ (parametrically in the strength of the integrability breaking) from the original. But this means that we can conclude provided integrability breaking is sufficiently weak that we expect that a time range emerges within which $S(k, \omega)$ is well described by the GGE of the original, unperturbed, model. This plateau is known typically as a prethermalization plateau [31, 72, 73].

The discussion in the previous paragraph assumed that the system was in the thermodynamic limit. However we can ask the same question on the fate of the GGE in a finite system (as all experimental systems are), namely does weak integrability breaking due to a trap lead to relaxation to a state governed by a Gibbs ensemble (at least up to finite-size corrections)? Here the answer is that even at infinite time, weak integrability breaking may not lead to Gibbs-like thermalization. As shown in [28], a remnant of the conserved charges survive integrability breaking (in the same spirit that integrability breaking in a classical integrable system does not destroy all invariant tori). These remnants will prevent the system from ever thermalizing to a Gibbs ensemble and might be thought of as the infinitely long-lived relatives of the deformed GGE described in Refs. [70, 71].

E Discussion on possible experimental realizations

In this section we discuss the possible experimental realization of the proposed method for determining the GGE state. Currently available experimental techniques allow one to realize the one-dimensional Bose gas either in the atom chip setup [54, 74] or via optical lattices [75–
Figure 9: (a) A two-dimensional optical lattice creates an array of one-dimensional tubes. (b) The Bragg scattering perturbs the gas in each tube with energy $\omega = \omega_1 - \omega_2$ and momentum $k$ proportional to the magnitude of $|\vec{k}_1| = |\vec{k}_2|$ and depending on the relative angle between them. This figure is reproduced from Ref. [44].

In the latter, the one-dimensional Bose gas is created by tightly confining the motion of the cloud of atoms along a single direction in space. The periodicity of the optical lattice results not in a single one-dimensional Bose gas, but in an two-dimensional array of “one-dimensional tubes” (see Fig. 9). A gas in each tube is effectively described by the Lieb-Liniger model but with different densities, maximal in the center of the array and decreasing outwards. This has two effects. First, the effective interaction parameter $\gamma = c/n$ varies among the array. The tubes further from the center have stronger interactions. Second, it affects the Bragg spectroscopy. Let us discuss the second effect in more detail.

In the Bragg spectroscopy experiments [43, 44, 55, 78] two slightly detuned lasers create a standing wave which perturbs the gas, c.f., Fig. 9. The momentum $k$ of the perturbation depends on the geometry, while the energy $\omega$ on the detuning. Taking the relatively small size of the array of the atoms into account we can safely assume that $k$ is constant throughout the array. Accordingly, each tube is perturbed with the same momentum and energy. However, the gas in the tubes further away from the center has a lower density and therefore it is effectively perturbed at an higher momentum relative to the density-dependent Fermi momentum $k_F = \pi n$. This has the following consequences.

Assume that the experimental conditions are chosen in such a way that the center tubes are perturbed at small momenta (with respect to their $k_F$). A measurement would then give $S(k, \omega)$ at small $k$, which is exactly what we need to recover the distribution $\vartheta(\lambda)$. However the tubes further from the center will be perturbed at higher momenta and it seems that we could not determine $\vartheta(\lambda)$ from their DSF. Fortunately, the interactions in these tubes are also stronger, their $\gamma$ is larger. Accordingly, what we obtain from the Bragg spectroscopy is a DSF at larger momenta of a stronger interacting one-dimensional Bose gas. It turns out that for a strongly interacting gas we can use a slightly different method of determining $\vartheta(\lambda)$. It is based on the perturbative expansion around $\gamma = \infty$ and in Appendix C we provide the details.

Note that these two methods for determining $\vartheta(\lambda)$ are complementary. One, the main focus of this work, relies on small-$k$ features of the DSF and is valid for all interaction strengths. The second, based on a $1/\gamma$ expansion, is applicable only for strong enough interactions ($\gamma > 10$ usually proves to be sufficient), but does not require any restriction on the momentum at which the DSF is considered. This allows us to cover the whole variety of physical situations encountered in the Bragg spectroscopy of the one-dimensional Bose gas created in optical lattices.
Figure 10: Left panel: Comparison between the distributions $\vartheta_{\text{num}}$ obtained from the Bragg spectra measured at different system sizes $N = 10$ and $N = 20$ and different momenta $k = 0.2k_F$ and $k = 0.6k_F$, in the quench $c = 0 \to c = 2$. Right panel: plot of the difference between the numerically computed $\vartheta_{\text{num}}$ (with the same system sizes $N$ and momenta $k$ as in the left panel) and the exact distribution $\vartheta_{\text{GGE}}$. We notice that larger system sizes $N$ and smaller momentum $k$ give a more accurate prediction for $\vartheta(\lambda)$ around $\lambda \sim 0$, while deviations in the tails remain relatively large due to the numerically truncated diagonal ensemble sum (39).

F A few words on the numerical evaluation of the dynamic structure factor

The ABACUS [53] software package evaluates the DSF for a fixed number $N$ of particles and finite length $L$ of the system. From this finite-size data we can infer the shape of the function in the thermodynamic limit. In Fig. 10 we check the dependence of the results on the number $N$ of particles (recall that we always work with a fixed density $n = N/L = 1$). The curves reported in the figure demonstrate that the finite-size effects are small (i.e., of order of $10^{-2}$).

The DSF $S(k, \omega)$ determined with ABACUS is a set of equally distributed discrete set of points in $k$ (quantized as $2\pi I/L$ with integer $I$) and unequally distributed points in the $\omega$ variable. In order to take the ratio in the definition of the $\Xi(k, \omega)$ we smoothed out the DSF in $\omega$ by convoluting it with a Gaussian function with width $\sigma = w\Delta E$ and $w = 0.1$ or 0.5 and with $\Delta E$ the two-particle level spacing, and evaluating it on an equally distributed set of points in $\omega$. We have verified that this smoothening procedure does not affect the results.
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