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Abstract

Deconfined quantum criticality describes continuous phase transitions that are not cap-
tured by the Landau-Ginzburg paradigm. Here, we investigate deconfined quantum crit-
ical points in the long-range, anisotropic Heisenberg chain. With matrix product state
simulations, we show that the model undergoes a continuous phase transition from a
valence bond solid to an antiferromagnet. We extract the critical exponents of the transi-
tion and connect them to an effective field theory obtained from bosonization techniques.
We show that beyond stabilizing the valance bond order, the long-range interactions are
irrelevant and the transition is well described by a double frequency sine-Gordon model.
We propose how to realize and probe deconfined quantum criticality in our model with
trapped-ion quantum simulators.

Copyright A. Romen et al. Received 14-11-2023 ®)
This work is licensed under the Creative Commons Accepted 05-02-2024 check for
Attribution 4.0 International License. Published 22-02-2024 updates
Published by the SciPost Foundation. doi:10.21468/SciPostPhysCore.7.1.008
Contents
1 Introduction 2
2 The model 2
3 Phase diagram 3
4 Effective field theory 5
5 Critical exponents 9
6 Experimental prospects 10
7 Conclusions and outlook 12
References 12


https://scipost.org
https://scipost.org/SciPostPhysCore.7.1.008
mailto:anton.romen@tum.de
http://creativecommons.org/licenses/by/4.0/
https://crossmark.crossref.org/dialog/?doi=10.21468/SciPostPhysCore.7.1.008&amp;domain=pdf&amp;date_stamp=2024-02-22
https://doi.org/10.21468/SciPostPhysCore.7.1.008

SCIl SciPost Phys. Core 7, 008 (2024)

1 Introduction

The understanding of continuous phase transitions is largely based on Landau-Ginzburg theory
[1]. The key concept is to characterize phases of matter by an order parameter that detects
spontaneous symmetry breaking (SSB). Wilson has later introduced renormalization group
ideas [2] to quantitatively account for the critical exponents which has led to the sophisticated
Landau-Ginzburg-Wilson (LGW) paradigm.

In recent years, new classes of critical behavior that are not captured by this paradigm
have been found. One example is the continuous transition between two SSB phases, that
break different symmetries of the Hamiltonian, in two dimensional spin models [3,4] known
as a Deconfined Quantum Critical Point (DQCP); for a recent review see [5]. Importantly, it
has been established that such a transition is not captured within the LGW paradigm, as there
is no a priori reason for why two continuous transitions of different order parameters should
collapse at a single point. The DQCP can be rather understood by fractionalized constituents
coupled to emergent gauge fields.

Recently, a transition that possesses many analogies with deconfined critical points has
been proposed for a one-dimensional (1D) spin-1/2 model [6]. Contrarily to 2D where numer-
ical evidence for a second order transition has been hard to obtain, the existence of powerful
field theoretical and numerical tools in 1D has been used to gather strong evidence for a con-
tinuous transition [6-8]. Additionally, variants of the Lieb-Schultz-Mattis theorem [9] forbid
the existence of a trivial phase in their model, thus rendering a conventional phase transition
impossible. Following this work, DQCPs have been characterized in various other 1D models
as well [10-14].

In this work, we study 1D DQCP in a long-range anistropic Heisenberg model with power-
law decaying spin-spin interactions, that has been recently experimentally realized in a trapped
ion quantum simulator [15]. We study the DQCP both analytically with field theoretic tech-
niques and numerically with matrix product states. In our model the continuous transition
between a valence bond solid (VBS) and an antiferromagnetic (AFM) Néel ordered phase is
tuned by the power-law exponent of the long-range interactions and by the spin anisotropy. We
employ bosonization techniques in (1+1)-dimension to show that the transition is described
by an effective double frequency sine-Gordon field theory, which predicts an emergent U(1)
symmetry at the critical point. Using tensor network simulations we extract the phase bound-
ary and critical exponents of the transition. In accordance with the effective theory we find
that the order parameters decay algebraically at the critical point with certain predicted rela-
tions between the critical exponents. Furthermore, the transition is characterized by a central
charge ¢ = 1. We propose experimental protocols for trapped ions to prepare the DQCP ground
state and show how the emergent symmetry at the DQCP can be accessed through snapshots
of the order parameters [13].

2 The model

In this work, we study a long-range, anisotropic Heisenberg chain described by the Hamilto-

nian
J

|i—jl®

Hin(a,A) =Y [srsy+sYs) +(1+n)s7s?], (1)

J<i
where a is the power-law exponent of long-range interactions, A denotes the anisotropy in z-
direction and J > 0 indicates the overall energy scale of the model. Throughout the following
discussion we will fix J = 1 as unit of energy unless stated otherwise. Before we turn to a
more detailed analysis of the phase diagram shown in Fig. 1 (a), let us discuss some general

arguments for the limiting cases of H;p.
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We first consider the limiting cases of the long-range exponent a. For a — oo the model
reduces to the conventional XXZ chain, whose ground state for A = 0 is a gapless Luttinger
liquid and for any finite anisotropy A > 0 is Néel ordered in z-direction [16]. For a — 0 all
spins interact equally with each other Hiz(a — 0) = %5‘ S+ AS* - 8%, where S = D S;isa
collective spin of extensive magnitude. At the isotropic point, A = 0, the energy spectrum is
determined using representation theory [17]. In the thermodynamic limit the ground states
are given by arbitrary singlet representations with total spin zero. From [S-8,AS8%-8]=0
we find that isotropic and anisotropic contributions are diagonalized simultaneously. Given
that §* - §* has eigenvalue 0 for spin-0 states, the ground state of the anisotropic limit also has
singlet character, independent of A.

When considering the isotropic limit A = 0, a prior analysis [17] found that the model
undergoes a quantum phase transition from a valence bond solid (VBS) for small a, that is
stabilized from the arbitrary singlet states, to a gapless Luttinger liquid (LL) at a critical value
a ~ 1.66. By contrast, in the regime of dominating A, the antiferromagnetic coupling in
z-direction favors an AFM Néel ordering of the spins independent of a.

Due to the different character of the ground state for A = 0 and A — 00 a phase transition
is expected at some A.(a) in this model. In the large a regime, the LL-AFM transition is in
the Berezinskii-Kosterlitz-Thouless universality class and arises for infinitesimal A [16]. In
this work, the focus is on the regime of small a < 1.66, where the two limiting cases are
both spontaneously symmetry broken (SSB) phases. We argue that in this regime the model
features a DQCP describing a continuous transition between the two ordered phases; the VBS
phase at small A and the AFM phase at large A.

3 Phase diagram

We use infinite-system Density Matrix Renormalization Group (iDMRG) simulations [18-20]
implemented within the TenPy library [21] and optimize over a Matrix Product State (MPS) in
the thermodynamic limit to analyze the phase transition between the VBS and AFM phase. For
our numerical study we approximate the powerlaw decaying interactions in Hamiltonian (1)
by a sum of exponentials [22] which allows for an efficient Matrix Product Operator (MPO)
representation. To obtain a good approximation of the interactions even for large distances
between the spins we need to take sufficiently many exponentials into account, which limits
the maximal accessible bond dimension to y < 500. At the largest bond dimensions we make
use of a low-amplitude density mixer [23] to improve convergence. Moreover, we restrict our
study to a = 1 where the convergence of the DMRG algorithm is controlled.

To attain a first understanding of the transition, we fix @ = 1.2 and compute the dimeriza-
tion and Néel order parameters

-

1 o - - 1
Wyps = N Z(—l)n [Sn-Snt1—Sns1 - Snra] s Mem = N Z(—l)nsi , 2)
n n

as a function of A, see Fig.1(b). For large values of A we find a finite value of My, and
vanishing Wypg and vice versa for small A. At A ~ 0.975 both order parameters acquire a
small jump, indicating a weak first order transition.

The (weakly) first order character of the transition is, however, a consequence of the fi-
nite bond dimension of the iMPS, which cannot resolve critical states with infinite correlation
length. In our case, close to the critical point the approach is thus expected to encounter
metastability due to the near degeneracy of low energy states with competing order. The
jumps in the order parameters should therefore be regarded as finite residuals due to hystere-
sis close to the critical point, i.e., a bias of the optimized MPS towards the initial state used for
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Figure 1: Deconfined quantum criticality. a) Phase diagram of the long-range,
anisotropic Heisenberg chain. For 1.0 < a < 1.66 the model features a DQCP from
a VBS to an AFM phase. b) Order parameters evaluated along the green line. c)
Divergence of the correlation length £ with bond dimension y. Insets: b) Left: For an
MPS with finite bond dimension, the transition is weakly first order leading to a kink
in the MPS ground state energy from which we estimate the critical point. Right: The
so-obtained critical value A, ~ 0.975 is consistent with a Binder cumulant analysis
for M3p,,. ©) The critical entanglement entropy scales linearly with log () yielding
a central charge ¢ = 1 consistent with field-theory predictions.

DMRG. While in [7] a sophisticated ramping protocol was necessary to control the hysteresis,
we find that it is sufficient to choose different initial states for DMRG in our case; starting
with the totally antiferromagnetic Néel state induces a finite residual of My, ,, using a singlet
as initial state leads to a finite residual of Wy . In the following, we expand our protocol to
address this problem and argue that the transition becomes continuous in the limit y — oco.
In fact, we will see that the first order character is advantageous for determining the critical
point A, of the transition.

Due to the finite residuals, a good estimate for the critical point is hard to obtain by
means of the order parameters. To improve precision, we use the weak first order char-
acter of the transition which leads to a (small) discontinuity in the energy at the criti-
cal point. A linear approximation of the energy on both sides of the critical point yields
AX(a = 1.2,y = 724) ~ 0.975, see left inset in Fig.1(b), in agreement with the behavior
of the order parameters and a study of the Binder cumulant ((Mjp,)*)/((M3gy)?)* which is
scale invariant at criticality [24] (Fig. 1 (b), right inset). The so obtained critical point A%(y)
varies with the bond dimension of the MPS. We emphasize, however, that for the largest bond
dimensions used, the critical value is accurate up to §A. ~ 5- 1073,

With a good estimate for A, a first indication of a continuous transition is found by eval-
uating the correlation length & of the system, which is a property of the transfer matrix of
the MPS [21] and diverges at a continuous phase transition. Such divergence cannot be cap-
tured directly due to the finite bond dimension of the MPS. Nonetheless, inside the gapped
phases one rapidly approaches the true value of £ with increasing bond dimension resulting
in a y-dependent cusp of increasing height at the transition as in Fig. 1 (c).

Further evidence for a continuous transition emerges from an analysis of the entangle-
ment entropy at the critical point, which is simulated with both initial states, a Néel ordered
as well as a singlet configuration. The scaling of the entropy with bond dimension follows
S(x) = glog&(y) [25] with the central charge c, see inset in Fig. 1 (c). We find ¢ = 1 for the
central charge of the transition, which is consistent with the field theory presented in the next
section, Sec. 4.
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4 Effective field theory

From an analytical point of view the VBS-AFM transition can be understood by bosonizing the
spin degrees of freedom, see e.g. [16]. The standard procedure consists of representing the
spin operators by Jordan-Wigner (JW) fermions defined via

, 1 L .
g_ . _ 1 + AT . T
Sj—cjcj 2 Sj =(-1) CjeXp(me:Cka)’ (3
<j

where we employed a canonical transformation ¢; — (1) ¢; ensuring the correct definition
of right- and left-moving fermions for our antiferromagnetic model later on. The JW fermions

are then mapped to two bosonic fields ¢ (x), 6(x) through

irkpx

L ) = (o) + g (b)), with 1, () = U, e O

vb V2ny

Here, b is the lattice spacing and y a UV cutoff used to regularize the theory after taking the
continuum limit. ¢ € [0,7) and 0 € [0,27) denote compact-valued bosonic fields following
the algebraic structure encoded by [¢(x1), VO(x5)] = ind(x, — x1). Moreover, r = %1 for
the right(left)-moving fermions v, that describe the low-energy excitations close to the two
Fermi points k = +k. Lastly, the Klein factors U, account for creation and annihilation of
right and left moving fermions and commute with the bosonic fields. Since they are irrelevant
for the following discussion we drop them from here on. The non-interacting part of H;y is
mapped to

1 .
Hy :Z(S;S}(H +S;’SJ?’+1) =3 Z:(c}rcj+1 +h.c), (5)
J j

which gives ky = 7/(2b) at half filling, i.e. zero magnetization in z-direction.

We emphasize that obtaining an exact representation of Eq. (1) requires accounting for the
Jordan-Wigner string contained in Eq. (3) in longer-ranged terms. Nonetheless, we will argue
in the following that the essential physics is already captured by the short-range contributions
to the Hamiltonian. For this we show that long-range terms represent irrelevant contributions
in the Renormalization Group (RG) sense and that the presented results are independent of
the exact cutoff chosen for the short range part as long as next-nearest neighbor interactions
are taken into account.

Short-range contribution We first consider only nearest and next-nearest neighbor interac-
tions. In this case, Hiy reduces to the antiferromagnetic J; —J, XXZ chain, which has been
studied in multiple works, see e.g. [10,26]. In particular, we want to point to Ref. [10] inves-
tigating the VBS-AFM transition as an example of a DQCP The Hamiltonian is first written in
terms of JW fermions

b= [ _ E(C;‘cjﬂ +he)—(1+A) (ﬁj - é) (ﬁj+1 - %)}

J
171, 1 1
+ 2_0‘ [E(C;(]. —Zﬁj+1)cj+2 +h.C.) +(1+A4) (f\lj — E) (ﬁj+2 — 5)] :| . (6)

Taking into account only the lowest harmonics, the bosonized action reads

Sxxz(¢,0) = J drdx [%8T9V¢ +uK(vVe)? + I%(Vd))z + cos(4¢(x))] , (7)

A
(2my)?

5
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where we introduce the Luttinger parameter K and coupling A = 2b2|:2ia(3 +A) -1+ A)].
Additionally, the order parameters are represented by the expressions

Mgy ~ %f dx cos(2¢(x)),
1 _ 1 (8)
Uyps ~ N Z(—l)J I:SJJTS]._Jr1 +he]~ af dxsin(2¢(x)),
j

in terms of the bosonic fields. Note, that we project the VBS order parameter onto the (x,y)-
plane, effectively reducing the SU(2) invariance to a U(1) phase choice. This is possible as the
resulting operator behaves identically under the symmetry operations relevant to our model
and thus serves as an alternative order parameter.

Having obtained the bosonized description for the model we start by relating the gapped
phases to the strong coupling limits A — £00 of the action Sxx; in Eq. (7). For A < 0, the
field ¢ is pinned to ¢ = 0,7t/2 to minimize the action, thus leading to a finite expectation
value of M}, . In contrast, A > O restricts ¢ to take values of ¢ = 1/4,37/4 inducing a
finite expectation value of Wyg. Under the premise that the cosine is relevant, the action Sxx;
indeed describes a continuous VBS-AFM transition which happens when A changes sign. To
determine the flow of the parameter A under a RG transformation, we evaluate the scaling
dimension of the cosine in Eq. (7) for small A. From the quadratic part in Eq. (7) one has
dim[e!™?] = m?K /4, dim[e!"®] = n?/(4K) and thus dim[cos(4¢ (x))] = 4K. The resulting RG
equation

% = (2—dim[cos(4¢)]) A, )

hence flows to strong coupling whenever 2 —4K > 0. Hence, the cosine becomes relevant for
K < 1/2. In our numerical results we indeed find 0.25 S K < 0.5 at the dynamical critical
point consistent with the cosine being relevant, see Sec. 5.

To see which terms from higher harmonics or additional interactions can appear in the short
range part, let us first consider general restrictions imposed by symmetry of the Hamiltonian.
Let us focus on the full Hamiltonian H;i, which is invariant under translational symmetry
T.. Moreover, the full spin rotation symmetry SU(2) is broken down to U(1) x Z,, corre-
sponding to rotations in the easy-plane and spin-flips along the easy-axis. For completeness
let us mention that H;y is also invariant under time reversal symmetry 7 due to the absence
of interactions containing an odd number of spin operators even though the symmetry does
not play an important role in our considerations. The symmetry operators transform the spin
operators as

Tx . S] _)Sj+1)

u(l)= l_[e_lasf : S;’“V — cos(a)S;’y :Fisin(a)SJJ./’x, S]Z. — S]Z. ,

j
— X\ . ¢Xx b'e Y,z _qY2
Zz_]_'[(zsj).squj, §7% - —s)*. (10)
J

After finding an approximation for the spin operators using Eq. (3) and Eq. (4), see also [16]

z

T s ) =~ )+
b i

CL os2¢(x),
my

St o100 a1
—— > §*(x) =

Vb vV 2ny

[(=1)* +cos(2¢(x))],
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it becomes apparent that the symmetries act on the bosonic fields as

Tx:¢—>¢+§, 00,

U(1)El_[e_ia5§:¢>—>qb, 0—-0+a,
j
%E[ﬁ%ﬁ:¢e—¢+g, 6 ——0. (12)

J

Respecting the U(1) symmetry allows only for terms involving differences of the field 8 such
as cos(0(y)— 6(x)). However, for small |y — x| as in the case of short-range interactions such
a term can be expanded up to first order, yielding

cos(8(y)—0(x)) ~ cos(VO(x)|ly —x|) ~ 1+ 0O((V6)?), (13)

which does not add an additional 6-dependence. Due to Z, and translational symmetry,
only higher cosine terms cos(4n¢) can appear in the short-range part. Such a term scales
as dim[cos(4n¢)] = 4nK and is thus relevant for K < 1/(2n?). In particular, n = 2 being the
next higher possible contribution implies that the relevant action remains unaltered as long as
K > 1/8, and numerically we find K to be always in this regime.

Long-range contribution To capture the long-range interactions one uses the approxima-
tions for the spin operators in Eq. (11), which are inserted into the Hamiltonian in Eq. (1) to
obtain the long range part of the action. First, we consider only non-oscillating terms, i.e. drop
all contributions ~ (—1)* corresponding to higher harmonics. Doing so, easy-axis interactions
along the z-direction contained in Eq. (1) only cause one additional term

Sy~ 1+ A)J dxdy Ve (x)Ve(y), (14

|x — yl@

which in Fourier space contributes as ~ f dqlq|*™t ¢ (q)?. If we restrict ourselves to a > 1.0,
this term will be irrelevant with respect to the quadratic part of Eq. (7) that in Fourier space
reads ~ f dqq®¢(q)?. Additionally, easy-plane contributions result in a term of the form

Sin = 5(57 IS () +5 (ST ()

b
~ —J dxdy x —1y|a n—y[cos (9(x) — G(y)) cos (Zd)(x)) cos (2qb(y))] , (15)

coupling the fields 6 and ¢. This term scales as dim[S;g] = a — 1+ 1/(2K) + 2K and will
thus flow to strong coupling only if K satisfies @ < 3 — 2K — 1/(2K). Taking the Luttinger
parameter K as obtained from our numerical calculations below, we find again that throughout
the considered parameter regime this term is irrelevant. We thus find that all long-range
contributions are irrelevant in the RG sense. By contrast, it has been found that long-range
ferromagnetic interactions drive the system toward a first order transition [14].

Interestingly, considering also the oscillating contributions arising from inserting Eq. (11)
into Eq. (1) we find contributions surpressing certain types of order. The term

—_1)lx=xl
SXY~Jdxdyuicos(e(x)—e(y)), (16)
lx —y|* my

arises from the xy-interaction in the easy plane and can induce continuous symmetry break-
ing of the U(1) symmetry for ferromagnetic couplings [27], where the oscillating prefactor
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Figure 2: Critical exponents of the AFM-VBS transition. a)-b) The order param-
eters obey a power-law scaling in the vicinity of the critical point from which we
extract the exponents Bapy and PByps. Insets: Scaling of the correlation length. As
a consequence of the emergent enhanced symmetry group of the DQCP the critical
exponents characterizing the algebraic decay of order parameter correlations are ex-
pected to coincide on both sides of the transition. Numerically this can be confirmed
using two different initial configurations for the ground state search, c¢) an initial Néel
as well as d) a singlet configuration. As a result of finite MPS bond dimensions acces-
sible, correlations at large distances r cross over from an algebraic to an exponential
decay or to constant values given by the square of the order parameter residual. In-
sets: The order parameter residual at the critical point allows us to obtain numerical
estimates for /v, see main text for details. Results are plotted for a = 1.2.

vanishes. Contrarily, with antiferromagnetic couplings, this term is always surpressed by the
oscillating prefactor compared to the cos(4¢(x)) term from Eq. (7), thus leading to a dimer-
ized phase instead of a continuously symmetry broken phase with finite expectation value of
S* +S” in the x-y plane.

Additionally, the term

(=1)lx= b2
x—yle

~(1+ A)J dxdy ——— cos(2q§(x)) cos(2¢(y)), (17)

arising from long range z-coupling along the easy-axis term prevents an |TT||) (up-up-down-
down) ordered phase which can occur in the short range J; —J, model when J,/J; > 1/2,
e.g. [10,13]. This last condition follows from the simple argument that the energy Eqp); of
the perfect |TT]]) state can become lower than that of the Néel state Ey. The same argument
applied to the long range case gives Ey < Ejp) independent of a, which is encoded in the
S, term. In terms of the short range action, this further shows that the next higher symmetry
allowed cos(8¢ (x)) term which accounts for the four-fold degeneracy of the |TT||) state never
becomes relevant.
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Figure 3: Scaling of critical exponents. Numerical values obtained for the critical
exponents /v and K in both phases. General scaling arguments predict /v = K
as graphically shown on the right. Indeed the four lines aggree with good accuracy
and we find 1/8 <K < 1/2.

5 (Critical exponents

Using the estimates for the critical points from Sec. 2 and the field theory from Sec. 4, allows
us to determine the critical exponents for the transition. In particular, we are interested in
the correlation length exponent v as well as the order parameter exponents fapy and PBygs,
characterizing the powerlaws

E(la—A)~]A-A,
M1Z\FM(|A_ Al)~[A— Ac|ﬁAFM s
Dyps(|A — A ~ [A— A |Poss (18)

valid in the vicinity of the transition. The numerical results shown in Fig. 2 (a) and (b) indeed
show the expected powerlaw behavior for the order parameters as function of |A — A_|. Per-
forming the same analysis for the correlation length £(JA—A.|), however, turns out to be more
challenging in this model for the following reasons. On the one hand, due to finite values of
the bond dimension y, the correlation length saturates close to the critical point, approach-
ing a maximal value £(A — A_.) — &(y) for each y. On the other hand, even in ordered
phases convergence in the correlation length is hard to achieve due to long-range interactions.
Consequently, we are left with only a narrow parameter window where the power law can be
resolved, see insets of Fig. 2 (a) and (b). This causes the convergence of the correlation length
to be rather slow and the numerical values of the critical exponent v(y) to shift with bond
dimension. Because of these numerical challenges, we do not use the correlation length ex-
ponents in our further analysis. We emphasize, however, that the order parameters converge
reasonably with increasing bond dimension, see Fig. 2.

Field theory, moreover, predicts the order parameter correlations

Carm (1) = (M (Mg (x + 7)), Cyps(r) = (Wyps(X)¥yps(x + 7)), (19)

to decay algebraically at the critical point. In particular, the critical exponents associated
to both correlations functions have to agree as they are functions of the same field ¢, i.e.
Capm(7) ~ Cyps(r) ~ r~2K implicitly also enforcing Bapy = Pvps. The above relation is
obtained by using Eq. (8) and considering the respective correlations of the field ¢, see e.g.
[16]. In Fig.2 (¢) and (d) we show numerical results for the order parameter correlations at
the critical point. At large distances correlations of the order parameter either approach a
constant value given by the square of the residual or decay exponentially, which is a result of

9
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the finite correlation length. With increasing bond dimension we thus recover the expected
algebraic decay characterized by the same critical exponents for both phases.

A more sophisticated scaling analysis, moreover, enables us to relate the critical expo-
nents for correlation length and order parameter. Denoting the order parameter of inter-
est as M and the distance to the critical point as |A — A.| = & the scaling law takes the
form M(6) = f dx m(x;8) ~ &P implying that the order parameter density m(x;&) has
scaling dimension f3/v + 1. Here we use that & has scaling dimension 1/v in proximity of
the critical point enforced by the power law & ~ 67”. When considering the algebraic cor-
relations C(r) = (M(x — r/2)M(x + r/2)) ~ r=2K at the critical point, the transformation
C(r)— C(r/A) ~ APC(r) ~ A2B/7C(r) implies K = f3/v. Here, the last relation follows from
dimensional analysis of the correlator.

In order to verify this relation numerically, we compute /v from finite-entanglement
scaling of the order parameter residuals [7]. The general idea is to use the analogy to finite-
size scaling in statistical mechanics: In a system with length L an order parameter M generally
decays to zero as L™P/” at the critical point. If we now employ that the cutoff length in our
system is given by the correlation length, the discontinuity O° of the order parameters at the
critical point is expected to scale as

Of\FM/VBs ~E)P. (20)

This scaling is indeed observed numerically and shown in the insets of Fig. 2 (c) and (d).

Numerical values of /v as well as K obtained from AFM and VBS fixed-point initial states
are summarized in Fig. 3. Reasonable agreement is obtained for the predicted relations. Small
deviations are found in the vicinity of a = 1.0, which we attribute to the fact that numerical
convergence is more difficult to achieve in this regime.

6 Experimental prospects

Our model from Eq. (1) can be realized in trapped-ion quantum simulators using Floquet
engineering [15,28]. Collective vibrations of an ion crystal induced by off-resonant laser cou-
pling mediate power-law decaying Ising interactions H,, = >.._ i /li—jl*s; S;‘ with tunable
exponent a [29]. By periodically applying global 7t/2-pulses around the z, x and y axes, effec-
tive dynamics with H,,, Hy, and H,, is stroboscopically realized. The respective interaction
strengths are determined by the time period 7, between the pulses with a € {x,y,z}. By
choosing 7, = 7, and tuning 7, > 7,, the Hamiltonian Eq. (1) with tunable anisotropy A is
realized using the same protocol. Experimentally, more refined Floquet protocols can improve
Trotter errors and stability [15].

In order to experimentally study the ordered phases and the DQCB the ground state has
to be prepared adiabatically. The core procedure involves an extended Hilbert space of three
states labelled by {g, T, |} and has been introduced in a related context in Ref. [13]. First, the
system is initialized in an auxiliary state |GS) = ); |g); of the ions. Then, the population of
these auxiliary states is transferred to the physical spin states |1),|]). This can be achieved by
adiabatically tuning the parameter s € [0, 1] in the Hamiltonian H(s) = Hyy + H;(s), where
H(s) =2, (s) (Ia)i (g|i+h.c.)+AL(s) >-:1g)i(gl; couples the physical |o); and the auxiliary
states |g). A sufficiently slow ramp of the detunings A;(s) from a large negative to a large
positive value while simultaneously turning on and off ©;(s) transfers the population from
|g) to the spin states |o). In order to target the sector with zero total magnetization of Hyg,
required to characterize the DQCE the adiabatic passage has to be performed by coupling
alternate spin states o; on even and odd lattice sites. This can be achieved by local addressing
with different laser frequencies on even (odd) sites, respectively. The protocol is optimal when
the time dependent parameters €2; (s) and A (s) are chosen such that the energy gap is minimal

10


https://scipost.org
https://scipost.org/SciPostPhysCore.7.1.008

SCIl SciPost Phys. Core 7, 008 (2024)

VBS AFM

0.25

Xeur

7
Q
>
e g
=
w
_0.25 z z zZ <
—0.5 MZpm 05 —0.5 MXem 05 —05 MXem 05
=
Y
0o r 15 30 0 r 15 30 0 r 15 30
G
0 @ ™ 27 0 «@ ™ 27 0 «@ ™ 27

Figure 4: Snapshots of the order parameters. Joint probability distribution of the
order parameters Wypg and M ~mv- Top Row: Expectations values for both order pa-
rameters measured with respect to the ground state within the VBS (first column),
the AFM (third column), as well as at the critical point (second column). We find
a discrete peak structure of the distribution inside the ordered phases (AFM, VBS)
reflecting the symmetry broken ground states. By contrast, at the critical point the
obtained distribution is rotationally invariant indicating the emergent U(1) symme-
try of the DQCP. The symmetry broken nature as well as the emergent symmetry at
criticality are also reflected in the radial (middle row) and angular (bottom row)
profile of the measurement outcomes.

at H(s = 1). The gap is finite in the symmetry broken phases and closes algebraically with
system size at the DQCP and determines the time scale of adiabatic preparation.

After preparing the state, the order parameters of the distinct phases need to be measured.
A simultaneous measurements of the non-commuting AFM and VBS order parameters is in
general not possible. Exploiting the symmetry of the problem we can, however, alternatively
use the operator Wyps = 1/N Zi(afof .1 —0%,,07%,,) to characterize the VBS state by project-
ing the singlet operator onto one spin direction [13]. From that the full counting statistics of
the joint distribution function is accessible. As an example, Fig. 4 shows the joint probabil-
ity distribution of the order parameters for a unit cell of N = 128 sites taken from the iMPS
ground state [30]. We fix a = 1.2 and choose values of A = 0.4,0.975,1.55 inside the VBS
phase, at the critical point and inside the AFM phase and perform 3 - 10* measurements for
each parameter.

Inside the ordered phases two peaks corresponding to the symmetry broken ground states
indeed emerge as expected. We emphasize that although being less pronounced, breaking of
rotational symmetry of the order parameter distribution is also observed closer to the DQCP
The rotational invariance of the joint distribution at the critical point is a clear indicator of an
emergent U(1) symmetry akin to a deconfined quantum phase transition. This has to be con-
trasted with a conventional coexistence phase present at first order transitions, which would
be characterized by a distribution containing four distinct peaks invariant under the discrete
symmetry Z, X Z,. Moreover, we point out that the results at the DQCP in the second column
of Fig. 4 are independent of how we initialize the DMRG ground state search.
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7 Conclusions and outlook

We have investigated the zero temperature phase diagram of a long-range anisotropic Heisen-
berg model with power law decaying interactions. For sufficiently small power-law exponents
a < 1.66 we find a deconfined quantum critical point (DQCP) between a dimerized valence
bond solid (VBS) and an antiferromagnetic Néel phase (AFM) which is forbidden in standard
Landau-Ginzburg theory.

By employing bosonization techniques we show that the transition is described by an effec-
tive sine-Gordon theory with double frequency which arises from the nearest and next-nearest
neighbor interactions. This effective theory is a consequence of the symmetries of our model
and generally holds as long as the symmetry group remains unaltered. We furthermore argue
that in the considered regime, the longer-ranged interactions, beyond next-nearest neighbors,
become irrelevant and thus do not contribute to the effective theory.

Furthermore, density matrix renormalization group (DMRG) simulations are employed
to analyze the transition numerically. The phase boundary hosting the DQCP is determined
by analyzing the weak first order crossing in the energy, which arises from the finite matrix
product state bond dimension, and a study of the Binder cumulant. In accordance with the
effective theory a central charge ¢ = 1 is determined through finite entanglement scaling
and the critical exponents of the transition are determined. As predicted by the effective
theory, both order parameters decay algebraically at the critical point with matching exponent
related to the Luttinger parameter of the theory. We moreover show, how the DQCP can be
characterized experimentally using trapped ions.

For future work, it will be interesting to study the finite temperature phases of this model.
Even though the system is one dimensional, long-range interactions can stabilize ordered
phases at finite temperatures [31,32]. Understanding and characterizing the fate of the DQCP
in this regime could be an interesting future direction. Moreover, exploring the dynamics of
excitations [15] could provide additional insights into the structure of the DQPT.

Acknowledgments

We thank Ruben Verresen for stimulating discussions.

Funding information We acknowledge support from the Deutsche Forschungsgemein-
schaft (DFG, German Research Foundation) under Germany’s Excellence Strategy—EXC-2111-
390814868, TRR 360 - 492547816 and DFG grants No. KN1254/1-2, KN1254/2-1, the Eu-
ropean Research Council (ERC) under the European Union’s Horizon 2020 research and in-
novation programme (grant agreement No. 851161), as well as the Munich Quantum Valley,
which is supported by the Bavarian state government with funds from the Hightech Agenda
Bayern Plus.

Data and code availability Numerical data and simulation codes are available on Zenodo
upon reasonable request [33].

References

[1] L. D. Landau and E. M. Lifshitz, Statistical physics, volume 5, Butterworth-Heinemann,
Oxford, UK, ISBN 9780080570464 (2013), doi:10.1016/C2009-0-24487-4.

[2] K. G. Wilson, The renormalization group and the € expansion, Phys. Rep. 12, 75 (1974),
doi:10.1016/0370-1573(74)90023-4.

12


https://scipost.org
https://scipost.org/SciPostPhysCore.7.1.008
https://doi.org/10.1016/C2009-0-24487-4
https://doi.org/10.1016/0370-1573(74)90023-4

SCIl SciPost Phys. Core 7, 008 (2024)

[3] T. Senthil, A. Vishwanath, L. Balents, S. Sachdev and M. P A. Fisher, Deconfined quantum
critical points, Science 303, 1490 (2004), doi:10.1126/science.1091806.

[4] T. Senthil, L. Balents, S. Sachdev, A. Vishwanath and M. P A. Fisher, Quantum criti-
cality beyond the Landau-Ginzburg-Wilson paradigm, Phys. Rev. B 70, 144407 (2004),
doi:10.1103/physrevb.70.144407.

[5] T. Senthil, Deconfined quantum critical points: A review, (arXiv preprint)
doi:10.48550/arXiv.2306.12638.

[6] S. Jiang and O. Motrunich, Ising ferromagnet to valence bond solid transition in a one-
dimensional spin chain: Analogies to deconfined quantum critical points, Phys. Rev. B 99,
075103 (2019), doi:10.1103/physrevb.99.075103.

[7] B. Roberts, S. Jiang and O. I. Motrunich, Deconfined quantum critical point in one dimen-
sion, Phys. Rev. B 99, 165143 (2019), doi:10.1103/physrevb.99.165143.

[8] R.-Z. Huang, D.-C. Lu, Y.-Z. You, Z. Y. Meng and T. Xiang, Emergent symmetry and con-
served current at a one-dimensional incarnation of deconfined quantum critical point, Phys.
Rev. B 100, 125137 (2019), doi:10.1103/physrevb.100.125137.

[9] E. Lieb, T. Schultz and D. Mattis, Two soluble models of an antiferromagnetic chain, Ann.
Phys. 16, 407 (1961), doi:10.1016/0003-4916(61)90115-4.

[10] C. Mudry, A. Furusaki, T. Morimoto and T. Hikihara, Quantum phase transitions be-
yond Landau-Ginzgburg theory in one-dimensional space revisited, Phys. Rev. B 99, 205153
(2019), do0i:10.1103/physrevb.99.205153.

[11] C. Zhang and M. Levin, Exactly solvable model for a deconfined quantum critical point in
1D, Phys. Rev. Lett. 130, 026801 (2023), doi:10.1103/physrevlett.130.026801.

[12] N. Baldelli, C. R. Cabrera, S. Julia-Farré, M. Aidelsburger and L. Barbiero, Frustrated
extended Bose-Hubbard model and deconfined quantum critical points with optical lattices
at the anti-magic wavelength, (arXiv preprint) doi:10.48550/arXiv.2309.03193.

[13] J. Y. Lee, J. Ramette, M. A. Metlitski, V. Vuleti¢, W. W. Ho and S. Choi, Landau-forbidden
quantum criticality in Rydberg quantum simulators, Phys. Rev. Lett. 131, 083601 (2023),
doi:10.1103/physrevlett.131.083601.

[14] S. Yang, Z. Pan, D.-C. Lu and X.-J. Yu, Emergent self-duality in a long-range critical spin
chain: From deconfined criticality to first-order transition, Phys. Rev. B 108, 245152
(2023), do0i:10.1103/physrevb.108.245152.

[15] E Kranzl, S. Birnkammer, M. K. Joshi, A. Bastianello, R. Blatt, M. Knap and C. E Roos,
Observation of magnon bound states in the long-range, anisotropic Heisenberg model, Phys.
Rev. X 13, 031017 (2023), doi:10.1103/physrevx.13.031017.

[16] T. Giamarchi, Quantum physics in one dimension, Clarendon Press, Oxford, UK, ISBN
9780198525004 (2003).

[17] S. Birnkammer, A. Bohrdt, E Grusdt and M. Knap, Characterizing topological excitations
of a long-range Heisenberg model with trapped ions, Phys. Rev. B 105, 1L.241103 (2022),
doi:10.1103/physrevb.105.1241103.

[18] S. R. White, Density matrix formulation for quantum renormalization groups, Phys. Rev.
Lett. 69, 2863 (1992), doi:10.1103/physrevlett.69.2863.

13


https://scipost.org
https://scipost.org/SciPostPhysCore.7.1.008
https://doi.org/10.1126/science.1091806
https://doi.org/10.1103/physrevb.70.144407
https://doi.org/10.48550/arXiv.2306.12638
https://doi.org/10.1103/physrevb.99.075103
https://doi.org/10.1103/physrevb.99.165143
https://doi.org/10.1103/physrevb.100.125137
https://doi.org/10.1016/0003-4916(61)90115-4
https://doi.org/10.1103/physrevb.99.205153
https://doi.org/10.1103/physrevlett.130.026801
https://doi.org/10.48550/arXiv.2309.03193
https://doi.org/10.1103/physrevlett.131.083601
https://doi.org/10.1103/physrevb.108.245152
https://doi.org/10.1103/physrevx.13.031017
https://doi.org/10.1103/physrevb.105.l241103
https://doi.org/10.1103/physrevlett.69.2863

SCIl SciPost Phys. Core 7, 008 (2024)

[19] G. Vidal, Efficient classical simulation of slightly entangled quantum computations, Phys.
Rev. Lett. 91, 147902 (2003), doi:10.1103/physrevlett.91.147902.

[20] G. Vidal, Classical simulation of infinite-size quantum lattice systems in one spatial dimen-
sion, Phys. Rev. Lett. 98, 070201 (2007), doi:10.1103/physrevlett.98.070201.

[21] J. Hauschild and E Pollmann, Efficient numerical simulations with tensor net-
works:  Tensor network Python (TeNPy), SciPost Phys. Lect. Notes 5 (2018),
doi:10.21468/scipostphyslectnotes.5.

[22] B. Pirvu, V. Murg, J. I. Cirac and F Verstraete, Matrix product operator representations,
New J. Phys. 12, 025012 (2010), doi:10.1088/1367-2630/12/2/025012.

[23] S. R. White, Density matrix renormalization group algorithms with a single center site,
Phys. Rev. B 72, 180403 (2005), doi:10.1103/physrevb.72.180403.

[24] D. Landau and K. Binder, A guide to Monte Carlo simulations in statistical
physics, Cambridge University Press, Cambridge, UK, ISBN 9781139696463 (2014),
doi:10.1017/CB09781139696463.

[25] E Pollmann, S. Mukerjee, A. M. Turner and J. E. Moore, Theory of finite-entanglement
scaling at one-dimensional quantum critical points, Phys. Rev. Lett. 102, 255701 (2009),
doi:10.1103/physrevlett.102.255701.

[26] E D. M. Haldane, Spontaneous dimerization in the S = % Heisenberg anti-
ferromagnetic chain with competing interactions, Phys. Rev. B 25, 4925 (1982),
doi:10.1103/physrevb.25.4925.

[27] M. E Maghrebi, Z.-X. Gong and A. V. Gorshkov, Continuous symmetry breaking in
1D long-range interacting quantum systems, Phys. Rev. Lett. 119, 023001 (2017),
doi:10.1103/physrevlett.119.023001.

[28] R. Blatt and C. E Roos, Quantum simulations with trapped ions, Nat. Phys. 8, 277 (2012),
doi:10.1038/nphys2252.

[29] D. Porras and J. I. Cirac, Effective quantum spin systems with trapped ions, Phys. Rev. Lett.
92, 207901 (2004), doi:10.1103/physrevlett.92.207901.

[30] A. J. Ferris and G. Vidal, Perfect sampling with unitary tensor networks, Phys. Rev. B 85,
165146 (2012), doi:10.1103/physrevb.85.165146.

[31] A. Dutta and J. K. Bhattacharjee, Phase transitions in the quantum Ising and
rotor models with a long-range interaction, Phys. Rev. B 64, 184106 (2001),
doi:10.1103/PhysRevB.64.184106.

[32] M. Knap, A. Kantian, T. Giamarchi, I. Bloch, M. D. Lukin and E. Demler, Probing real-space
and time-resolved correlation functions with many-body Ramsey interferometry, Phys. Rev.
Lett. 111, 147205 (2013), doi:10.1103/physrevlett.111.147205.

[33] A.Romen, S. Birnkammer and M. Knap, Deconfined quantum criticality in the long-range,
anisotropic Heisenberg chain, Zenodo (2023), doi:10.5281/zenodo.10102981.

14


https://scipost.org
https://scipost.org/SciPostPhysCore.7.1.008
https://doi.org/10.1103/physrevlett.91.147902
https://doi.org/10.1103/physrevlett.98.070201
https://doi.org/10.21468/scipostphyslectnotes.5
https://doi.org/10.1088/1367-2630/12/2/025012
https://doi.org/10.1103/physrevb.72.180403
https://doi.org/10.1017/CBO9781139696463
https://doi.org/10.1103/physrevlett.102.255701
https://doi.org/10.1103/physrevb.25.4925
https://doi.org/10.1103/physrevlett.119.023001
https://doi.org/10.1038/nphys2252
https://doi.org/10.1103/physrevlett.92.207901
https://doi.org/10.1103/physrevb.85.165146
https://doi.org/10.1103/PhysRevB.64.184106
https://doi.org/10.1103/physrevlett.111.147205
https://doi.org/10.5281/zenodo.10102981

	Introduction
	The model
	Phase diagram
	Effective field theory
	Critical exponents
	Experimental prospects
	Conclusions and outlook
	References

