Abstract

We review the status of the determination of $|V_{us}|$ from both flavor-breaking finite-energy sum rules based on inclusive non-strange and strange hadronic $\tau$ decay data and the recent lattice-based analysis of inclusive strange hadronic $\tau$ decay data. In particular, we update the results from these analysis frameworks taking into account recent improvements to a number of strange branching fractions reported by HFLAV at CKM2018 and this meeting. We find that inclusive $\tau$ decay data yields results for $|V_{us}|$ compatible within errors with the expectations of three-family unitarity.
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1 Introduction

As is well known, the conventional implementation of the flavor-breaking (FB) finite-energy sum rule (FESR) determination of $|V_{us}|$, employing (i) inclusive non-strange and strange branching fractions (BFs) and (ii) certain assumptions about dimension $D = 6$ and 8 OPE contributions on the theory side of the relevant FESR [1, 2], yields results $\sim 3\sigma$ low compared to the expectations of three-family unitarity. The most recent such determination, by the HFLAV collaboration, reported at this meeting, for example, yields 0.2195 (18) [3].

Problems with the theory-side OPE assumptions in this conventional implementation have been identified in Ref. [4], and an alternate implementation of the FB FESR framework proposed, in which, rather than making assumptions about their values, the relevant effective $D > 4$ OPE condensates are obtained from fits to data. This alternate implementation was shown to resolve self-consistency problems associated with the theory-side assumptions underlying the conventional implementation. The results for $|V_{us}|$ obtained from this improved implementation were found lie $\sim 0.0020$ higher than those obtained from the same data when conventional implement assumptions are employed.

Recently, an improved, lattice-based, method for obtaining $|V_{us}|$ from inclusive hadronic $\tau$ decay data has been proposed [5]. In this approach, high-precision lattice data for the spin $J = 0, 1$ hadronic vacuum polarizations (HVPs) of the flavor $us$ vector (V) and axial-vector (A) current-current two-point functions is used in place of the OPE approximation on the theory side of appropriately-weighted dispersive sum rules. Weights were shown to exist which successfully reduce the relative importance of spectral contributions from the region of the inclusive $us$ V+A spectral distribution where experimental errors are large without at the same time blowing up lattice systematic or statistical errors. The $|V_{us}|$ obtained from the version of this analysis reported in Ref. [5] have smaller errors than those obtained using FB FESRs, and are in agreement within errors with the expectations of three-family unitarity.

The alternate FB FESR and lattice-based analyses reported in Refs. [4, 5] were both based on earlier versions of the HFAG/HFLAV compilation of the exclusive mode strange BFs needed to set the overall scale for the low-multiplicity exclusive mode unit-normalized distributions measured by BaBar and Belle. Because a non-trivial tension existed between the HFAG 2016 result [6] and disperisely constrained expectations [7] for $B[\tau^- \to K^- \pi^0 \nu_\tau]$, both of these analyses considered two cases, one based entirely on 2016 HFAG strange exclusive BFs, and one in which both the 2016 HFAG exclusive-mode $K\pi$ BFs were replaced by the expectations for these BFs obtained in the dispersive analysis of Ref. [7].

More recently, HFLAV has updated its combined strange branching fraction fit, taking into account new, and significantly improved, BaBar results for the BFs $B[\tau^- \to K^- n\pi^0 \nu_\tau]$ with $n = 0, 1, 2, 3$ [3]. The BaBar results resolve the tension between the HFAG 2016 results and disperisely constrained $B[\tau^- \to K^- \pi^0 \nu_\tau]$ expectations. New versions of the analyses of Refs. [4, 5] with an updated, now-unique set of strange BFs are thus now possible, and we report on the results of these below.

The rest of this paper is organized as follows. In Section 2, we review the FESR approach, set notation, and specify the experimental input employed in the updated analyses. In Section 3, we outline the conventional implementation of the FB FESR framework, the problems
associated with the OPE assumptions it employs, and the alternate FB FESR implementation which solves these problems, before providing the updated results of this alternate FB FESR analysis. In Section 4, we briefly review the new lattice-based approach before providing the updated results obtained from it. Finally, in Section 5 we present our conclusions and the discuss prospects for future improvements.

2 Background: hadronic $\tau$ decays in the Standard Model

In the Standard Model, with $s$ the hadronic invariant mass-squared, the differential versions, $dR_{ij;V/A}/ds$, of the ratios

$$R_{ij;V/A} \equiv \Gamma[\tau^- \to \nu_\tau \text{ hadrons}_{ij;V/A}(\gamma)]/\Gamma[\tau^- \to \nu_\tau \bar{\nu}_\tau(\gamma)]$$

(1)

involving the widths of hadronic $\tau$ decays mediated by the flavor $ij = ud, us$, vector (V) or axial-vector (A) currents, are related to the spectral functions, $\rho_{ij;V/A}(s) = 1/\pi \text{Im} \Pi_{ij;V/A}(s)$, of the $J = 0, 1$ HVPs, $\Pi_{ij;V/A}$, of the corresponding current-current two-point functions, by [8]

$$\frac{dR_{ij;V/A}}{ds} = \frac{12\pi^2|V_{ij}|^2 S_{EW}}{m_\tau^2} \left[ w_\tau(y_\tau) \rho_{ij;V/A}^{(0+1)}(s) - w_L(y_\tau) \rho_{ij;V/A}^{(0)}(s) \right]$$

$$\equiv \frac{12\pi^2|V_{ij}|^2 S_{EW}}{m_\tau^2} (1 - y_\tau)^2 \rho_{ij;V/A}(s),$$

(2)

where $V_{ij}$ is the flavor $ij$ CKM matrix element, $S_{EW}$ is a known short-distance electroweak correction [9], $y_\tau = s/m_\tau^2$, $w_\tau(y) = (1 - y)^2(1 + 2y)$, and $w_L(y) = 2y(1 - y)^2$. The $\pi$ and $K$ contributions, which are accurately known and chirally unsuppressed, dominate $\rho_{ij;V/A}(s)$ and $\rho_{ij;V/A}^{(0)}(s)$, respectively. The remaining, continuum, $J = 0$, $ij$ $V$ and $A$ contributions, are $\propto (m_\tau \mp m_\tau')^2$, and hence negligible for $ij = ud$. For $ij = us$, though not entirely negligible, they are small, and highly constrained through associated $ij = us$ scalar and pseudoscalar sum rules, allowing mildly model-dependent determinations over the kinematically allowed range $s \leq m_\tau^2$ [10,11]. Subtracting the contributions of the resulting $J = 0$ pole-plus-continuum sums from the RHSs of Eq. (2), one obtains the $J = 0 + 1$ analogues, $dR_{ij;V/A}^{(0+1)}/ds$, of $dR_{ij;V/A}/ds$, and, from these, the products of the $J = 0 + 1$ spectral function combination and corresponding CKM factor, $|V_{ij}|^2 \rho_{ij;V/A}^{(0+1)}(s)$.

The $J = 0$ (longitudinal) subtraction also allows re-weighted analogues of $R_{ij;V/A}^{(0+1)}$

$$R_{ij;V/A}^{w}(s_0) \equiv \int_0^{s_0} ds \frac{w(s)}{w_\tau(s)} \frac{dR_{ij;V/A}^{(0+1)}(s)}{ds},$$

(3)

to be constructed for arbitrary polynomial, $w$, and arbitrary $s_0 \leq m_\tau^2$. Varying $s_0$ and $w$ provides useful self-consistency constraints for FESR analyses in general and for the FB FESR analyses outlined below in particular.

The spectral function combinations $\rho(s) \equiv \rho_{ij;V/A}^{(0+1)}(s)$ and $s \rho_{ij;V/A}^{(0)}(s)$ correspond to HVP combinations, $\Pi(s) \equiv \Pi_{ij;V/A}^{(0+1)}(s)$ and $s \Pi_{ij;V/A}^{(0)}(s)$, which are free of kinematic singularities, and hence satisfy the FESR (Cauchy’s theorem) relation

$$\int_0^{s_0} w(s) \rho(s) ds = -\frac{1}{2\pi i} \oint_{|s| = s_0} w(s) \Pi(s) ds$$

(4)
for arbitrary analytic $w(s)$ and arbitrary $s_0 \leq m_\tau^2$. For $s_0$ large enough, the operator product expansion (OPE) approximation can be used for $\Pi(s)$ on the RHS.

Both the FB FESR and lattice-based determinations of $|V_{us}|$ require as experimental input weighted integrals of the inclusive flavor $us$ $V+A$ distribution. The former also requires weighted integrals of the inclusive flavor $ud$ $V+A$ distribution.

The weighted $us$ $V+A$ integrals are obtained using the following experimental input

- either the measured $\tau \to K^\pm \nu_\tau$ BF, $B_K$, or the more precise Standard Model (SM) expectation for $B_K$ implied by $K_{\mu2}$ for the $K$ pole contribution;
- Belle [12] and BaBar [13] input for the $K^-\pi^0$ and $K^0\pi^-$ contributions;
- BaBar input [14] for the $K^-\pi^+\pi^-$ contribution;
- Belle input [15] for the $K^0\pi^-\pi^0$ contribution;
- a combination of BaBar [16] and Belle [17] input for the very small $K\bar{K}K$ contribution; and
- 1999 ALEPH input [18] for the combined “residual mode” contribution (the sum over contributions from exclusive strange modes not remeasured at the B-factories).

With BaBar and Belle results for strange exclusive-mode distributions given in unit-normalized form, measured BFs are required to set the overall scales. For these, we employ the results of the most recent HFLAV assessment [3], which takes into account significant recent BaBar improvements to the $K^-\pi^0\nu_\tau$ BFs, reviewed at this conference by A. Lusiani. Of particular note is the new result for $B(K^-\pi^0\nu_\tau)$, which supercedes the earlier BaBar result for this mode, and leads to a sizeable upward shift from the earlier 2016 HFAG average.

The weighted $ud$ $V+A$ integrals are obtained using $\pi_{\mu2}$ and SM expectations for the $\pi$ pole contribution and 2013 ALEPH results for the continuum $ud$ $V+A$ distribution [19]. A small rescaling (~0.5% or less) is required to the convert the older inclusive, continuum $ud$ $V+A$ BF normalization used by ALEPH to the corresponding current value.

\section{$|V_{us}|$ from FB FESRs}

The FB FESR determination of $|V_{us}|$ is based on FESRs involving the FB spectral function combination, $\Delta \rho(s) \equiv \rho_{V+A;ud}(s) - \rho_{V+A;us}(s)$ and associated HVP difference, $\Delta \Pi(s) \equiv \Pi_{ud;V+A}(s) - \Pi_{us;V+A}(s)$ [1,2]. Defining the $w$-weighted FB spectral integral differences, $\delta R_{V+A}^w(s_0)$, by

$$
\delta R_{V+A}^w(s_0) \equiv \frac{R_{V+A;ud}^w(s_0)}{|V_{ud}|^2} - \frac{R_{V+A;us}^w(s_0)}{|V_{us}|^2},
$$

(5)

taking the superallowed nuclear $\beta$ decay result for $|V_{ud}|$ [20] as external input, and using Eq. (4) to replace the LHS with its OPE representation, one finds, solving for $|V_{us}|$ [1,2],

$$
|V_{us}| = \sqrt{R_{V+A;ud}^w(s_0)/|V_{ud}|^2 - \delta R_{V+A}^{w,\text{OPE}}(s_0)},
$$

(6)

a result necessarily independent of $s_0$ and $w$ if all input is reliable. Varying $s_0$ and/or $w$ thus allows any assumptions employed in evaluating $\delta R_{V+A}^{w,\text{OPE}}(s_0)$ to be tested for self-consistency.

When $s_0 = m_\tau^2$ and $w = w_\tau$, the spectral integrals on the RHS of Eq. (6) can be determined using the inclusive $ud$ and $us$ $\tau$ BFs. In contrast, the spectral integrals for any other choice
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of $s_0$ and/or $w$ require a knowledge of the full inclusive $dR_{ud,us;V+A}/ds$ distributions. The conventional implementation of the FB FESR framework, in which a single $s_0$ ($s_0 = m_2^2$) and single weight ($w = w_\tau$), are employed\cite{1,2}, is motivated by this experimental simplification. The disadvantage of these restrictions is the absence of variable-$s_0$ and or -$w$ self-consistency tests.

This disadvantage is relevant since, with $w_\tau$ having degree three, $\delta R_{V+A;OPE}^{w_\tau}(m_2^2)$ receives OPE contributions up to dimension $D = 8$. $D = 2$ (perturbative mass-squared-dependent) and $D = 4$ contributions to $\delta R_{V+A;OPE}^{w_\tau}(m_2^2)$ are fixed by $\alpha_\tau$ and the quark masses and condensates, all of which are known from external sources\cite{21-25}. The effective $D = 6$ and 8 condensates, $C_6$ and $C_8$, needed to determine the $D = 6$ and 8 contributions, are, however, not known.

With only the single $s_0 = m_2^2$, $w = w_\tau$-weighted spectral integral as experimental input, it is, of course, impossible to simultaneously determine $|V_{us}|$, $C_6$ and $C_8$.

The conventional implementation proceeds by estimating the $D = 6$ contribution using the vacuum saturation "approximation" (VSA) and, based on the smallness of that estimate, assuming the $D = 8$ contribution can be neglected. These assumptions are potentially dangerous since there is a very strong double cancellation in the FB V+A VSA estimate\cite{1}, and the VSA is known to be badly violated, in a channel-dependent manner, from studies in the non-strange sector\cite{26}. The reliability of these assumptions can be tested using FESRs involving variable $s_0$ and different weights, $w(y) = \sum_{n=0}^{\infty} w_n y^n$ (with $y = s/s_0$), which, in general, produce unsuppressed $D > 4$ OPE contributions

$$-\frac{1}{2\pi i} \int_{|s|=s_0} ds w(y) \left[ \Pi_{ud-us;V+A}^{(0+1)}(Q^2) \right]_{D>4} = \sum_{k=2}^{\infty} (-1)^k w_k \frac{C_{2k+2}}{s_0},$$

with $Q^2 = -s$.

A particularly useful test of this type is provided by the comparison of results for $|V_{us}|$ obtained from the variable-$s_0$ $w_\tau(y) = 1 - 3y^2 + 2y^3$ and $\hat{w}(y) = 1 - 3y + 3y^2 - y^3$ FESRs, both of which receive unsuppressed OPE contributions up to $D = 8$. The two $D = 6$ contributions differ only by a sign, while the $\hat{w} D = 8$ contribution is $-1/2$ that of the $w_\tau$ FESR. Thus, if the VSA provides a reliable estimate of $D = 6$ contributions for the $w_\tau$ FESR, it must also do so for the $\hat{w}$ FESR. Similarly, if $D = 8$ contributions are negligible for the $w_\tau$ FESR, they must be even more negligible for the $\hat{w}$ FESR.

The $|V_{us}|$ results obtained from these two FESRs, assuming the conventional implementation $D > 4$ assumptions are reliable, should thus be $s_0$ independent, and in agreement with one another. The results of this test are shown in the left panel of Fig. 1. Additional evidence for the significance of the $s_0$- and $w$-instability problems seen in the left panel is provided in the right panel, which shows the difference between the $|V_{us}|$ obtained from the $\hat{w}$ FESR at variable $s_0$ and at fixed $s_0 = m_2^2$, as a function of variable $s_0$. These differences should, of course, be compatible with zero within errors if the conventional implementation assumptions underlying them are reliable. The experimental errors shown are obtained by full propagation of the experimental covariances. The results shown in the two panels clearly establish the breakdown of the conventional implementation assumptions, and preclude the use of this implementation going forward.

In Ref.\cite{4} an alternate implementation of the FB FESR approach was developed to deal with the $s_0$- and $w$-instabilities encountered when conventional implementation assumptions

\footnote{A factor of $\sim 3$ reduction in the individual $ud$ and $us$ V+A sums, and a further factor of $\sim 6$ reduction when these are combined to form the FB $ud-\bar{u}s$ V+A difference.}
Figure 1: Left panel: $|V_{us}|$ versus $s_0$ with conventional implementation $D = 6$ and 8 assumptions for the $w_\tau$ and $\hat{w}$ FB FESRs. Right panel: variable $s_0$ minus $s_0 = m_\tau^2 |V_{us}|$ differences from the $\hat{w}$ FB FESR, using conventional implementation assumptions.

Figure 2: $s_0$- and weight-stability test results. Solid lines show the $s_0$ dependence of $|V_{us}|$ obtained from the $w_2$, $w_3$, $w_4$ and $w_\tau$ FESRs with the conventional implementation assumptions $C_6 \simeq C_6^{VSA}$ and $C_8 = 0$. The dashed lines show the corresponding $w_2$, $w_3$ and $w_4$ results obtained using instead the central values for $C_6$, $C_8$ and $C_{10}$ obtained from the alternate FB FESR fits.

are used for the $D > 4$ OPE contributions. In this approach, the $s_0$ dependence of the weighted spectral integrals is used to provide additional experimental input, allowing not just $|V_{us}|$, but also the relevant $D > 4$ condensates, $C_{D}$, to be fit to data. The analysis employed FESRs involving the weights $w_N(y) = 1 - \frac{y}{N-1} + \frac{y^N}{N(N-1)}$, with $N = 2, 3, 4$. These are convenient as the $w_N$ FESR has a single unsuppressed $D > 4$ OPE contribution, with $D = 2N + 2$. $|V_{us}|$ and $C_{2N+2}$ are fit simultaneously using the $s_0$ dependence of the $w_N$-weighted spectral integrals. Comparing the $|V_{us}|$ obtained from the different $w_N$ FESRs provides a useful self-consistency.
test of the weight-independence type. Excellent agreement is observed [4].

One can also carry out an $s_0$-independence test by taking the central fit values for $C_6$, $C_8$, and $C_{10}$, obtained from the $w_2$, $w_3$ and $w_4$ FESRs, respectively, as input and working out the results for $|V_{us}|$ obtained from the same FESRs, as a function of $s_0$. If the results of the fits for $C_{2N+2}$ are physically meaningful, the resulting $|V_{us}|$ should be, to a good approximation, $s_0$-independent and the same for the different $w_N$. The results of this exercise are shown in Fig. 2. The solid lines show, from top to bottom, the $s_0$-dependent $|V_{us}|$ results obtained from the $w_2$, $w_3$, $w_4$ and $w_\tau$ FESRs using conventional implementation assumptions for $C_{D>4}$. These are obviously far from stable with respect to changing either the choice of weight or $s_0$. The dashed lines, in contrast, show the $s_0$-dependent results obtained from the $w_2$, $w_3$ and $w_4$ FESRs when, rather than making conventional implementation assumptions, the central fitted results for the $C_{D>4}$ are used as input. These results obviously display vastly improved $s_0$-stability and extremely good weight-independence. The dashed curve obtained from the $w_\tau$ FESR is in excellent agreement with the other three dashed curves and omitted for visual clarity.

In view of the very good agreement between the results of the $w_2$, $w_3$ and $w_4$ FESRs, we follow Ref. [4] and obtain final results from a combined 3-weight fit. Following Ref. [2], we also evaluate $\pi$ and $K$ pole contributions using the more precise input implied by $\pi u_2$, $K u_2$ and SM expectations. The updated result, employing the most recent HFLAV strange BFs and the 3-loop-truncated fixed-order-perturbation-theory (FOPT) prescription favored by comparisons with lattice data [4] for the $D = 2$ OPE series, is

$$|V_{us}| = 0.2219(22).$$

This agrees well with the result, $|V_{us}| = 0.2233(6)$, obtained from $K_{f3}$ using the most recent $n_f = 2 + 1 + 1$ lattice determination of $f_+(0)$ [27], and is within $\sim 1.6 \sigma$ of the expectations of 3-family unitarity.

It is worth emphasizing that weighted $us$ residual-mode contributions represent 5.3%, 6.0% and 6.6%, respectively, of the $w_2$, $w_3$ and $w_4$-weighted $us$ spectral integrals for $s_0 \simeq m^2$. With $> 25\%$ errors on these contributions, the uncertainties in the old, low-statistics residual-mode distribution represent a major stumbling block to any significant improvement in the experimental error on the FB FESR determination. With current experimental precision, as discussed in the next section, there are no obvious options available for significantly reducing the errors on the FB FESR determination. Significant improvement in the determination of $|V_{us}|$ using hadronic $\tau$ decay data thus, at present, requires an alternate approach. Such an approach is provided by the lattice-based analysis reviewed in the next section.

### 4 A lattice-based determination of $|V_{us}|$ from strange hadronic $\tau$ decay data

With the still-significant errors on the $us$ residual-mode distribution representing a significant impediment to reducing the experimental errors on the FB FESR determination, it is useful to

2The agreement of the $w_\tau$ curve with the other dashed curves is as expected given the extremely good agreement of the dashed $w_2$ and $w_3$ curves and the fact that $w_\tau$, a linear combination of $w_2$ and $w_3$; for this reason, the agreement of the $w_\tau$ curve with the others should not be interpreted as providing a further independent self-consistency check on the alternate analysis.

3For completeness, we note that, if one employs instead the 3-loop-truncated contour-improved-perturbation-theory (CIPT) prescription for the integrated $D = 2$ series, one obtains $|V_{us}| = 0.2218(22)$. Similarly, if one uses the less precise single-prong $\tau \rightarrow \pi(K)\nu$ BFs to evaluate the $\pi$ and $K$ pole contributions, one obtains $|V_{us}| = 0.2212(23)$ using the FOPT and $0.2211(23)$ using the CIPT prescription. The latter results lie 0.0017 higher than the conventional implementation results obtained using the identical input data [3].
attempt to find alternate determinations in which contributions from the high-$s$ part of the $us$ distribution play a reduced role. The only easy way to accomplish this reduction within the FB FESR framework would be to consider weights containing additional powers of $1 - y$, which would further suppress contributions from the upper part of the spectrum, near $y = s/z_0 = 1$. However, adding additional powers of $1 - y$ increases the degree of the weights, and forces one to fit additional higher $D$ OPE condensates. The current $us$ data is insufficiently precise to allow progress to be made in reducing the experimental errors on $|V_{us}|$ via this strategy.

An alternate method for reducing the relative role of residual-mode contributions is provided by the lattice-based approach of Ref. [5]. The basic idea is to consider generalized dispersion relations for the $us$ V+A HVP combination, $\tilde{\Pi}_{us;V+A}(Q^2)$, with $Q^2 = -s$, whose spectral function is the linear combination, $\tilde{\rho}_{us;V+A}(s)$, defined in Eq. (2). Explicitly,

$$\tilde{\Pi}_{us;V+A}(Q^2) \equiv \left( 1 - 2 \frac{Q^2}{m^2} \right) \Pi_{us;V+A}^{(1)}(s) + \Pi_{us;V+A}^{(0)}(s). \quad (10)$$

The product $|V_{us}|^2 \tilde{\rho}_{us;V+A}(s)$ is directly determinable from $dR_{us;V+A}/ds$ and grows as $\sim s$ as $s \to \infty$. Defining weights

$$\omega_N(s) \equiv \frac{1}{\prod_{k=1}^N (s + Q^2_k)}, \quad (11)$$

with $0 < Q^2_k < Q^2_{k+1}$, which have, by construction, poles at spacelike $s = -Q^2_k$, it follows that, for $N \geq 3$, $\tilde{\Pi}_{us;V+A}(Q^2)$ satisfies the convergent dispersion relation

$$\int_0^\infty \tilde{\rho}_{us;V+A}(s) \omega_N(s) ds = \sum_{k=1}^N \text{Res}_{s=-Q^2_k} \left[ \tilde{\Pi}_{us;V+A}(-s) \omega_N(s) \right] = \sum_{k=1}^N \frac{\tilde{\Pi}_{us;V+A}(Q^2_k)}{\prod_{j \neq k} (Q^2_j - Q^2_k)} \equiv \tilde{F}_{\omega_N}. \quad (12)$$

Choosing a uniform spacing $\Delta$ of the pole locations, the weights $\omega_N$ can be characterized by the spacing, $\Delta$, the number of poles, $N$, and the pole-interval midpoint, $C = (Q^2_1 + Q^2_N)/2$. With results for $|V_{us}|$ found to be insensitive to modest changes of $\Delta$, we choose to employ $\Delta = 0.2/(N-1)$ GeV$^2$, ensuring $\omega_N$ with different $N$ but the same $C$ have poles spanning the same $Q^2$ range. $C$ and $N$ were varied to minimize the error on $|V_{us}|$.

For large enough $N$, and keeping all $Q^2_k$ below $\sim 1$ GeV$^2$, spectral integral contributions from the higher-$s$, larger-error part of the experimental distribution as well as from $s > m^2_{\tau}$ can be strongly suppressed. Increasing $N$ lowers the error of the LHS in Eq. 12, but, through increased cancellation, increases the relative error on the RHS. Discretization errors also grow with increasing $C$. For $N = 4$, for example, they become the largest source of lattice error beginning at $C \sim 0.8$ GeV$^2$ [5].

The RHS of Eq. (12) is determined by the values of the HVP combination $\tilde{\Pi}_{us;V+A}$ at the Euclidean locations $Q^2 = Q^2_k$ and can be measured on the lattice, obviating the need for the OPE approximation, while $dR_{us;V+A}/ds$ can be used to fix, up to the unknown factor $|V_{us}|^2$, the spectral integral contributions to the LHS for $s$ up to $s = m^2_{\tau}$. With $s > m^2_{\tau}$ contributions approximated using pQCD, one has,

$$|V_{us}| = \sqrt{\tilde{R}_{us;\omega_N} / \left( \tilde{F}_{\omega_N} - \int_{m^2_{\tau}}^{\infty} \rho_{us}^{\text{pQCD}}(s) \omega_N(s) ds \right)}, \quad (13)$$

where $\tilde{R}_{\omega_N} \equiv \frac{m^2_{\tau}}{12\pi^2\alpha^2_{SW}} \int_0^{m^2_{\tau}} \frac{1}{(1-y)^2} \frac{dR_{us;V+A}(s)}{ds} \omega_N(s) ds$. 
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The $\nu_\tau$ V+A HVPs which determine $\tilde{F}_{\omega N}$ in Eq. (13) have been evaluated using results from the two near-physical quark-mass, $n_f = 2 + 1, 48^3 \times 96$ and $64^3 \times 128$ Möbius domain wall fermion ensembles of Ref. [28]. Slight mistunings of the $u$, $d$ and $s$ quark masses were corrected by measuring HVPs with partially quenched physical valence masses. All-mode averaging [29] was used throughout to reduce costs.

From studies of finite volume (FV) effects in the lattice determination of the analogous electromagnetic current HVP entering the lattice calculation of the light-quark contribution to the anomalous magnetic moment of the muon [30,31], one expects FV effects to be very small in the present analysis so long as $Q^2_1$ is kept greater than $\sim 0.2$ GeV$^2$. A further suppression of FV effects is also expected here since the mass of the $K\pi$ state expected to dominate FV effects for the $\nu_\tau V+A$ HVP is much larger than that of the $2\pi$ state which dominates FV effects for the electromagnetic HVP. The impact of $K\pi$-induced FV effects on $|V_{\nu_\tau}|$ is estimated using ChPT [5], and found to be $\sim 0.1\%$ for the optimized version of the lattice analysis.

Further details of the evaluation of the lattice HVP combinations $\tilde{F}_{\omega N}$, together with a detailed error budget, may be found in Ref. [5]. Here we provide only an update of that analysis, employing the recently updated HFLAV $\nu_\tau$ BF input reported by A. Lusiani at this meeting [3]. Currently, statistical errors dominate at lower $C$ and discretization errors at larger $C$. Using, as in Ref. [5], the HFLAV $B_K$ result to evaluate the $K$ pole contribution, the optimized version of this update, obtained for $N = 4$ and $C \approx 0.7$ GeV$^2$, is

$$|V_{\nu_\tau}| = 0.2240(13)_{\text{exp}}(13)_{\text{latt}}. \quad (14)$$

Employing $K_{\mu_2}+\text{SM}$ expectation for $B_K$ yields instead $0.2254(10)_{\text{exp}}(13)_{\text{latt}}$. The lattice error is comparable to the current experimental error, and straightforwardly improvable should future experimental improvements warrant it.

In Fig. 3, we present results for $|V_{\nu_\tau}|$, now as a function of $C$, for $N = 3, 4, 5$. We include some low $C$ points, where estimated FV effects reach $\sim 0.2\%$, and some points with $C$ near 1 GeV$^2$, where, for $N = 3$, residual-mode and pQCD contributions are less strongly suppressed.

Figure 3: Lattice-based results for $|V_{\nu_\tau}|$ as a function of $C$ for $N = 3, 4$ and 5. The dashed lines show, for comparison, the bounds on $|V_{\nu_\tau}|$ obtained using the measured single-prong $\tau$ BF $B_K$ together with the RBC/UKQCD lattice result for $f_K$. 
The dashed horizontal lines show, for comparison, the band corresponding to the result for $|V_{us}|$ obtained using the same $B_K$ together with the RBC/UKQCD determination of $f_K$.

The results of the inclusive lattice analysis for different $N$ are in excellent agreement for intermediate $C$, and, moreover, show very good $C$ independence in this region. The falloff at higher $C$ for $N = 3$ is exactly what one would expect, given the less effective suppression of contributions from the large-$s$ residual-mode and pQCD regions, were there to be missing strength in the old low-statistics, 1999 ALEPH results in the high-multiplicity region. Such missing strength would similarly lower the results obtained from FB FESR analyses. The $N = 3$ lattice results make it very likely this is the case. The results also show that the more efficient suppression of contributions from the high-multiplicity region obtained at higher $C$ for $N = 4$ and 5 can be accomplished without blowing up lattice errors. This represents a major advantage of the lattice approach.

5 Conclusions

We have shown that, even after taking into account the most recent updates of the results for exclusive strange BF’s, the assumptions for the effective $D = 6$ and 8 OPE condensates underlying the conventional implementation of the FB FESR framework still produce results for $|V_{us}|$ displaying unphysical $s^0$- and weight-dependence. The conventional implementation assumptions must therefore be abandoned going forward. The alternate FB FESR implementation \cite{4}, in which the $s^0$ dependence of weighted spectral integrals is used to fit not just $|V_{us}|$ but also the relevant $D > 4$ OPE condensates in the same analysis was shown to cure these problems and produce results for $|V_{us}|$ which, as when earlier versions of the BF input were used, are once more $\sim 0.0020$ higher than those obtained from the same data using conventional implementation assumptions.

We have also outlined an alternate lattice-based dispersive approach to determining $|V_{us}|$ which requires as input only strange hadronic $\tau$ decay data. This approach employs precision lattice data, rather than the OPE approximation, as theoretical input. We have shown that weights exist which strongly reduce the relative role of contributions to the weighted spectral integrals from the regions where data errors are large without at the same time blowing up the associated lattice statistical and systematic errors. The lattice approach yields experimental errors on $|V_{us}|$ considerably smaller than those obtained from the alternate FB FESR framework, and has theory errors that can be straightforwardly reduced through higher statistics and larger volume lattice studies once improved experimental data warrants these improvements. The lattice-based results for $|V_{us}|$ are in good agreement with those of determinations from other sources, including the expectations of 3-family unitarity.
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