Quantum cylindrical integrability in magnetic fields
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Abstract

We present the classification of quadratically integrable systems of the cylindrical type with magnetic fields in quantum mechanics. Following the direct method used in classical mechanics by [F Fournier et al 2020 J. Phys. A: Math. Theor. 53 085203] to facilitate the comparison, the cases which may a priori differ yield 2 systems without any correction and 2 with it. In all of them the magnetic field $B$ coincides with the classical one, only the scalar potential $W$ may contain a $\hbar^2$-dependent correction. Two of the systems have both cylindrical integrals quadratic in momenta and are therefore not separable. These results form a basis for a prospective study of superintegrability.

1 Introduction

This article is a contribution to the study of integrable and superintegrable Hamiltonian systems with magnetic fields on the 3D Euclidean space $\mathbb{E}_3$ in quantum mechanics. More specifically, we assume a Hamiltonian of the form (using units where $e = -1, m = 1$)

$$H = \frac{1}{2} (\vec{p}^2 + A_j(\vec{x})p_j + p_j A_j(\vec{x}) + A_j(\vec{x})^2) + W(\vec{x}),$$

with implicit summation over repeated indices $j = 1, 2, 3$ (in the whole paper), $\vec{p} = -i\hbar \vec{\nabla}$ is the momentum operator and $\vec{A} = (A_1(\vec{x}), A_2(\vec{x}), A_3(\vec{x}))$ and $W(\vec{x})$ are the vector and scalar potentials of the electromagnetic field.

Integrability then entails the existence of two algebraically independent integrals of motion $X_1, X_2$ (further specified below) mutually in involution, i.e.

$$[H, X_1] = [H, X_2] = [X_1, X_2] = 0.$$

They are usually considered to be polynomials in the momenta $p_j$, for computational feasibility usually of a low order (typically 2).
Integrable (and especially superintegrable) systems are rare and distinguished by the possibility to obtain the solution to their equations of motion in a closed form. They are subsequently invaluable for gaining physical intuition and serve as a starting point for modelling more complicated systems. Finding and classifying these systems is therefore of utmost importance.

The case without the vector potential $\vec{A}$ has been widely studied. The quadratic integrable systems were classified in 1960s and the 1:1 correspondence with orthogonal separation of variables of the Schrödinger (or, in classical context, the Hamilton-Jacobi) equation was found [1–3]. This leads to the 11 classes of scalar potentials $V$ studied by Eisenhart [4]. Higher order superintegrability followed, see e.g. [5] and references therein.

Despite its physical relevance, integrability with magnetic fields was mostly ignored due to its computational difficulty. The first systematic result remedying this omission was the article by Shapovalov on separable systems [6], followed by the articles in $E_2$ [7, 8]. Subsequent articles in $E_3$ assumed first order integrals [9] or separation of variables [10–13]. Marchesiello et al. [9] found a quadratic superintegrable system with an integral not connected to separation of variables, which was recently followed up by [14, 15].

Here we present in an abridged form the classification of quadratically integrable systems of the cylindrical type (see (9)) in quantum mechanics obtained in O. Kubů’s Master thesis [16], which closely followed Fournier et al.’s [13] classical analysis to highlight the differences arising in quantum mechanics.

In Section 2 we introduce the differential form formalism for magnetic fields in cylindrical coordinates, derive the determining equations for cylindrical–type integrals and reduce them to a simpler form. The calculations separate into several cases depending on the rank of the matrix in equation (15). In the case that may a priori differ from the classical one from [13] only ranks 2 and 1 are relevant. We present the corresponding results in Sections 3 and 4, respectively. We draw our conclusions in Section 5.

2 Cylindrical–type system

Before we specify the corresponding integrals $X_1, X_2$, we have to introduce the formalism used for magnetic field in curvilinear coordinates in classical mechanics, cf. [13, 17].

Defining the cylindrical coordinates

$$x = r \cos(\phi), \quad y = r \sin(\phi), \quad z = Z,$$

(3)

we represent the vector potential $A$ as a 1-form

$$A = A_r dx + A_\phi d\phi + A_z dz = A_r dr + A_\phi d\phi + A_Z dZ.$$

(4)

Hence, we obtain the following transformations

$$A_r = \cos(\phi) A_r - \frac{\sin(\phi)}{r} A_\phi, \quad A_\phi = \sin(\phi) A_r + \frac{\cos(\phi)}{r} A_\phi, \quad A_z = A_Z.$$

(5)

As a part of the canonical 1-form $\lambda = p_i dx^i$, the momenta $p_j$ transform in the same way and we can define the covariant momenta by $p_j^A = p_j + A_j$ in both Cartesian and cylindrical coordinates.

Components of the magnetic field 2-form $B = dA$ are

$$B = B^r(\vec{x}) \, dy \wedge dz + B^\phi(\vec{x}) \, dz \wedge dx + B^z(\vec{x}) \, dx \wedge dy$$

$$= B^r(r, \phi, Z) \, d\phi \wedge dZ + B^\phi(r, \phi, Z) \, dZ \wedge dr + B^z(r, \phi, Z) \, dr \wedge d\phi,$$

(6)
which leads to the following transformation

\[ B^x (\vec{x}) = \frac{\cos(\phi)}{r} B^x (r, \phi, Z) - \sin(\phi) B^\phi (r, \phi, Z), \]
\[ B^y (\vec{x}) = \frac{\sin(\phi)}{r} B^y (r, \phi, Z) + \cos(\phi) B^\phi (r, \phi, Z), \]
\[ B^z (\vec{x}) = \frac{1}{r} B^z (r, \phi, Z). \]  

(7)

We can use the same formalism and notation in quantum mechanics as well, we just have to quantize the equations and the integrals (properly symmetrized) in Cartesian coordinates and subsequently transform our equations into cylindrical ones. For example, the transformed momenta read

\[ p_x = -i\hbar \left( \cos(\phi) \partial_r - \frac{\sin(\phi)}{r} \partial_\phi \right), \quad p_y = -i\hbar \left( \sin(\phi) \partial_r + \frac{\cos(\phi)}{r} \partial_\phi \right), \quad p_z = -i\hbar \partial_z, \]  

i.e. the transformation is the same as (5) upon defining \( p_r, \phi, Z = -i\hbar \partial_r, \phi, Z \).

We can now introduce integrals of motion of the cylindrical type, i.e. integrals that imply separation of Schrödinger (or, classically, Hamilton-Jacobi) equation in the cylindrical coordinates in the limit of vanishing magnetic field \( \vec{B} \). Expressed in the cylindrical coordinates they read

\[ X_1 = (p_\phi^a)^2 + \frac{1}{2} \sum_{a=r,\phi} \left( s^{a}_1(r, \phi, Z) p^a_1 + \sigma_a s^{a}_2(r, \phi, Z) \right) + m_1(r, \phi, Z), \]
\[ X_2 = (p_\phi^A)^2 + \frac{1}{2} \sum_{a=r,\phi} \left( s^{a}_2(r, \phi, Z) p^a_2 + \sigma_a s^{a}_1(r, \phi, Z) \right) + m_2(r, \phi, Z). \]  

(9)

The functions \( s^{a}_{1,2}, m_{1,2} \) are to be determined from the integrability conditions (2) together with the electromagnetic field \( B, W \).

Our form of integrals allows us to separate the integrability conditions (2) into coefficients of momenta, e.g. \( p_r, p_z \), which must all vanish, yielding the so-called determining equations. The second order ones can be solved in terms of 5 auxiliary functions of one variable each, namely

\[ s^r_1 = \frac{d}{d\phi} \psi(\phi), \quad s^\phi_1 = -\frac{\psi(\phi)}{r} - r^2 \mu(Z) + \rho(r), \quad s^z_1 = \tau(\phi), \]
\[ s^r_2 = 0, \quad s^\phi_2 = \mu(Z), \quad s^z_2 = -\frac{\tau(\phi)}{r^2} + \sigma(r), \]
\[ B^r = -\frac{r^2}{2} \frac{d}{dZ} \mu(Z) + \frac{1}{2r^2} \frac{d^2}{d\phi^2} \tau(\phi), \quad B^\phi = \frac{\tau(\phi)}{r^3} + \frac{1}{2} \frac{d}{dr} \sigma(r), \]
\[ B^z = -\frac{\psi(\phi)}{2r^2} + r \mu(Z) - \frac{1}{2} \frac{d}{dr} \rho(r) - \frac{1}{2r^2} \frac{d^2}{d\phi^2} \psi(\phi), \]  

(10)

(11)

cf. [13]. We further use primes for derivatives of these functions with respect to their variable.

We substitute this result into the remaining determining equations and the corresponding Clairaut compatibility conditions \( \partial_\phi m_j = \partial_\phi m_j \) and after some calculations we obtain the following reduced equations. (Indexes of \( W \) mean partial derivatives.)

\[ \psi'(\phi) (r^3 \sigma'(r) + 2 \tau(\phi)) - \tau'(\phi) (r \rho(r) - \psi(\phi)) = 0, \]  

(12)

\[ \mu(Z) \psi'(\phi) + r^3 \sigma(r) \mu'(Z) = 0, \]  

(13)

032.3
\[ W_{r\phi} = -\frac{2}{r} W_{\phi} + \frac{1}{4r^5} \left[ \psi'(\phi) (r^3 (\rho''(r) - \mu(Z)) - r^2 \rho'(r) + r \rho(r) - 3 \psi''(\phi) - 4 \psi(\phi)) \right. \\
+ \psi'(\phi) (r^3 \sigma'(r) + 2 \tau(\phi)) - 2r^4 \tau(\phi) \mu'(Z) - \psi''(\phi) (\psi(\phi) - r \rho(r)) \right], \]
\[ W_{\phi Z} = -\frac{1}{4r^2} \left[ r^2 \mu'(Z) (\tau(\phi) - r^2 \sigma(r)) + \tau''(\phi) \mu(Z) \right], \]
\[ W_{rZ} = \frac{1}{4r^3} \left[ r \mu'(Z) (r^2 \rho'(r) + \psi(\phi) - 2r^3 \mu(Z)) + 2 \mu(Z) \tau'(\phi) \right], \]

\begin{pmatrix} 0 \\ r^2 \mu(Z) \\ 0 \\ r^2 \sigma(r) - \tau(\phi) \\ \psi(\phi) \\ \rho(r) - r^2 \mu(Z) - \frac{\psi(\phi)}{r} \\ 4r^7 \mu(Z) \\ \tau(\phi) \\ -4r^5 \tau(\phi) \end{pmatrix} \cdot \begin{pmatrix} W_r \\ W_{\phi} \\ W_{\psi} \end{pmatrix} = \begin{pmatrix} 0 \\ -\frac{\hbar^2 (\psi''(\phi) + \psi'(\phi))}{4r^3} \\ 0 \end{pmatrix}. \tag{15} \]

We denote the matrix in (15) by \( M \).

The only change with respect to the classical case is the non-zero RHS in equation (15), corresponding to equation (39) in [13].

We proceed depending on the rank of the matrix \( M \): rank 0 implies vanishing magnetic field and rank 3 is inconsistent with the other reduced equations (12)–(14), we therefore consider ranks 1 and 2 only.

For both these ranks we have to consider the following 2 cases,

a) \( \psi'(\phi) = 0 \),

b) \( \psi'(\phi) \neq 0 \), and \( \mu(Z) = 0 \).

Case a) implies vanishing quantum correction in (15), i.e. the systems are characterized by the same functions \( B, W, s \) and \( m \) in the classical and quantum mechanics. The reader can find those in [13]. Hereafter we present only the results for case b) for brevity, details can be found in [16].

3 rank \((M) = 2\)

Here the matrix equation (15) implies that the coordinate \( Z \) is cyclical in a suitable gauge and the integral \( X_2 \) reduces to a first order one \( p_Z = p_z \) in that gauge.

We obtain 2 systems. The dynamics of the first one splits to a free motion in the \( z \) direction and a 2D system with perpendicular magnetic field, so some details were extracted from the consideration of 2D systems in [7, 8]. The other system cannot be separated in this way due to a more complicated magnetic field (but \( p_z \) remains an integral).

In what follows we use \( r = \sqrt{x^2 + y^2} \) for brevity in Cartesian coordinates as well and expressions like \( \rho_1, \psi_2 \) and \( W_0 \) are (usually nonvanishing) constants unless a variable is explicitly indicated.

1. The first system is classical, i.e. the quantum correction vanishes. The electromagnetic field in Cartesian coordinates reads

\[ B^x = 0, \quad B^y = 0, \quad B^z = -6 \rho_2 r^2 + \rho_1, \]
\[ W = -2 \rho_2 (\psi_1 x + \psi_2 y) - \rho_2^2 r^6 + \frac{\rho_2 \rho_1}{2} r^4 - \rho_2 W_0 r^2. \tag{16} \]

The cylindrical integral of motion \( X_1 \) in Cartesian coordinates is

\[ X_1 = (L_z^A)^2 + (3 \rho_2 r^4 - \rho_1 r^2 + W_0) L_z^A - \psi_2 p_y^A + \psi_1 p_y^A \]
\[ + (2 \rho_2 r^2 - \rho_1) (\psi_1 x + \psi_2 y) \]
\[ + \frac{1}{4} (3 \rho_2 r^4 - \rho_1 r^2 + 2 W_0) (3 \rho_2 r^2 - \rho_1) r^2. \tag{17} \]
2. This time the reduced equations (12)–(15) were not completely solved. The electromagnetic field listed below features a function \( \beta(\phi) = \psi(\phi) - \rho_0 \) which must satisfy the following ODE

\[
\beta'(\phi)(7\beta(\phi)\beta''(\phi) + 4\beta'(\phi)^2 + 12\beta(\phi)^2 + f_1) + \beta(\phi)^2 \beta''(\phi) = 0,
\]

where \( f_1 \) is a parameter, or equivalently its reduced form with integrating constants \( \beta_1, \beta_2 \)

\[
4\beta(\phi)^4 \beta'(\phi)^2 + 4\beta(\phi)^6 - 4\beta_1 \beta(\phi)^2 + f_1 \beta(\phi)^4 = \beta_2.
\]

We were not able to solve this autonomous first order differential equation in general in an explicit form. As was noted in [7], a hodograph transformation leads to \( \phi(\beta) \) obtainable by a quadrature in terms of elliptic integrals. However, the subsequent inversion to find \( \beta(\phi) \) is either impossible or not illuminating, therefore the authors of [7] proceed only with some special solutions. e.g. by choosing \( \beta_2 = 0, f_1 < 0, \) and \( -\frac{f_1}{64} < \beta_1 < 0, \) we obtain a well-defined solution

\[
\beta(\phi) = \sqrt[8]{\frac{\sqrt{64\beta_1 + f_1^2 \sin(2(\phi - \phi_0))} - f_1}{8}}.
\]

Using the ODEs above to eliminate derivatives of \( \beta(\phi) \), the electromagnetic field for any solution \( \beta(\phi) \) of (19) is given by

\[
B_r = -\tau \frac{\sqrt{4\beta_1 \beta(\phi)^2 + \beta_2 - 4\beta(\phi)^6 - f_1 \beta(\phi)^4}}{2r^2 \beta(\phi)^5},
\]

\[
B_\phi = \frac{\tau \beta}{r^3 \beta(\phi)^2},
\]

\[
B_z = \frac{2\beta_1 \beta(\phi)^2 + \beta_2}{4r^2 \beta(\phi)^5},
\]

\[
W = \frac{W_0}{r^2 \beta(\phi)^2} - \frac{(4\tau^2 + \beta_2)}{32r^4 \beta(\phi)^4} + \frac{\hbar f_1 \beta(\phi)^4}{32r^2 \beta(\phi)^6}.
\]

The sign of the square root depends on the branch chosen while substituting for \( \beta'(\phi) \) from (19).

We note that the magnetic field is the same classically and quantum mechanically in both cases, only the scalar potential \( W \) obtains an \( \hbar^2 \)-proportional correction depending on \( \beta \). This system admits \( \tau_1 = 0 \), which leads to its separation into free 1D motion plus 2D motion in a perpendicular magnetic field.

The lower order terms of the cylindrical integral \( X_1 \) from (9) are determined by

\[
s_1' = \frac{\sqrt{4\beta_1 \beta(\phi)^2 + \beta_2 - 4\beta(\phi)^6 - \beta(\phi)^4 f_1}}{2\beta(\phi)^2},
\]

\[
s_1 = \frac{\beta(\phi)}{r},
\]

\[
s_2 = \tau_0 + \frac{\tau_1}{\beta(\phi)^2},
\]

\[
m_1 = \frac{2W_0}{\beta(\phi)^2} - \frac{4\beta(\phi)^2 \tau_0 \tau_1 + 2\beta_1 \beta(\phi)^2 + 4\tau_1^2 + \beta_2}{8\beta(\phi)^4 r^2} + \frac{\hbar^2 f_1 \beta(\phi)^4}{16r^2 \beta(\phi)^6} - 12\beta_1 \beta(\phi)^2 - 5\beta_2,
\]

the integral \( X_2 \) reduces to the first order one \( \tilde{X}_2 = p_Z \) in a suitable gauge.
4 \ rank(M) = 1

Here the general form of the fields is as follows
\[ B_x = 0, \quad B_y = 0, \quad B_z = B_z(x, y), \]
\[ W = W_{12}(x, y) + W_3(z). \] (23)

This implies that the system again separates into the 1D motion in the \( z \) direction, influenced by the scalar potential \( W_3(z) \) and no magnetic field \( (B_x = B_y = 0) \), and the motion in the \( xy \) direction determined by a perpendicular magnetic field \( B_z(x, y) \) and a scalar potential \( W_{12}(x, y) \) containing \textit{a priori} a quantum correction.

The presence of the scalar potential \( W_3(z) \), which is not constrained further, implies that the cylindrical integral,
\[ X_2 = (p_z)^2 + 2W_3(z), \] (24)
does not reduce to a first order one and the motion in the \( z \) direction is no longer free.

The remaining 2D motion, studied earlier in [7,8], is integrable due to the integral \( X_1 \) from (9). The relevant magnetic field \( B_z(x, y) \), the 2D scalar potential \( W_{12}(x, y) \) and the functions \( s_{1,\phi,\Sigma}, m_1 \) coincide with the results of Section 3, namely case 1, see (16), and case 2 with \( \tau_1 = 0 \), see (21). In both cases neither of the cylindrical integrals reduces to a first order one (with potential exceptions for some special solutions of \( \beta(\phi) \)), therefore the results of [6,18] imply that these systems are in general not separable.

5 Conclusions

In this article we presented the classification of quantum quadratically integrable systems of cylindrical type obtained in O. Kubů’s Master thesis [16]. We proceeded by directly solving the determining equations (2). Despite our focus on the quantum case, we followed the analysis from the classical case [13] to facilitate comparison and because only the zeroth order equations contain a correction, see the reduced equation (15).

Noting that the results of case a) coincide with the classical ones known from [13], we analyze further only case b) where the quantum correction is \textit{a priori} non–trivial. We find that in all remaining subcases the magnetic fields coincide with their classical counterparts and only the scalar potential \( W \) is modified by a \( \hbar^2 \)-proportional correction. However, even here it may vanish due to the consistency conditions on the scalar potential \( W \), leaving us with 2 systems with a correction, namely system 2 in Section 3 and its counterpart in Section 4 (in the latter \( \tau_1 = 0 \) is necessary).

In all cases there is at least one free parameter, a constant or even a function. It is therefore probable that some superintegrable systems can be found by imposing further restrictions. This has been done in classical mechanics for separable systems [19] and on the intersection with other integrable systems [20], but only for first order integrals in quantum mechanics [16]. Easing these restrictions is necessary as well as going beyond integrals connected to orthogonal separation of variables as was shown in [14].
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