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Abstract

This analysis extends recent measurements of the jet sub-structure observables based on
the SoftDrop algorithm in p+p collisions at

p
s = 200 GeV in the STAR experiment. We

present fully unfolded multi-differential measurements of jet sub-structure observables
at the first split and their correlations for jets of different transverse momenta and radii.
We compare our measurements to various Monte Carlo models.
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1 Introduction

Jets are collimated sprays of hadrons that are produced in high energy particle collisions. Jet
sub-structure measurements serve as an experimental tool for studying Quantum Chromody-
namics (QCD) and parton shower evolution. Evolution of hard scattered partons is described
via a shower algorithm based on both momentum and angular scales. In order to better assess
the jet sub-structure, it is necessary to use a jet grooming technique such as SoftDrop [1]. This
technique connects parton shower and angular tree, and removes soft radiations within a jet.
In the SoftDrop framework, when a jet is reconstructed using the anti-kT algorithm [2], it is
reclustered with the C/A algorithm [3] to get an angular ordered tree. The jet is then divided
into two sub-jets, labeled as 1 and 2, by undoing the last step of the C/A algorithm. If the two
sub-jets pass the SoftDrop condition

min(pT,1, pT,2)

pT,1 + pT,2
> zcut

�

∆R1,2

R

�β

, (1)

then the jet is considered as the final SoftDrop jet. In Eq. 1, pT,i corresponds to the transverse
momentum of the sub-jet, ∆R1,2 is the distance between sub-jets and R is the resolution pa-
rameter. If the condition is not met, the sub-jet with the higher pT is denoted as the starting jet
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and the whole process is repeated until the condition is met. The SoftDrop procedure depends
on two parameters, β and zcut, which are set to β = 0 and zcut = 0.1. The products of this
procedure are two jet sub-structure observables, shared momentum fraction (zg) and groomed

radius (Rg). The shared momentum fraction is defined as zg =
min(pT,1,pT,2)

pT,1+pT,2
and the groomed

radius is defined as the first ∆R1,2 that satisfies the SoftDrop condition.
In the previous STAR measurements [4], the momentum and angular scales were measured

independently via SoftDrop observables, zg and Rg, for jets of varying transverse momenta and
resolution parameters. Our goal is to extend previous measurements and study the correlation
between the observables zg and Rg as a function of jet transverse momentum (pT,jet). Another
way to explore the jet sub-structure is to use the Lund Plane diagram [5]. This theoretical
toolkit represents the phase-space of the jet evolution by a 2D triangular plane of the transverse
momenta and the angles of emissions with respect to their emitters. Recent ATLAS and ALICE
measurements of the Lund Plane [6,7] showed significant differences in the groomed jet radius
between models with varying hadronization and parton shower implementations. We explore
these differences via SoftDrop observables at lower pT than LHC measurements, where non-
perturbative effects are expected to be larger.

2 Data analysis

Data for this analysis were collected by the STAR experiment [8] in 2012 for p+p collisions atp
s = 200 GeV. Events are triggered via a 1×1 patch in pseudorapidity×azimuthal angle (η×φ)

in the Barrel Electromagnetic Calorimeter (BEMC) [9] with a total transverse energy ET > 7.3
GeV. Jets are reconstructed using charged-particle tracks from the Time Projection Chamber
(TPC) [10] and BEMC towers in the range 0.2 < pT(ET) < 30 GeV/c (GeV). Reconstructed
charged-particle tracks are matched to BEMC towers and hadronic correction is applied to
avoid double counting of charged-particle tracks’ energies deposited in the BEMC.

Jets are reconstructed with the anti-kT algorithm for two values of resolution parameter, R
= 0.4 and R = 0.6. They are required to have pT,jet > 10 GeV/c and to lie within the pseudo-
rapidity |ηjet|< 1.0− R to assure that the jet cone is fully contained in the STAR acceptance.

Since the measurement is affected by finite efficiency and detector resolution, these ef-
fects have to be deconvolved to obtain particle-level distributions. These observables lie in
3-dimensional space, (pT,jet, zg, Rg), and thus multi-dimensional unfolding is needed. The 2D
unfolding for (zg, Rg) is done with a response matrix which contains particle-level and detector-
level distributions. Particle-level distributions are obtained from the PYTHIA 6 events [11]
with the STAR Perugia tune [12]. They are then passed through the GEANT3 detector sim-
ulation [13] and embedded into zero-bias events to obtain detector-level distributions. We
apply an iterative Bayesian unfolding [14], implemented in the RooUnfold framework [15],
on measured 2D (zg, Rg) distributions in four different detector-level pT,jet intervals, namely,
pdet

T,jet ∈ [15,20], [20,25], [25,30], and [30,40] GeV/c. Following the removal of the detector
effects on the sub-structure observables, the correction for pT,jet, due to jet energy scale and
resolution effects, is applied as follows. Projections of the detector level jet pT distributions are
obtained from the jet pT response matrix (Fig. 1 in [4]) for selected particle-level pT intervals
used in this measurement. These projections are then normalized to unity and used as weights
to be applied to unfolded zg vs. Rg distributions, followed by a correction for the jet finding
efficiency, resulting in 3D fully corrected measurements in selected particle-level pT intervals.

Systematic uncertainties on our measurements are estimated from the following sources -
tracking efficiency, tower energy scale, hadronic correction and unfolding. These are the same
sources which are explored in previous jet sub-structure measurement [4]. The first source of
the systematic uncertainty is the hadronic correction, which is evaluated by varying the fraction
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Figure 1: Systematic uncertainties for zg in three Rg bins for jets with R= 0.4 and 20
< pT,jet < 25 GeV/c.

of track momentum subtracted from the nominal value of 100% to 50%. The precision of the
BEMC tower calibration is 3.8% and the uncertainty in the TPC tracking efficiency is 4%. The
systematic uncertainty coming from the unfolding method is estimated by varying the iteration
parameter from 4 to 6. The systematic uncertainty due to the prior shape variation has not
been estimated yet and will be included in the forthcoming publication. An example of the
magnitudes of each individual systematic uncertainty and total systematic uncertainty for zg
distributions in three Rg intervals for jets with R= 0.4 and 20 < pT,jet < 25 GeV/c is plotted in
Fig. 1. The largest contribution comes from the hadronic correction and unfolding. The total
uncertainty is typically about 5-10%.

3 Results and Monte Carlo comparisons

Fully unfolded zg vs. Rg distributions for four different pT,jet intervals and R= 0.4 are shown in
Fig. 2. Bands around the data points correspond to the total systematic uncertainties discussed
in Sec. 2. We observe a significant change to the shape of the zg distributions as the Rg is varied.
Jets with a large Rg tend to have steeper zg distributions representing an enhanced probability
of softer splits as compared to jets with a smaller Rg which consequently have a much flatter zg
due to collinear hard splittings. The dependence on the pT,jet is observed to be small compared
to the Rg which essentially determines the shape of the zg.

In Fig. 3, a comparison of the unfolded zg vs. Rg distributions for different resolution
parameters, R= 0.4 on the left and R= 0.6 on the right, is shown. In this case, the distributions
are shown only for two Rg bins, 0 < Rg < 0.15 and 0.15 < Rg < 0.30. In both cases, the
distributions look very similar, which shows that the choice of jet radius does not significantly
affect the jet sub-structure.

The fully corrected zg distributions are compared with several Monte Carlo (MC) models,
such as PYTHIA 6 with Perugia 2012 tune, PYTHIA 8 [16] with the Monash tune based on
LHC data [17] and HERWIG 7 [18] with the EE5C underlying event tune [19]. There are
differences in parton shower implementations in these MC generators. In HERWIG, the parton
shower is angularly ordered whereas both PYTHIA versions employ kT/pT ordering. There are
also differences in the hadronization models, i. e. PYTHIA uses the Lund string model whereas
HERWIG is based on the cluster model.

The comparison of zg distributions in three different Rg bins for jets with R = 0.4 and 20
< pT,jet < 25 GeV/c between data and MC simulations is displayed in Fig. 4. All of the MC
models describe the trend observed in data. There are slight differences between the models
especially for the most narrow splittings which will be followed up to disentangle the impact
of perturbative and non-perturbavite QCD effects.
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Figure 2: Fully unfolded zg distributions for three Rg bins for jets with R= 0.4 in p+p
collisions at

p
s = 200 GeV. Individual panels correspond to different pT,jet intervals

(see legend).
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Figure 3: Fully unfolded zg distributions in two Rg bins for jets with 20 < pT,jet < 25
GeV/c and R= 0.4 (left) or R= 0.6 (right).

4 Conclusion

We presented the first measurement of correlations between jet sub-structure observables zg
vs. Rg in different pT,jet intervals utilizing the 2+1D unfolding method. zg distributions show a
strong dependence on Rg and weak dependence on pT,jet, which allows us to isolate soft splits
by selecting wide angle splits. The distributions are compared with Monte Carlo simulations,
all of which capture the trend observed in data. The next steps of our analysis will focus
on disentangling perturbative and non-perturbative QCD effects in the MC simulations and
extending to comparisons with theoretical calculations.
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Figure 4: Fully unfolded zg distributions in three Rg bins for jets with R = 0.4 and 20
< pT,jet < 25 GeV/c in p+p collisions at

p
s = 200 GeV, compared with Monte Carlo

simulations.
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