RESPONSE TO REFEREE REPORTS

Z. ZHAO

I wish to thank the referees for their reports and the observations made. Text changes have
been made in the revised manuscript to address the referees’ questions and suggestions. Such
changes are explicitly indicated in detail and in context of our responses below. In what follows,
original questions and comments from the Referees are in blue, and our responses in black.

RESPONSE TO REFEREE 1

The present manuscript applies the formalism of the so-called “dynamical exchange-correlation
(xc) field” of Ref.[37] to the single-impurity Anderson model. The authors proposes a rather sim-
ple ansatz (Eq.(30)) for this dynamical xc field to obtain the spectral function of the Anderson
model in the Kondo regime where the parameters are fixed by using the known peak positions
and widths of the spectral peaks. This ansatz seems to work surprisingly well given its simplicity.

While I find the paper interesting in general, I still have a number of points which I would like
the author to address:

We wish to thank the referee for the summary of our work. The Referee raises several questions
about notations and details in the manuscript, which we believe will help clarify our paper. In
the following, the Referee’s questions and observations are addressed one at a time.

1. The coefficient a,+ ,, is defined just after Eq.(14). Shouldn’t this also be sigma-dependent?

The Referee’s comment is generally true, i.e., the coeflicients

(R1) any m = <n+‘f0|m>

depend on the spin index o for a general case. For the particle-hole symmetric single-impurity
Anderson model without external magnetic field, which is the problem we studied, the weight
coefficients are spin-independent, (n|fy|m) = (ny|f,|m). However, since we define the Green’s
function Gy, with the spin component, for consistency we should also keep the spin indices
explicit for a,, . The changes have been made in the manuscript.

2. On Eq. (20): first, I suppose it is only meant to be valid for ¢ > 0, no? Second, I am a bit
confused about its form: why is there no explicit dependence on the interaction U? Shouldn’t it
(loosely speaking) be something like UG (t)/G(t) where G(?) is the two-particle Green function?
Also, I don’t understand the factor a4 mwy+ ,, in the denominator. I would have expected this
to be < m|fi_, fo|n+ ><n+ |fl|m >. Please clarify!

To the first question, yes, Eq. (20) is valid for positive time. As stated by Eq. (14), we fo-
cus on the Green’s function (and thus the Vxc) with positive time. The negative time part of G
can be obtained with the particle-hole symmetry:

(R2) Grro(t <0)=—=Gspo(—t).

Then G(t) is used to calculate the spectral function A(w). We have added the explanation about
the negative time part in the manuscript.
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To the second question, the equation of motion of Gy, (t) is

(R3) [i0r — ep — VI Gy o( Zukakf () +iUGP () = 6(t)

where VH = Uny, is the Hartree term, G o(t) is defined with é, and ff, and G (t) is, as the
Referee pointed out, a two- partlcle Green’s function:

(R4) GO(t > 0) Z e~ = s =Bt i g fo|ny ) (n | £ 1m),

anr

where Z =3 e BEm is the partition function and & denotes a spin opposite to o. In the dynam-
ical xc field formalism, the UG term can be seen as the product of the Coulomb potential of the
dynamical xc hole and the Green’s function. The )", vxGry () term represents the hybridization
effect. In the manuscript, we incorporate both the Coulomb interaction and the hybridization
effect into the dynamical xc field (Vxc) in order to have a simple form of the equation of motion,
which is for positive time (the same as setting ¢t > 0 for Eq. (15) in the original manuscript),

(R5) [i0y —ep — VI = V*(t > 0)|Gyy,0(t > 0) = 0.
So according to our definition, V*¢(t > 0) can be written with the explicit dependence on U, G?)
and ka,a':

S kGrro(t>0)  UGP(t>0)

(R6) Vo (t - 0) fo,g(t > 0) ’L'fo’g(t > 0) ’

Alternatively, using the equation of motion of G, V*¢(¢t > 0) can be expressed with e, V! and
Gt¢,. Because of the particle-hole symmetry, €7 + VH =0, thus we have

10:Gyf.o(t > 0)
foﬂ(t > 0)

which is the way we used in Eq. (20). By using the equation of motion, V*¢ can be expressed with
only Gy, and its time derivative. The a,, mwn, m coeflicients in Eq. (20) follow from applying
the Lehmann representation of Gy¢,, to Eq. (R7) of this response. We have added text before Eq.
(20) in the revised manuscript to explain the usage of the Lehmann representation of the Green’s
function and that V*° (Eq. (20)) is solved from the equation of motion. We hope this can improve
the readability of our paper.

(RT7) Voot >0) =

3.Please give more details on what is actually done in Sec. 3.2 and how, such that interested
readers could repeat the calculations. The time-dependent variational principle is used to obtain
which quantity, the one-particle Green function of the cluster?
We agree with the Referee that more details will be necessary for repeating the calculation. We
have added in the manuscript the relevant information. Here, we give a brief explanation. The
time-dependent variational principle algorithm is a part of the Matrix Product States method.
We use it to time-evolve the state fi|¥g), where |Wg) is the zero-temperature ground state of
the finite cluster and is obtained by the density matrix renormalization group algorithm. With
[ih(t)) = e~"Ht f1]W), the one-particle Green’s function can be calculated:

iGrp.q(t>0) = (Wl fe 1A {1 T)
(R8) = e (1p(0)|1h(1)).

Then the spectral function is calculated from Gy, (w).

4.In Fig.4: could the author plot the NRG results on top of the present results for better com-
parison? The same applies for Fig.5.
We thank the Referee for this suggestion. Now we add NRG results for both Fig. 4 and Fig. 5.
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5.In Eq.(37): T assume that the parameter Qr is temperature dependent? How is this parameter
determined in practice? Is it used as a fit parameter to reproduce known spectral functions? Please
show its evolution as function of temperature!
We thank the Referee for this question, which has inspired us to find theoretical references for
our finite-temperature results. The parameter ()7 is temperature-dependent and is related to the
half-width of the Kondo peak at finite temperature. In the original manuscript, we used Qr as a
fitting parameter to reproduce the broadening of the Kondo peak (and the corresponding decrease
in its height) due to thermal fluctuations. However, we recently noticed that some literature (Phys.
Rev. Lett. 88, 077205 (2002), Phys. Rev. B 108, L161109 (2023)) provides expressions for the
temperature dependence of the Kondo peak half-width (I'k), based on Fermi-liquid theory and
its extension. Using one expression from Phys. Rev. B 108, L161109 (2023), which applies to
temperatures much lower than the Kondo temperature Tk, we can now express ()7 as a function
of temperature:

aT?

(R9) Q7| = T
where a =~ 3.44 is a constant calculated from Fermi-liquid theory and is consistent with NRG
numerical results. For higher temperatures, a more complicated relation of 'k (T') can be used to
determine Qp. We refer to Eq. (10) of Phys. Rev. B 108, L161109 (2023).

With these expressions of I'k (T"), we can now apply our formalism to a wider range of temper-
atures. We have added new results and comparison with NRG in the revised manuscript.

6.Finally, I noticed a typo in line 141: it should be ”emphasize” instead of ”"emphasis”
We thank the Referee for pointing out the typo. The word has been corrected in the manuscript.

To summarize, before I can recommend this manuscript for publication in SciPost Physics 1
would like to see the issues raised above being addressed.
We again thank the Referee’s questions and remarks, which help us improve our treatment about
Qr and the readability and the clarity of the paper. We hope that our response and corrections
in the manuscript have addressed the issues raised and that the paper can now be considered as
suitable for publication in SciPost Physics.

RESPONSE TO REFEREE 2

This paper applies a novel method, the so called “dynamical exchange-correlation field” (Ref.
37), to the Anderson impurity model in order to compute spectral functions in the Kondo regime.

I find the paper quite interesting. But I think the paper lacks clarity in a couple of places. The
paper would also benefit from better explanations in some parts, since the dynamical exchange-
correlation field is a novel approach. I have a couple of comments and questions that the author
should address before I can agree to publication:
We thank the Referee for a thorough, insightful, and very helpful report. We are glad that the
Referee gives a positive evaluation of our work. The Referee points out the unclear statements that
can be improved, and also asks some detailed questions about our approach. Importantly, some
questions from the Referee have helped us improve our original approach and greatly inspired us
to gain a deeper understanding of our results. Accordingly, we add explanations for some of the
concepts, provide better reasoning for our statements, and answer the Referee’s questions one at
a time.

(1) T was at first confused by Eq. (11): How could the dynamic exchange correlation hole for

r"” = r become time-independent and just equal to the negative density? But this follows from
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Eq.(8) and the fact that the second order Green’s function G (r, ' r”;t) (using the notation of
Ref. 37) vanishes for 7/ = r, and thus also the correlation function g(r,r’,r;¢) = 0. I think the
author should give this explanation after Eq. (11) to help the reader.

The exact constraint of the dynamical xc hole, p*¢(r, 7/, 7" = r;t) = —p(r) is an important prop-
erty. As noticed by the Referee, this constraint follows from the fact that the two-particle Green’s
function vanishes at r” = r. We thank the Referee for pointing out that a brief explanation can
avoid confusion and help the reader. We have now added the explanation in the manuscript.

(2) Egs. (13) and (14) are the Lehmann representations of the Green’s function (which should
be mentioned), and the denominators are just the partition functions Z. I think the equations
would become clearer if Z was introduced and used. In the following equation (20), the denomi-
nators cancel anyway.

We agree with the Referee that mentioning the Lehmann representation and introducing the par-
tition function Z can make the equations easier to follow. This change has been made in the
manuscript.

(3) To help the reader, it should be explicitly stated that Eq. (20) follows from applying the
equation of motion (15) to the Lehmann representation and solving for Vxc.
The Vxc is defined with the second order Green’s function and the hybridization function. In
Eq. (20), as pointed out by the Referee, the Vxc is directly solved from the equation of motion
of the Green’s function by plugging in the Lehmann representation of Gss .. We have added the
explanation in the manuscript to avoid ambiguity.

(4) Sec. 3.1, after Eq. (22): I am not sure whether it is appropriate to speak of “Kondo regime”

in the context of the Anderson dimer. The Kondo effect is usually associated with an impurity
coupled to a continuous band of conduction electrons.
We agree with the Referee that it is more appropriate to speak of “Kondo regime” when a contin-
uous bath is involved. Our purpose of using the Anderson dimer is to derive an analytic form of
the dimer Vxc, with which we can propose the Vxc of the Anderson model in the Kondo regime.
We have changed the word concerning the dimer to “large U regime” in the manuscript.

(5) The last two sentences of Sec. 3.1, p. 8: I think this explanation for the temperature

induced broadening follows simply from the Lehmann representation of the GF (13,14) which the
author used to obtain the approximation for the dynamic Vxc.
In our approximation, we effectively cutoff some eigenstates of the dimer system to focus on the
additional low-temperature peaks in the spectral function. As the referee summarized, these new
peaks follow from expanding the Lehmann representation of Gy, to the order e~B%0 We have
added text in the manuscript to point out this.

(6) Is the Vxc given by Eq. (30) valid only for ¢ > 0 ? If so, what is the corresponding equation
for t < 07 I think it would also be interesting to see Vxc in the frequency domain, i.e. the Fourier
transform of Eq. (30), which could then be compared to the self-energy for the STAM. T suspect
they must be very similar in the case of the STAM.

We thank the Referee for this question, which has helped us improve our treatment. We explain
the details in the following, and we keep all spin indices implicit.

When we used the ansatz (Eq. (30) in the original manuscript) to derive the approximate form
of Gf¢ (Eq. (31) in the original manuscript)

(R10) Gyp(t>0) = —0.5i[AeTH @+t (1 - \)e™C],
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we expanded the term )¢ “?*=1) to low order assuming the term A(e~®»! — 1) small. This is a
reasonable assumption for small positive ¢ since A < 1. Assuming that Eq. (R10) applies to all
positive time, we calculated G ¢y(w) and thus interpreted the parameters as follows: Im[C] ~ —I'g,
where I'y is the half-width of the Hubbard side-band, and Im[C + w,] ~ —T'k, where I'k is the
half-width of the Kondo peak and is much smaller than I'yy in the Kondo regime. As a result, wp,
has a positive imaginary part at low temperatures, and e *»* tends to infinity for large positive
time. This means that A(e~™»? — 1) cannot be treated as a small quantity for large positive time,
and both Eq. (R10) and our ansatz Eq. (30) should only be valid for small positive ¢t. However,
if we only know Gy for small positive ¢, we cannot calculate G s (w) for |w| < 1.

Here, we explain our revised treatment for large positive time ¢;. We know that Gyf(¢;) con-
tributes to the Kondo peak (with the half-width T'x) in the spectral function. Therefore, we
propose that the Vxc in the large positive time regime takes the form V*°(¢;) ~ —iI'k, so that the
corresponding Green’s function can take the form Gy o e I, Note that the Vxc converging
to —il'k for large time is a direct result of the Kondo effect, and cannot be found in simulations
using finite clusters where the bath is not continuous. The complete Vxc approaches different
approximate forms in the limits of small time and large time

Awpe~rt 1 C, ¢ small

XC ~ P ) )

(R11) VEE>0) = { —il'k, t large.
We notice that an expression

Mwp +C) + (1 — X)Ceiwrt
A+ (1= X)ewrt

(R12) V¥t > 0) =

fulfills the requirement: assuming Imfw,] > 0 and w, + C = Tk, it reduces to Eq. (30) in the
original manuscript for small ¢, and V*°(t) = —i['k for large t. Using Eq. (R12), one can calculate
Gyy for all t using Gy = —fe™" Jo V¥(Ddt The calculated Gy¢(t) takes exactly the same form as
Eq. (R10). Using an expression of G (t) valid for all ¢, Gy y(w) can be calculated, which takes the
same form as in in the original manuscript, and no approximation based on low order expansion is
required. All the interpretations of the ansatz parameters remain unchanged: C = % —il'g,wp =
% + ¢(T'g — I'k), and the whole approach becomes consistent. The asymptotic behavior of V*¢
(Eq. (R11)) reflects an important and general feature: V*° at small/large |t| determines the
spectral function at high/low w. Admittedly, Eq. (R12) may seem less intuitive. However, as the
Referee pointed out in his/her comment on Eq. (20) of the original manuscript, V*¢(¢), obtained
from the equation of motion and the Lehmann representation of the Green’s function, naturally
takes a fractional form, with both the numerator and the denominator containing exponential
factors of .

Based on the discussion above, and to ensure better consistency between the ansatz of V*¢ and
the solved Gy, we have added content in the revised manuscript regarding the small-/large-time
regime of the Vxc.

To the question about V*¢(¢ < 0), for a particle-hole symmetric system, one can show that
V*¢(—t) = =V*°(t), which means that for ¢t < 0,

CAMwp +C) + (L= A)Ce et

(ng) Vv (t < O) = By + (1 _ )\)efiwpt

In principle, we can use Eq. (R12) and (R13) to calculate
(R14) Ve () = / deVe()et,

but V*¢(w) would have a complicated form. We also want to mention that the Vxc in the frequency
domain and the self-energy have the relation

(R15) or [ 4Vl = )Gy () = [£0) + AW]Grs(w),
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which follows from the equation of motion of G (expressed with the Vxc or the self-energy, and
the Hartree term cancels the e term for the particle-hole STAM)

(R16) i0,G11(6) = V()G (1) = 5(),
(R17) i0,Gy () — /dt’ [S(t— 1) + At — )] Cp1() = 8(0),

where A is the hybridization function (in the wide-band limit, A(w) = iT").

(7) How did the author arrive at the hyperbolic-tangent form for R(L) fitted to the data in Fig.

3b? Is that based on some theoretical background? Otherwise I think the actual functional form
cannot be extrapolated from the calculated data, since the data is still largely in the linear regime.
Very different functional forms leading to very different limits R(L = oo) could be compatible
with the data.
We calculated the intermediate quantity R using finite clusters with one interacting site and L —1
noninteracting ones (L < 40 and even, open boundary conditions). The small values of L indicate
that the bath in our finite cluster is not continuous. Hence our R—L data does not show a clear
converging behavior. We did not use a large cluster (L ~ 400 to approximately approach a con-
tinuous bath) to estimate R because large clusters require exponentially increasing computational
time, which contradicts the original purpose of using the dynamical xc field formalism to reduce
the heavy numerical workload.

The essential idea of the dynamical xc field formalism is to circumvent a complicated numerical
problem by finding a suitable reference system, where the numerical efforts can be reduced and
known theories can be applied. Following this idea, we analyzed the asymptotic behavior of the Vxc
in both the small- and large-time regimes, proposed an ansatz for the Vxc, and determined most
of its parameters using Fermi-liquid theory. To estimate the only parameter without theoretical
reference, we performed calculations on small clusters and noticed that R showed a linear behavior
for L < 20 and should converge to a constant when L — co. A hyperbolic-tangent function was
a convenient way to fit such R—L relation. Surely, using another function (which is also linear
for small L and converges for large L) may lead to different value of R(L = co). Here, we show a
brief result of the spectral function of a symmetric SIAM with U = 3,T = 0.5 (see Fig. 1 in this
response), but assuming a 30% deviation in the R value obtained by extrapolation. We can see
that the noticeable change in the spectral function is the height of the Hubbard sideband peak.
The Kondo resonance peak is almost unchanged since we have theoretical justification related to
its height and width. Additionally, the dynamical xc field formalism is formally exact, meaning

-50 -25 00 25 5.0
w

FIGURE 1. Spectral function of a symmetric SIAM with U = 3,T = 0.5. Chang-
ing the value of R +30% has very limited influence on the resonance peak.

that the true V*¢ (which, according to our definition for the symmetric STAM, contains UG?)
and hybridization effect) is uniquely determined by, and also determines, the Green’s function.
The description of the true V*°, whether using an ansatz in the form of ours or with additional
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parameters, is not necessarily unique. For the SIAM, the constraint in choosing an ansatz is
that the behavior of V*° in both the small- and large-time regimes must reflect the features of the
Kondo spectral function. We believe that our ansatz captures the essential features with relatively
few parameters.

To summarize our answer to the Referee’s question, the quality of an ansatz is usually evaluated
by comparing the results with available benchmarks, which is satisfactory in our case. Our choice
is motivated by the linear behavior of R(L) at small L and the fact that it should converge as
L — oo. Since most parameters of our ansatz are determined with theoretical backgrounds, and
the fitting produces qualitatively good results in comparison with benchmarks, we can evaluate
our ansatz as a good description of the true Vxc.

(8) It would be nice if in Figs. 4 and 5 the calculated spectra would be directly compared to
the NRG spectra of Refs. [28] and [47].

We thank the Referee for this suggestion. We have added those plots for a more direct comparison.

Finally, we wish to conclude our reply by thanking the referee for his/her remarks and criticisms,
that have been very valuable and helpful to modifying the manuscript and make it clearer. We
hope to have properly and satisfactorily addressed them, and that the paper is now considered
suitable for publication in SciPost Physics.



