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Abstract

In the Standard Model, the three charged leptons are identical copies of each other, apart
frommass differences. Experimental tests of this feature in semileptonic decays of b-hadrons
are highly sensitive to New Physics particles which preferentially couple to the 2nd and 3rd
generations of leptons. A review of the latest lepton universality tests in semileptonic b → c
transitions at LHCb is reported.

1 Introduction

Lepton Flavour Universality (LFU) requires the equality of the Yukawa coupling between the
gauge bosons and each of the three families of leptons. In practise this means that branching
fractions of decays involving different lepton families do not depend on lepton flavour but differ
only by phase space and helicity-suppressed contributions. The Standard Model predicts LFU.
Therefore experimental evidence of Lepton Flavour Non-Universality (LFNU) would be a clear
sign of physics beyond the SM (BSM).

Semileptonic and rare decays of heavy hadrons are an excellent laboratory to test LFNU as all
three generations may be tested. A large class of models extending the SM contains additional
interactions that could violate LFU. One such example is an extended Higgs Sector, which could
have a large effect on semitauonic decay rates through the coupling to new chargedHiggs scalars [1].
As such, semileptonic decays of b-hadrons to the third generation provide a sensitive probe of BSM
effects. In addition, also b → sll transitions are an excellent LFNU probe due to their sensitivity
to BSM theories involving leptoquarks [2, 3] or Z’ [4, 5] particles. Leptoquarks have also been
predicted to have an impact on semileptonic decays [6].

A precise measurement of a B decay to τ leptons is a challenging at a hadron collider due
to the large background from partially reconstructed B-hadron decays that appear similar to the
signal topology. Moreover, the signal decay kinematics can not be fully constrained because of
the presence of neutrinos in the final state. Ratios of R (D∗) ≡ B(B0 → D∗+τ−ντ )/B(B0 →

D∗+µ−νµ ) use different τ lepton decays to provide independent measurements. The HFLAV
combination forR (D∗) versusR (D) is shown in Fig. 1 along with the SM prediction and individual
measurements. Ratios of branching fractions represent a powerful test of LFNU due to the
cancellation of theoretical uncertainites and experimental systematic uncertainties. In the following
sections, the ratios involving selmileptonic b → c results obtained analysing the LHC Run 1 data
collected by LHCb experiment in 2011 and 2012 at a centre of mass energy of 7 and 8 TeV are
presented.
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Figure 1: Individual measurements of R (D∗) and R (D) along with the combination and SM prediction [7].

2 Measurements of R(D∗)

2.1 B0 → D∗+τ−(→ µ−ντνµ)ντ
The muonic decay of the τ has an advantage that both the decay modes in the ratio D∗ contain the
same visible final state, with one and three neutrinos visible in the final states, respectively. The
measurement of theR (D∗) using the B0 → D∗+τ−(→ µ−ντνµ )ντ decaywas performedwith 3 fb−1

of data collected at LHCb between 2011 and 2012 [8]. The B momentum direction is determined
from the unit vector to the B decay vertex from the associated primary vertex. The component of the
B momentum along the beam axis is approximated using the relation (pB)z = mB0/mreco(preco)z ,
where m0

B is the known B0 mass, mreco and preco are the mass and momentum of the system
of reconstructed particles. The rest-frame variables described above are then calculated using
the resulting estimated B four-momentum and the measured four-momenta of the µ− and D∗+.
The rest-frame variables are shown in simulation studies to have sufficient resolution to preserve
the discriminating features of the original distributions. The candidates for both the signal and
normalization channels are selected using a common procedure. The separation between signal and
normalization channel is then achieved by exploiting the difference in the charged-lepton masses
and the kinematic effect of the two extra neutrinos in the signal channel. The three kinematic
variables used are: the muon energy (E∗µ), the squared missing mass (m2

miss), and the squared
four-momentum transfer to the lepton system (q2), which are evaluated in an approximated B0

rest frame. The distributions of the variables are then fitted in a maximum likelihood fit, using
template distributions taken from simulated data in addition to real data control samples. Several
sources of background are taken into account, including partially reconstructed decays of D∗ and
D∗∗ mesons, decays to pairs of charm hadrons, and candidates combinatorial in nature. The m2

miss
and E∗µ distributions of fully-selected candidates are shown in Fig. 2 for the lowest and highest q2

bins. The yields extracted by the fit are used to make a measurement of R (D∗), which is found
to be 0.336 ± 0.027 ± 0.030, where the first uncertainty is statistical and the second systematic in
nature. The result is the first measurement of b-hadron decays to τ leptons at a hadron collider and
represents a 2.1σ deviation from the SM prediction.

Systematic uncertainties are dominated by the size of simulated and real data control samples,
which will decrease as more data is simulated and collected, respectively.
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Figure 1: Distributions of m2
miss (left) and E⇤

µ (right) of the four q2 bins of the signal data,
overlaid with projections of the fit model with all normalization and shape parameters at their
best-fit values. Below each panel di↵erences between the data and fit are shown, normalized by
the Poisson uncertainty in the data. The bands give the 1� template uncertainties.
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Figure 1: Distributions of m2
miss (left) and E⇤

µ (right) of the four q2 bins of the signal data,
overlaid with projections of the fit model with all normalization and shape parameters at their
best-fit values. Below each panel di↵erences between the data and fit are shown, normalized by
the Poisson uncertainty in the data. The bands give the 1� template uncertainties.
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Figure 2: Distributions of m2
miss (left) and E∗µ (right) of the low- (top) and high- (bottom) q2 bins of the

signal data, overlaid with projections of the fit model with all normalization and shape parameters at their
best-fit values. Below each panel differences between the data and fit are shown, normalized by the Poisson
uncertainty in the data. The bands give the 1σ template uncertainties [8].

2.2 B0 → D∗+τ−(→ π+π−π−ντ )ντ
Amore recent measurement ofR (D∗) is made using the hadronic decay of the τ− → π+π−π−ντ [9],
using the Run 1 dataset. The D∗ meson is reconstructed through the D∗− → D−(→ K+π−)π−

decay chain. The analysis extracts the ratio K (D∗) defined as

K (D∗) =
B(B0 → D∗+τ−ντ )
B(B0 → D∗−3π)

=
NB0→D∗+τ−ντ

NB0→D∗−3π

εB0→D∗−3π
εB0→D∗+τ−ντ

1
B(τ → 3πντ )

, (1)

where Ni and εi are the yield and the selection efficiency respectively. The ratio R (D∗) is
subsequently obtained with the relation

R (D∗) = K (D∗)
B(B0 → D∗3π)
B(B0 → D∗µνµ )

, (2)

where the branching ratios are taken from external inputs [10]. The main background contribution
is due to the inclusive decays of b-hadrons to the D∗3πX final state. A good suppression of
such background is obtained by requiring the τ decay vertex is displaced from the B decay
vertex along the beam direction with a 4σ significance. Candidates that survive the decay length
significance requirement are mainly double-charmed B decays of type B → D∗+D∗−X . In order
to discriminate this background from the signal decay, a Boosted Decision Tree (BDT) is trained,
using isolation variables (describing the separation of signal decay particles from other decays)
kinematic variables, and variables which exploit the differences between the resonant structures of
the 3-pion system from signal and D+s background decays.

The yield of the normalization mode is determined by fitting the invariant mass of D∗−3π
system. The signal yield is obtained from a three-dimensional extended maximum likelihood fit
to the BDT output, the τ decay time, and the q2. The results of the fit are shown in Fig. 3. The
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shapes of the various components that are taken from templates of simulated samples and corrected
according to data control samples.
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Figure 16: Projections of the three-dimensional fit on the (a) 3⇡ decay time, (b) q2 and (c) BDT
output distributions. The fit components are described in the legend.

The fit is also performed with alternative configurations, namely with a di↵erent fit
range or requiring the common mean value of the signal functions to be the same in the 7
and 8 TeV data samples. The maximum di↵erences between signal yields in alternative
and nominal configurations are 14 and 62 for the 7 and 8 TeV data samples, respectively,
and are used to assign systematic uncertainties to the normalization yields.

Figure 20 shows the m(3⇡) distribution for candidates with D⇤�3⇡ mass between 5200
and 5350 MeV/c2 for the full data sample. The spectrum is dominated by the a1(1260)+

resonance but also a smaller peak due to the D+
s ! 3⇡ decay is visible and is subtracted.

A fit with the sum of a Gaussian function modeling the D+
s mass peak, and an exponential

describing the combinatorial background, is performed to estimate this D+
s contribution,
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The fit is also performed with alternative configurations, namely with a di↵erent fit
range or requiring the common mean value of the signal functions to be the same in the 7
and 8 TeV data samples. The maximum di↵erences between signal yields in alternative
and nominal configurations are 14 and 62 for the 7 and 8 TeV data samples, respectively,
and are used to assign systematic uncertainties to the normalization yields.

Figure 20 shows the m(3⇡) distribution for candidates with D⇤�3⇡ mass between 5200
and 5350 MeV/c2 for the full data sample. The spectrum is dominated by the a1(1260)+

resonance but also a smaller peak due to the D+
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and 8 TeV data samples. The maximum di↵erences between signal yields in alternative
and nominal configurations are 14 and 62 for the 7 and 8 TeV data samples, respectively,
and are used to assign systematic uncertainties to the normalization yields.

Figure 20 shows the m(3⇡) distribution for candidates with D⇤�3⇡ mass between 5200
and 5350 MeV/c2 for the full data sample. The spectrum is dominated by the a1(1260)+

resonance but also a smaller peak due to the D+
s ! 3⇡ decay is visible and is subtracted.

A fit with the sum of a Gaussian function modeling the D+
s mass peak, and an exponential

describing the combinatorial background, is performed to estimate this D+
s contribution,
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Figure 3: Projections of the three-dimensional fit on the (a) 3π decay time, (b) q2 and (c) BDT output
distributions. The fit components are described in the legend [9].

The measured value of K (D∗) is found to be 1.97 ± 0.13 ± 0.18 where the first uncertainty is
statistical and the second systematic. Using external inputs [10], the value ofR (D∗) is calculated to
be 0.291±0.019±0.026±0.013 where the third uncertainty originates from the limited knowledge
of branching fraction of the normalization channel. The measurement of R (D∗) is one of the most
precise and contains the smallest smallest statistical error. It is compatible with the SM prediction
within 1σ.

3 Measurement of R(J/ψ )

The measurement of R (J/ψ ) probes similar physics as that of R (D∗), with similar SM predic-
tions [11]. The ratio measured in the LHCb analysis is the same as that in Ref. [8], with the D∗

replaced by a J/ψ and the B0 meson is replaced by a B+c meson. The analysis uses the full Run 1
dataset of 3 fb−1 [12].

A binned maximum likelihood fit is performed to determine the signal and normalization
yields. The components in the fit are taken from simulated templates. The three dimensions of the
templates consist of m2

miss, the Bc decay time, along with a categorical quantity Z , representing
eight bins in (E∗µ, q

2). The values 0–3 of Z correspond to bins where q2 < 7.15GeV2/c4 and E∗µ
is divided with thresholds at [0.68, 1.15, 1.64]GeV. The values 4–7 correspond to bins with the
same E∗µ ranges, but where q2 ≥ 7.15GeV2/c4. The fit result to the three template dimensions are
shown in Fig. 4. The fit results in a measured value of R (J/ψ ) = 0.71± 0.17± 0.18, where the first
uncertainty is statistical and the second systematic in nature. The unknown form factors used in
the generation of the simulated samples gives rise to the largest systematic uncertainty. The result
is compatible with the SM prediction at the level of 2σ.

4



SciPost Physics Proceedings Submission

5− 0 5 10

 )4
/c2

C
an

di
da

te
s /

 ( 
0.

6 
G

eV

1000

2000

3000

4000

5000

]4/c2 [GeVmiss
2m

5− 0 5 10

Pu
lls

5−
0
5

LHCb

0.5 1 1.5 2

C
an

di
da

te
s /

 ( 
0.

37
6 

ps
 )

2000

4000

6000

8000

10000

12000

14000

16000

decay time [ps]
0.5 1 1.5 2

Pu
lls

5−
0
5

LHCb

0 1 2 3 4 5 6 7

C
an

di
da

te
s p

er
 b

in

1000

2000

3000

4000

5000

6000

7000

8000

)*
µ

,E2Z(q
0 1 2 3 4 5 6 7

Pu
lls

5−
0
5

LHCb

Data µν
+µψ J/→ +

cB
Mis-ID bkg.  comb. bkg.µ+ψJ/

 comb. bkg.ψJ/ +
cHψ J/→ +

cB
lν

+l(1P)cχ → +
cB lν

+l(2S)ψ → +
cB

τν
+τψ J/→ +

cB

Figure 1: Distributions of (top) m2
miss, (middle) decay time, and (bottom) Z of the signal data,

overlaid with projections of the fit model with all normalization and shape parameters at their
best-fit values. Below each panel di↵erences between the data and fit are shown, normalized by
the Poisson uncertainty in the data; the dashed lines are at the values ±2.

of Refs. [37, 38]. In the nominal fit, the B+
c ! J/ form factor parameters, except for

the scalar form factor that primarily a↵ects the semitauonic mode, are fixed to the values
obtained from a fit to a subset of the data enriched in the normalization mode. To assess
the e↵ect on R(J/ ) due to this procedure, an alternative fit is performed with the form
factor parameters allowed to vary, and the di↵erence in quadrature of the uncertainties is
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of Refs. [37, 38]. In the nominal fit, the B+
c ! J/ form factor parameters, except for

the scalar form factor that primarily a↵ects the semitauonic mode, are fixed to the values
obtained from a fit to a subset of the data enriched in the normalization mode. To assess
the e↵ect on R(J/ ) due to this procedure, an alternative fit is performed with the form
factor parameters allowed to vary, and the di↵erence in quadrature of the uncertainties is

6

Figure 4: Distributions of (top-left) m2
miss, (bottom-left) decay time, and (right) Z of the signal data, overlaid

with projections of the fit model with all normalization and shape parameters at their best-fit values. Below
each panel differences between the data and fit are shown, normalized by the Poisson uncertainty in the data;
the dashed lines are at the values ±2 [12].

4 Summary and prospects

Three measurements of LFU using semi-leptonic decays to τ leptons have been presented using
3 fb−1 of Run 1 data collected between 2011 and 2012. They consist of the first measurement of
R (D∗) at a hadron collider, the most accurate single measurement of R (D∗), along with the first
measurement of R (J/ψ ). The current tension with SM predictions is approximately 3.8σ [7]. The
LHCb experiment has, at the time or writing, collected approximately 9 fb−1 of data. Updates to
the analyses presented here are currently underway, which will help to provide even more accurate
measurements, as the systematic uncertainties will decrease with larger simulation and control data
samples.

In 2021, the upgraded LHCb experiment will begin collecting data [13]. After a single year
of data taking with the LHCb upgrade, the combined dataset of LHCb will be powerful enough to
reduce uncertainties to 25% of the values reported in these proceedings [14]. If the luminosity of
theLHCbPhase II upgrade is realised, 10%of the uncertainties in these is achievable. Uncertainties
as a function of luminosity are shown in Fig. 5.
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