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Low-energy effective theories have been used very successfully to study the low-energy limit of
QCD, providing us with results for a plethora of phenomena, ranging from bound-state formation
to phase transitions in QCD. These theories are consistent quantum field theories by themselves
and can be embedded in QCD, but typically have a physical ultraviolet cutoff that restricts their
range of validity. Here, we provide a discussion of the concept of renormalization group consistency,
aiming at an analysis of cutoff effects and regularization-scheme dependences in general studies of
low-energy effective theories. For illustration, our findings are applied to low-energy effective models
of QCD in different approximations including the mean-field approximation. More specifically, we
consider hot and dense as well as finite systems and demonstrate that violations of renormalization
group consistency affect significantly the predictive power of the corresponding model calculations.

I. INTRODUCTION

The computation of quantum corrections in field the-
ories in general requires a regularization and renormal-
ization procedure. In perturbation theory, the regular-
ization procedure allows us to compute the perturbative
loop diagrams in a well-defined fashion, e.g., by introduc-
ing a momentum cutoff A for the momentum integrals.
This cutoff dependence can be absorbed in counter terms
in the underlying bare action, here called I'y. The lat-
ter then consists of all ultraviolet (UV) relevant terms
allowed by the symmetry of the classical theory or clas-
sical action S. Potentially, additional terms have to be
introduced in I'y, if the momentum cutoff breaks symme-
tries present in the classical action. Here, a prominent
example is provided by gauge symmetries that are ex-
plicitly broken by a momentum cutoff. Then, symmetry-
breaking counter terms such as a mass term for the gauge
field in 'y indeed restores the gauge symmetry for the
full quantum effective action.

This perturbative reasoning extends to the gen-
eral non-perturbative case. In the past decade non-
perturbative functional methods, such as the functional
renormalization group (FRG), Dyson-Schwinger equa-
tions (DSE) and nPI methods, have made rapid progress
and improved our understanding of strongly-correlated
systems, ranging from condensed matter over heavy-ion
physics and high energy-physics to quantum gravity. In-
herent to all these functional approaches is their formu-
lation in terms of non-perturbative loop equations be-
ing structurally very similar to the perturbative setting
briefly discussed above. In most cases, and in particular
in numerical applications, these approaches feature mo-
mentum cutoffs for the non-perturbative loops involved
as well as respective counter terms in the bare action I'y.
The explicit cutoff dependence of I'y ensures the cutoff
independence of the full quantum effective action T,
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This is the requirement of a consistent regularization and
renormalization of a given theory, and is called RG con-
sistency. As a central ingredient in a non-perturbative
functional setup, RG consistency will be discussed in de-
tail in Sec. II. Evidently, these considerations are very
general and are not bound to perturbatively renormaliz-
able theories or to a specific class of field theories.

In this work, we discuss how cutoff artefacts can be
removed consistently within a given low-energy effective
theory in order to ensure the important property of RG
consistency (1). Irrespective of possible fundamental UV
completions, the discussion of cutoff artefacts is required
for a meaningful application of a given model and a test
of its range of applicability in terms of external param-
eters. In Sec. II, we therefore discuss this issue on very
general grounds. In Sec. I1I, we then demonstrate the ap-
plication of these general considerations to specific model
calculations. This includes a quark-meson model in the
vacuum limit, a diquark model at finite density, a quark-
meson-diquark model at finite temperature and density,
and the quark-meson model confined in a finite box. Our
conclusions can be found in Sec. IV.

II. RG CONSISTENCY

In this section we focus on general aspects of RG con-
sistency which includes both discussions of formal as well
as phenomenological aspects. The reader may skip this
section in a first reading and readily start with Sec. III
where we exemplify the meaning of RG consistency in the
context of specific QCD low-energy effective theories.

A. RG consistency and low-energy phenomenology

The computation of quantum corrections in field theo-
ries in general requires the introduction of a UV cutoff A.



This scale is said to be asymptotically large when
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A s = {mphysa mext} 5 (2)

where the set s stands for all mass scales in the theory,
including dimensionful couplings. In particular, this set
consists of the intrinsic fundamental parameters of the
theory, mpnys (e.g. masses of particles), as well as the
external scales meyt. For example, for the low-energy ef-
fective theories (LEFT) of QCD discussed below, we have
Mexs = {T, V=3 1}, where T is the temperature, V is
the volume of the system, and p is the quark chemical
potential.

When Eq. (2) is ensured, the bare action I'y only en-
codes the microphysics of the situation at hand, and
changes of the intrinsic parameters are simply triggered
by changing the respective bare parameters in the action.
In particular, Eq. (2) entails that a change of the external
parameters of the theory does not change the regulariza-
tion and renormalization of the theory encoded in the
A-dependence of T'p. For mext /A — 0, the correspond-
ing property then reads

d dl'a
P~ [Ad/\] =0, (3)

which highlights the similarity of this condition to the
RG-consistency condition given in Eq. (1). In turn, if
Eq. (2) does not hold, T'y has to vary with a change
of Mmext to ensure that the RG-consistency condition (1)
holds. However, a dependence of I'y on the external pa-
rameter then implies
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This is elaborated below. Note that, if Eq. (3) is violated,
(part of) the physics related to the fluctuation physics of
the respective external parameters is already carried by
the bare action I'y. It has to be computed separately,
which necessitates an explicit expression for the right-
hand side of Eq. (4). This computation is of eminent
importance. As we shall exemplify in this work, viola-
tions of RG consistency may indeed significantly spoil
predictions for physical observables.

For a plethora of physically interesting theories, the
cutoff A may be limited by a validity bound. A strict
bound is present, if the effective theory at hand cannot
be extended beyond a certain UV scale. For example,
a Landau pole at the scale Ayy is such a strict bound.
Then, we have to choose A < Ayy. This situation applies
to most effective theories for the low-energy regime of
QCD, such as Nambu-Jona-Lasinio-type models (NJL)
and quark-meson-type models (QM) with or without
Polyakov-loop extensions [1-8], and it also applies to
quantum electrodynamics and a variety of condensed-
matter models.

A further, qualitatively different, validity bound of
LEFTs is related to the fact, that they typically lack

some of the microscopic degrees of freedom that are rele-
vant at momentum scales A > Appys. Then, Eq. (2) may
hold for a given LEFT but, beyond the scale Appys, the
LEFT lacks the dynamics associated with the fundamen-
tal microscopic degrees of freedom. Consequently, such a
LEFT cannot describe the physics at hand beyond Appys.
For example, in conventional QCD low-energy effective
theories, the gluon dynamics is missing. These LEFTs
describe QCD solely in terms of hadronic degrees of free-
dom which can only hold true for low momentum scales.

Of course, by definition, a determination of the scale
Aphys is involved as it requires an actual study of the fun-
damental dynamics at all momentum scales. Within the
FRG approach to fundamental QCD [9-15], however, it
has been shown in various studies that the gluonic sector
of QCD at low baryon-density decouples from the matter
sector at scales Aphys ~ 0.4...1GeV, see e.g. [6, 16-18].
In this context, it should be noted that the scales A, Ayv,
and Aphys depend on the chosen regularization scheme,
and are only related to physical momentum scales by the
renormalization procedure.

In our discussion of specific models in Sec. III, we do
not aim at a determination of their values of Appys but
rather aim at a discussion of how cutoff artefacts can be
removed consistently within a given model study. Irre-
spective of possible fundamental UV completions, such a
discussion of cutoff artefacts is required for a meaningful
application of a specific model within given ranges for
the external parameters, in particular in the absence of
an accurate knowledge of the scale Appys.

B. Quantum effective action and regularization

The central object of our general discussion is the
quantum effective action I'[®] of a given theory with field
content ® = (&1, ®,,...)7 in d Euclidean space-time di-
mensions. It is the quantum analogue of the classical
action and its saddle points are solutions of the quantum
equations of motion (EoM). Its nth field derivatives, eval-
uated at the minimal quantum EoM, are the one-particle-
irreducible (1PI) parts of the m-point correlation func-
tions of the theory, I'™[®] = (®;, ---®; )1pr for n > 2.
For the two-point function we have T(?) [®]-(®; ®;,)1pr =
1. In a functional approach, the effective action has the
generic representation

[[®] = DA[®] + T'a[®], ()

where Dj stands for all momentum-loop diagrams eval-
uated in the presence of the momentum cutoff A. This
cutoff leads to finite diagrams, as momentum fluctua-
tions with p? > A? are suppressed in Dj. Hence, these
fluctuations must reside in I'y.

The relation (5) together with the RG-consistency
condition (1) is simply the requirement that the A-
dependence of the loops is cancelled by that in the bare
action I'y. Moreover, we can shift the fluctuation infor-



mation contained in Dy [®] to T'y by lowering the scale
A. Indeed, we have limp_,o Dy = 0 and limp_,o'p =T

For this interpretation, I'y has to be seen as an effective
action that misses the infrared dynamics of the theory
carried by the diagrams Dj[®]. Hence, the UV-cutoff A
in the diagrams serves as an infrared (IR) cutoff & = A
for the scale-dependent effective action I'y:

kT [®] = Fi|®], (6)

where Fj, = —kOyDy. This fruitful block-spinning per-
spective is taken for FRG approaches. In its modern
form, Eq. (6) is a simple one-loop equation, the Wet-
terich equation [19] with

Fk [‘m + Ry

The trace in (7) sums over momentum, space-time and
internal indices as well as species of fields. The latter
includes a minus sign for fermionic degrees of freedom as
known from perturbation theory. The regulator function
Ry, depends on the IR cutoff scale k£ and defines the reg-
ularization scheme. It adds to the full two-point function
of the regularized theory and changes the dispersion. In
the IR limit, it acts as a mass and thus suppresses the IR
momentum fluctuations in I'y. For UV momenta p? > k2,
it decays sufficiently fast in order to keep the UV physics
unchanged. Let us discuss this here at the example of a
scalar field. To this end, we parameterize the regulator
as

Ri(p?) = p’r(z), (8)

with x = p?/k? and a dimensionless shape function r
determining the IR and UV asymptotics. The prefac-
tor p? carries the classical dispersion of the scalar field.
More elaborated choices substitute the latter with the
momentum-dependent part of the full inverse two-point
function p? — 1",(62), known as RG- or spectrally adjusted
regulators [20, 21].

In general, an admissible regulator Ry has to obey cer-
tain conditions regarding its behavior in the low- and
large-momentum limit. For example, it has to render the
momentum part of the trace in (7) finite in the UV limit
and, by providing a mass gap for the fields, also in the
IR limit. Hence, from an RG point of view, the regula-
tor function specifies the Wilsonian momentum-shell in-
tegration, such that the right-hand side of the differential
equation (6) is dominated by fluctuations with momenta
Ip| ~ k. It should be added that fast decays of r(z) im-
prove the convergence of the approximation scheme used,
for details see Refs. [21, 22]. A common approximation
scheme that is also used in the present work, the deriva-
tive expansion, is based on the expansion in powers of
momenta. The applicability of this scheme to any order
requires shape functions that decay faster than any poly-
nomial in z. In summary, exponential or even compact

support regulators are best suited for common system-
atic approximation schemes, ranging from the derivative
expansion to vertex expansions as used in QCD.

In the set of diagrams Dy [®], the cutoff k acts as a UV
cutoff. UV suppression is achieved by the occurrence of
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for internal lines. This pattern is easily seen by inte-
grating the flow equation (6) with (7) within one-loop
perturbation theory. On the right-hand side of the flow
equation the bare action enters with I'y = .S with .S be-
ing the classical action. For a sharp cutoff and constant
background fields, we find

1 1 1
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W - 5(2) +Rk - S(g)e(k p ) (10)

Additional subtractions occur in perturbation theory by
iteratively generating higher loop orders by re-inserting
the result on the right-hand side of the flow equation, see
e.g. Refs. [21, 23, 24]. In total, the flow equation (6)
with Eq. (7) leads to a generalized Bogoliubov-Parasiuk-
Hepp-Zimmermann (BPHZ)-type regularization scheme:
the regularization is achieved by subtraction.

C. RG consistency — formal discussion

The effective action I' is obtained from Eq. (5) by inte-
grating Eq. (6) from the initial UV scale k = A to k = 0.
For finite k, we find

k dk’
rule) =rafel+ [ Al ()
which leads to (5) for & — 0. The RG consistency condi-
tion (1) follows immediately for any k # A from Eq. (11a)
by taking the A-derivative.! We have

AONT i [®] = AOATA[@] — FA[®] =0, (11b)
where we have used (6) in the last step. Note that in
Egs. (11a) and (11b) the scale A is not necessarily the
largest scale possible in the theory at hand, i.e. Ayy. It
is only some scale at which we fix the couplings of the
theory.

The seemingly simple relations (11a)-(11b) offer a lot
of information that is in general more difficult to access
in other approaches. First of all, Egs. (11a)-(11b) entail
that RG consistency and hence cutoff independence of a
theory, fundamental or effective, follows trivially in the
FRG approach: the effective action at the initial scale

1 Note that, within the standard convention of the FRG approach,
the partial derivative with respect to A corresponds to the total
derivative in Eq. (1).



k = A has to obey the flow equation, if we vary the initial
scale. Moreover, its A-dependence is easily extracted for
large initial cutoff scales A with the aid of Eq. (2). In
this case, I'y can be expanded in powers of A with
La[®] =

D> Anl@IA 4 Fiog[®] 111?0 . (12a)

n<Nmax

where the term with n = 0 carries the physics part of
the initial condition at the scale A. Here, we have nor-
malized the logarithmic term with some physical scale
so € s, e.g. the physical mass gap of the theory at
hand. Choosing a different reference scale shifts terms
from 749 to Yoe. Note that the ¥,’s can be a collec-
tion of different field-dependent terms with the same A-
behavior. The right-hand side of the flow equation can
also be expanded in powers of A, and the expansion co-
efficients only depend on the shape function r(x) and

v = {:YNmaxv:meax—lv "'7’3/10ga:)/07:>/—13 s }7

Fal®] = > ful®A,7] A"

n<Nmax

(12b)

Inserting Eqgs. (12a) and (12b) into the flow equation (6)
leads to

1
:Yn;ﬁO = Efn[q)v:}/ar] s :Ylog = fo[q)’ﬁ/a T] ) (12C>
where we have used AOyA™ = nA™, AOxInA = 1. Note
that there is no relation for 4¢ as it contains the physics
input. Nonetheless, 49 appears on the right-hand side of
the relations for the 4,0 and ..

The set of relations (12¢) can be solved recursively and
provides the intial effective action in a well-defined and
practically applicable way. Note that only a finite num-
ber of terms matter due to the A-suppression of the rest.
The relations (12a)-(12c¢) also make apparent that, for
asymptotically large values of A, the initial effective ac-
tion is nothing but the bare action for the given FRG
scheme. As such, it depends explicitly on the cutoff A,
see e.g. [21, 25].

The setting above is the standard one for perturba-
tively renormalizable theories in the absence of Landau
poles. Strictly speaking, the formulation above only ap-
plies to asymptotically free theories. In QCD, for exam-
ple, we are in the fortunate situation that this simple set-
ting applies. In general LEFTs, we typically have to deal
with the existence of an actual finite UV extent given in
form of a maximal UV cutoff scale Ayy due to an insta-
bility of the theory, or a phenomenologically existing UV
extent Apnys above which a given LEFT does no longer
provide a valid description of a more fundamental theory.
A priori, a safe choice is then

A < Amax (13)

where Apnax € {Aphys; Auv}. For such a choice, A may
not be sufficiently large compared to the external param-
eters mey; Of interest and we are left with the situation as
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described by Eq. (4). Moreover, the intrinsic scales may
not even be small compared to A.2 Then, the determina-
tion of the initial effective action I'y with Egs. (12a)-(12¢)
is no longer possible: for low initial scales A, the initial
effective action is a complicated object itself.

In LEFTs of QCD, for example, this issue may po-
tentially be surmounted by computing I'y with the
aid of RG studies of the fundamental theory, see e.g.
Refs. [6, 17, 18, 26]. However, if a sufficiently accurate
determination of I'y from a more fundamental theory is
not available, we still have to ensure that cutoff arte-
facts associated with a specific choice for the scale A are
suppressed or even removed in our model study. Other-
wise, over a wide range of the external parameters, such
a model study may only resolve peculiarities of the un-
derlying regularization schmeme. In this case, we have to
make use of “pre-initial” flows that provide a systematic
determination of the effects of the violations described by
Eq. (4) by an RG-consistent UV completion of the LEFT
at hand.

To illustrate this, let us assume that we know the ef-
fective action at some scale. In case of QCD models, for
example, the effective action is often chosen to assume
a simple quadratic form at some scale. In the following,
this scale is denoted as A’, see also Sec. I11 for a discussion
of specific models. The UV completion I'y of the LEFT is
then obtained by following the RG flow from k = A’ < A
to k = A < Ayv, such that we have AOpI'a — 0 for
Mext,i/A < 1, i.e. RG consistency is ensured in the pres-
ence of finite external parameters. This is demonstrated
in Sec. III for specific models and exploits the fact that
the effective action I'y can be determined from Eq. (11)
as

Ta[®; m)]

ext

o, [* dk’ (0)
=T [P;m ]—/ o Fir [P meyt] (14)
A

ext ext

with A chosen such that meyt,i/A < 1 for all parameters
of interest. Here, Fj/ depends on ® and m %) the latter

ext?

denoting a given set of “benchmark values” for the exter-
nal parameters at which I'y has been fixed with the aid
of some set of physical low-energy observables. Typical
benchmark values are the vacuum values of the exter-
nal parameters. For QCD, this is vanishing temperature,
infinite volume, and vanishing quark chemical potential,
see also our examples in Sec. ITI.

If not indicated otherwise, we shall assume from now
on that I'y has been fixed in the limit of vanishing exter-
nal parameters. From our choice (14), we then deduce
that the effective action I'y, remains unchanged in this

2 In the following we focus on the external parameters for clarity.
However, the discussion can be straightforwardly generalized to
the case of intrinsic scales.



limit:
dk’
) = Caem® 4 [ W )
dk’
~ e+ [ Wm0
where k < A’. However, note that the ®-dependence of

T'y and T'p/ is in general different. At the same time,
the choice (14) allows us to ensure AOAI'A — 0 for
Mext,i/A — 0, see also below. Indeed, the condition
Mext,i/A — 0 ensures that Eq. (3) is fulfilled for T'y.
Eq. (14) also offers a practical way to compute the de-
pendence of I'ys on the external parameters. In other
words, the chosen UV completion in form of Fi~a/ has
to ensure the overall consistency of the LEFT, and in par-
ticular the thermodynamical consistency. Of course, this
procedure is very general and also applies to the case of
asymptotically free theories as well as to asymptotically
safe theories where Ayv is infinite.

For the construction of I'y in case of LEFTs with
Aphys < Ayv, it may even be required to choose A >
Apnys. At first glance, this appears to be in contradiction
to the very definition of the scale Appys. Strictly speak-
ing, this is correct and an extension of LEFTs beyond
Apnys does not carry the physical fluctuation dynamics of
the underlying fundamental theory for scales A > Appys.
Nevertheless, we may have to choose A > Appys in or-
der to suppress cutoff artefacts, i.e. the failure of Eq. (3).
For the generic flow equation (6), the change of the initial
condition reads

aQFA [‘I), mext]
a7ncxt,i 8A

_ 8]:A [(I’, mext]

A
8Tncxt N

(16)

( )

Integrating (16) from m; ; t0 Mexs leads to an even more

convenient form,

AOATA[P; Miext] — AOATA[P; mg?c)t]

= FA[®;mexs] — Fal®;m)].  (17)

If Eq. (3) holds, then the initial effective action is not
changed apart from its explicit dependence on mey. The
same holds for the flow equation itself. Accordingly, if
Egs. (16) and (17) are non-vanishing for a fixed initial
effective action I'y, then the (pre-)initial flow —and hence
the initial effective action — has to change for the RG-
consistency condition (1) to hold: with the representation
of T' as the integrated flow, see Egs. (11) and (16), we
are immediately led to the RG consistency condition (1).
In turn, assuming (3), and using the representation (11)
of ' as the integrated flow, we arrive at the important
constraint

AONT[®; Mex] = — (]—'A[@;mext] Fal@®:; mei{}) Lo,

(18)

Here, the first term on the right-hand side arises from
the A-derivative of the integrated flow (11), whereas the
second term originates from the A-derivative of the initial
effective action that is kept at its benchmark values for
the external parameters. Note that Eq. (18) has been
used in Ref. [27] for defining the “thermal range” Ar[r] =
A[r; T) being the minimal cutoff value for which Eq. (18)
holds to a given accuracy. From our specific examples
presented in Sec. I11, it is moreover possible to extract the
“density range” A[r;u] and the “volume range” Alr; V].
Of course, the actual values of these quantities depend
on the regularization scheme specified by the regulator
shape function 7.

More generally speaking, the external parameters set

the minimal value A[r; mexy, m gxt] of the cutoff for which
Eq. (18) holds to a given accuracy. For the standard
benchmark defined by choosing the vacuum values for the
external parameters, the third variable can be dropped.
For a given LEFT with a maximal physical UV range
Aphys, this entails that only results with mey in the
set Mexta

Mext (i) = { e | Alr st mEh)] < Apaslr] | (19)

are fully trustworthy. We emphasize that all the above
cutoff scales naturally depend on the regularization
scheme as defined by the choice for the regulator func-
tion 7. In turn, the set Myt should not depend on r, but
may be r-dependent in given low-level approximations.
Provided that Apnys is known for a LEFT at hand, the
set Myt defines the physics range of this LEFT. Inter-
estingly, this discussion makes also clear that the physics
range for the external parameters depends on the cho-
sen benchmark value for the external parameters. Of
course, the latter cannot be chosen freely, as the param-

g)()t] are fixed

with the aid of observables at mext Only még)t, for which
these observables are known, can be used as a benchmark.
Still, this suggests to use available first-principles result

from lattice or functional studies at ﬁnite temperature

and small chemical potential with m ;é 0 as a bench-
mark instead of the vacuum values. In case of QCD,
this in principle allows for more reliable LEFT computa-
tions of, e.g., finite-density effects, and is pursued within
“QCD-assisted” LEFTs.

Irrespective of the knowledge of Apnys and the corre-
sponding physics range of the LEFT under considera-
tion, it is still crucial to use the strategy associated with
Eq. (14) to remove or at least suppress cutoff artefacts in
the results for physical observables within a given LEFT
study. In Sec. III, we illustrate this strategy in detail
with the aid of low-energy models of QCD.

In summary, the RG consistency condition (1) of a
given theory is in general a mnon-trivial constraint on
the initial effective action at finite external parameters if
Eq. (4) applies to this theory. In the present FRG frame-
work, this is practically accessible via Eqgs. (16) and (17).
Moreover, the formal discussion in the present section

eters in the initial effective action Ta[®;m



leaves us with a practical toolbox for amending compu-
tations of observables in the presence of finite external
parameters. In any case, we note that the initial effec-
tive action is non-trivial if Eq. (2) does not hold.

III. RG CONSISTENCY - EXAMPLES

In this section, we apply our general discussion of RG
consistency to QCD low-energy models with Ny = 2
quark flavors and N, = 3 colors. In the past, low-energy
effective theories including part of the quantum, ther-
mal and density fluctuations have been studied to an in-
creasing level of sophistication. A rather large, but not
complete, list of LEFTs ranges from NJL- and QM-type
models [1-3] over quark-meson-diquark models [4, 5] to
models including baryonic degrees of freedom [7], and
all of them may even be augmented with statistical con-
finement in terms of a Polyakov loop background and a
corresponding Polyakov loop potential [6]. Eventually,
these different models are nothing but different represen-
tations of the low-energy sector of QCD that emerges
after the dynamical decoupling of the gluonic degrees of
freedom at cutoff scales ~ 0.4...1GeV. For FRG inves-
tigations of this decoupling phenomenon in fundamental
QCD, see Refs. [9-15]; for more detailed discussions of
emergent LEFTS and further investigations in this re-
spect, see, e.g., Refs. [6, 16-18].

A detailed discussion of this interesting embedding of
LEFTs in QCD goes beyond the scope of the present
work. Here, we rather aim at a discussion of how cut-
off artefacts can be removed consistently within a given
model study. However, it is worth emphasizing that the
different LEFT representations of low-energy QCD dis-
cussed below can be all mapped into each other within
self-consistent and systematic expansion schemes. Ac-
cordingly, the structural results obtained below in one of
these models extend straightforwardly to all representa-
tions of low-energy QCD. In turn, the impact of trun-
cation artefacts might be limited to the specific model
under investigation.

A. Quark-meson model in the vacuum limit

We start our discussion of specific examples with a vari-
ant of the QM model as a representation of low-energy
QCD in the vacuum limit. On the mean-field level, its re-
lation to NJL-type models [1] is most apparent. Its classi-
cal or UV action is nothing but an NJL-type model in its
partially bosonized form. In its instant form (no ~ 9;¢-
terms), the classical action of the QM-model reads

S = /d4x{q-(@+ %E(U—HF- 735))a + %m%ﬁ}, (20)

where h denotes the Yukawa coupling between quarks
and the scalar and pseudo-scalar mesons. The 7;’s are the

Pauli matrices which couple the quark spinors ¢ in flavor
space. The scalar fields ¢ = (o, 7) do not carry an in-
ternal charge, e.g. color and flavor. Phenomenologically,
these scalar fields mediate the interaction between the
quarks and carry the quantum numbers of the o-meson,
o ~ (qq), and the pions, 7 ~ (G775 q), respectively.

Let us now compute the effective action of our model
in a one-loop approximation where we only take into ac-
count purely fermionic loops. Of course, the effective
action can be obtained in various ways. We shall em-
ploy the Wetterich equation, (6) with (7), which allows
for a convenient computation of the scale-dependent ef-
fective action. For simplicity, we shall drop terms of the
form ~ (8,¢)? in our calculation although they are gen-
erated by purely fermionic loops. Here, ¢ is the so-called
classical scalar field associated with the quantum field
¢ appearing in the action S. Our approximations im-
ply that we neglect the RG running of the wavefunction
renormalization of the scalar fields as well as the running
of the Yukawa coupling, i.e. we keep hy, constant, hy, = h.
By expanding the scalar fields ¢ about a homogeneous
background @, we then arrive at the following result for
the RG-scale dependent effective action:

1

Vy
where Vj is the four-dimensional volume of Euclidean
spacetime, the auxiliary function Lj parametrizes the
loop integral (see below), and A’ denotes the scale at
which we assume a simple form of the effective action
T'a/[@]. Note that we do not indicate the dependence
of T'x on the classical quark fields corresponding to the
quantum fields ¢ in the action S here and in the following
as they are set to zero.

The initial condition employed to solve the differential
equation (6) is given by T'a/[@]. For example, as often
done in conventional NJL/QM-type model studies, we
choose

1 _
Tilp] = AR [@] — 8N Li(A', 3h%@%),  (21)

1 1
viTwlel = gmie®. (22)
In this case, the parameters h and m3, are then fixed
such that the experimental/physical values of a given set
of low-energy observables are recovered in the long-range
limit from the effective action I'y_[@], e.g. the con-
stituent quark mass mq = %}_L|(ﬁ0| and the pion decay
constant fr = |@o|. In principle, the three parameters
h, m3,, and A’ can be used to fix the constituent quark
mass, the pion decay constant, and the mass of the o-
meson. In our numerical studies below, we only use m%,
and h to fix the constituent quark mass and the pion
decay constituent. However, our line of arguments with
respect to the RG consistency criterion can also be ap-
plied to the former case. The appearance of three pa-
rameters is related to the fact that the Yukawa coupling
is marginally relevant with its RG flow being governed
only by a Gauflian fixed point [28, 29].

It is worth mentioning that it is not only conventional
to parametrize the effective action as a quadratic form



as given in Eq. (22) at some scale A’ ~ 0.4...1GeV. It
rather mimics the form of the mesonic part of the effective
action in QCD in this energy regime. Indeed, it has been
found in FRG studies of fundamental QCD that mesonic
self-interactions of higher orders are suppressed [9-15].

The auxiliary function Lj parametrizing the loop in-
tegral in (21) is defined as

4
L) = 5 [ e { W0+ + ),

—In(p?(1 +71y)% + x)‘A} . (23)

where p? = p3+---+p3. For k — 0, Eq. (21) then corre-
sponds to the standard mean-field result for the effective
action for a general (mass-like) regularization scheme as
specified by the regulator shape function 7.

The shape function r, is implicitly defined via the def-
inition of the regulator function Ry = Ry (p) appearing in
Eq. (7). In order to preserve chiral symmetry, we choose
the following general form for this function [2]:

Ri(p) = —pry(L). (24)

As also mentioned in Sec. II, the shape function ry, is to
a large extent at our disposal [19]. For example, using
the Litim or flat regulator [30] for an evaluation of the
function L, we find

4
L0 = 5 [ e {0 0002 7

+In(p® + x)0(A* — p*)0(p® — k?)

—In(A2 + y)O(A% — p2)} . (25)

In the long-range limit (k — 0), this expression simplifies
considerably (see e.g. [28]),

Lo(A,x) = ;/((217349(/\2 —p?) {ln(p2 +x)
—In(A®+x)} . (26)

For comparison, we also give the result for L; as obtained
from a sharp regulator function which is often used in
mean-field studies,

Lk (Aa X)

:%/ (gw])?w(z\?—p%e(p?—k?)ln<p2+><)- @7)

As expected, this regulator function cuts off small as well
as large momenta sharply. For k — 0, we then have

Lo(&X)Z%/(;iT@@(AQ—pQ)ln(pQ+x)7 (28)

which, together with Eq. (21), yields indeed the stan-
dard result for the effective action I'[@] = T'x—0[¢@] in the

mean-field approximation. Note also the difference in
the expressions (25) and (27) for Ly which can be traced
back to the difference in the underlying regularization
schemes. We add that the momentum integrations in
Egs. (25)-(28) can be performed analytically, if needed,
see, e.g., Refs. [28, 31].

Although our ansatz for the effective action at the scale
A’ mimics the situation in QCD, the effective action I'/
at the scale A’ does not yet obey the RG-consistency
condition (1). Therefore, we now apply our general line of
arguments detailed in Sec. I to obtain an RG-consistent
result for the effective action of our present model in the
mean-field approximation. From our general discussion,
we immediately conclude that the effective action I' =
T'x—o does not depend on the actual scale A at which
we fix 'y, provided that we adapt 'y accordingly, see
Eq. (15). Indeed, assuming A > A’ and using Eqgs. (14)
and (15), we obtain

Irg=2

= —T'Al@] — 8N Lo(A, 1h%3? 29
Vi Vi A[(P] 0( ’ 4 (p)a ( )

where

Lralg) = smd e + SNeLu (A, 1R262). (30)
Vi 2

Note that '/ [@] and I's[@] obey a different dependence
on the field ¢. This can be readily demonstrated for
asymptotically large scales A. In this case, the initial
effective action I'y receives A-dependent corrections only
from terms up to fourth order in the field @ as higher
orders are suppressed by powers of A:

1., 3h2A%Z , 3h*lnA
FA[@]* (471_)250 - (87'(')2 ¥

BG ~ @8
—7(16@2[\2@6 +0 <A4> . (3D

In this expansion of Eq. (30) about A — oo, we have only
kept terms depending explicitly on A and @. In any case,
in the long-range limit (k — 0), the effective action (29)
agrees identically with the one given in (21), as it should
be. In particular, we find that the effective action I" obeys
the RG consistency condition (1), that is AOAT[@] = 0.

For a study with finite external parameters, we can
now adjust A such that cutoff artefacts are removed. The
latter may appear if A > A’ has been chosen too small
initially for a specific range of the considered parameter
set. A priori, it may indeed be difficult to choose a suit-
able value for A. However, our line of arguments given in
Sec. IT shows how this issue can be resolved. Even more,
it allows us to investigate systematically cutoff effects
in the presence of external parameters since the vacuum
physics is left unchanged.?

3 Of course, it is mandatory that the vacuum contributions to the



Before we shall demonstrate this explicitly, we stress
that our line of arguments, which eventually led us to
the RG consistency criterion in Sec. II, goes qualitatively
beyond what is sometimes called extended mean-field
theory in the literature. In fact, the vacuum fermion
loop associated with extended mean-field calculations
is naturally included in an RG treatment and should
anyway not be discarded in any other approach, see,
e.g., Refs. [28, 31, 33] for detailed discussions of mean-
field theory in the RG context and Refs. [26, 34] for ap-
proximative treatments of RG consistency in low-energy
models of QCD. Moreover, it is clear from our line of ar-
guments that manifestation of RG consistency in general
requires to include the fully field-dependent fermion loop
and, beyond the mean-field approximation, it even re-
quires to include the fully field-dependent contributions
from all loop diagrams considered in a specific calcula-
tion of the quantum effective action. This also becomes
apparent from the right-hand side of the differential equa-
tion (6) which includes contributions from all fields of a
given theory, e.g. by means of the Wetterich equation.

B. Diquarks — equation of state

As a second example, we consider the computation of
the equation of state of a simple quark-diquark model
as a function of the quark chemical potential at vanish-
ing temperature. The model is defined by the following
classical action (for reviews see, e.g., [4]):

S:/d4x {(j(@—/i’}/()) q+172AZAA

+ s AL TACT" — QTC’Y572AATA(J} ; (32)

where C is the charge conjugation operator and the sum
over the color index A runs only over antisymmetric
color generators T4 in the fundamental representation.
The complex-valued scalar fields A 4 carry the quantum
numbers of diquark states, Ay ~ (7y57T4Cq"), with
JP = 0F. The parameter 7 is at our disposal and can
be used to determine the ground-state properties of the
vacuum in this model. From a general fixed-point analy-
sis, see [35, 36] and e.g. [37] for a mean-field analysis, it
follows immediately that two qualitatively distinct sce-
narios are possible. To be specific, we may choose 72 to
be positive but small such that already the ground state
in the vacuum limit is governed by the formation of a
diquark condensate breaking the Uy (1) symmetry of our
model. Alternatively, we may choose a sufficiently large

effective action as well as those arising in the presence of finite
external parameters are regularized consistently, i.e. in exactly
the same way, as worked out in detail in Sec. II, see also Ref. [32]
for a discussion of this issue in terms of a Polyakov-loop extended
NJL model.

value of 72 such that the Uy (1) symmetry is only broken
at finite p due to the existence of a Cooper instability in
the system but remains intact in the vacuum limit. In
the latter, we therefore conclude that a critical value o,
(associated with a non-Gauflian fixed point) exists which
separates these two distinct scenarios from each other.

Let us now compute the effective action of this model
in a one-loop approximation where we only take into ac-
count the purely fermionic loop again. Moreover, we set
the wavefunction renomalizations associated with the di-
quark fields to zero. In other words, we shall drop terms
of the following form in our computation of the effective
action:

1 - 1
[t {52008 947 + 3210220,
FZu (AR (A0, A" = A0, A) ), (33)

where A*OA =3, A4 OA 4 and |[OAP =3, |OA4?
with O being some operator acting on the diquark fields.
Note that, in general, such terms are dynamically gener-
ated due to quantum effects, even if only purely fermionic
loops are taken into account. As a consequence of the
listed approximations, we also do not take into account a
scale dependence of the Yukawa-type quark-diquark cou-
pling but set it to be constant. Using the Wetterich equa-
tion (7) and expanding the diquark fields about a homo-
geneous background Ay, we then obtain the following
expression for the scale-dependent effective action:

v Kl A}]f74 a{AaY = o5 —8M (N, |AP),
(34)

where |A|? = Y, |A4[|? and A’ denotes again the scale
at which we know the form of the effective action. The
contribution ~ p* arises from quark degrees of freedom
which do not couple to the diquark fields and therefore
appear as non-interacting “spectators”.

The loop integral associated with the effective ac-
tion (34) is parametrized by the function My,

3
My (A, x) = %/(;T])gg > (w(f’)

o==+1

e
k

A) > (35)

where the auxiliary quantity wg) may be viewed as (in-

frared) regularized quasiparticle energy,

W@ = \JIFI(0+r) o +x. (30)

Evidently, for y = 0, we have w(®) = |F|(1+7ry) +ou. In

the calculation of the loop integral (35), we have now em-

ployed the class of so-called 3d regulator functions which
is defined as

~2

Ry(p) = —pry(fz)- (37)

This class of regularization schemes is also frequently

used in QCD model studies since it allows to perform



analytically the Matsubara sums in at least some of the
loop diagrams. However, it should also be noted that
3d regularization schemes break the Poincaré symmetry
explicitly. This explicit breaking is present even in the
limit of vanishing temperature and chemical potential,
see, e.g., Refs. [27, 33, 35, 38, 39]. The appearance of
this issue can be traced back to the fact that, by con-
struction, 3d regulators do not cut off the time-like mo-
mentum modes, thereby treating the time-like and spa-
tial modes differently. We shall ignore this issue in our
present study.

For convenience, we shall only consider the 3d sharp
cutoff in our numerical studies below. The function Mj
is then given by

3
Mk(A,X) = %/ (;W€39(A2_ﬁ2)0(ﬁ2_k2)x

x {VIBT+ P+ x+ VBT = w7+ x}, (39)

which reduces to the standard mean-field expression in
the limit k£ — 0.

Before we present our results for the equation of state
of our diquark model, we would like to discuss first a
subtlety in our calculation: In contrast to a possible
renormalization of the quark chemical potential driven by
diagrams with internal bosonic and fermionic lines, the
renormalization of the chemical potential of the diquarks
associated with a term ~ p?|A|? is already included in
our present analysis. Indeed, the field-dependent reno-
malization factor Y = Yj_.o of the diquark chemical po-
tential is given by

_ 1 _

V(AP) =~ gAY ()
Using Eq. (34) for the effective action, we find Y ~
|A]2InA’+. ... Thus, Y exhibits the same dependence on
A’ as expected for the renormalization factors of kinetic
terms, such as the ones for the diquark fields in Eq. (33).
This coincidence in the A’-dependence of Y and, e.g., Z)
is by no means accidental. It is rather related to a more
abstract symmetry of our model which is associated with
the so-called Silver-Blaze property of quantum field the-
ories [40-42]. In general, this property is linked to the
fact that the free energy should not exhibit a dependence
on the baryon/quark chemical potential at zero tempera-
ture, provided that it is smaller than some critical value.
Then, the corresponding symmetry is not violated. The
critical value is set by the gaps in the propagators of the
fields associated with a finite baryon number. Note that
the gap is not necessarily given by the physical (pole)
mass. In our RG study, for example, the gap may also
arise for k > 0 from the IR regularization of the propa-
gator, see Ref. [42] for details.

In the presence of the symmetry associated with the
Silver-Blaze property [42], a finite renormalization fac-
tor Y of the diquark chemical potential implies that the
renormalization factors Z,, Z), and Z, of the diquark

fields are in principle finite as well. In mean-field calcu-
lations, these renormalization factors are usually set to
zero. Therefore, the resulting effective action violates the
Silver-Blaze property.* As already stated above, we shall
not compute these renormalization factors in this work
but also set them to zero. Since we shall fix the cou-
plings/parameters of our model at a scale k = A’ > p,
i.e. at a point where the model is expected to respect
the symmetry associated with the Silver-Blaze property,
we set the initial condition for the renormalization factor
Y to zero as well. This ensures that this property is at
least manifestly present at the scale A’ at which we fix
the parameters of the model. To be specific, we make the
following ansatz for the effective action at the scale A’ in
the vacuum limit,

S Twl{Ba)) = 2 AP, (40)

where 7%, is at our disposal and corresponds to the pa-
rameter 72 in the classical action (32). However, our
choice (40) for the effective action at the scale A’ does
not imply that Y remains zero at scales k # A’. Since
we do not take into account the running of the renormal-
ization factors 7, Z), and Z,,, the symmetry associated
with the Silver-Blaze property is therefore in general vi-
olated away from the scale A’. Still, the consideration
of the renormalization factor Y is required to ensure RG
consistency within our model study, see below.

Along the lines of our discussion of the vacuum limit,
we can now construct an RG-consistent effective action
Ti_o from (34) by adapting the effective action at the
scale A > A’ such that the effective action at scales k <
A’ remains unchanged:

LA = L TAl A~ 25 san(AL A1), (41)
v, ehRasl=ghaliaar=¢0 kA, ;
where

S TalB.A)) = - Tal(Ba)) + 8My (A, AP

Vi u=0

+ 42 (82MA/(A, \A\?)L:O) . (42)

Here, the last term on the right-hand side accounts for
the fact that the diquark chemical potential is renor-
malized. Using Eq. (41), we indeed find that I' is RG-
consistent in a strict sense in the limit A — oo since

AOTAN] =2Vl (L) roa/aY). (43

4 Trrespective of the regularization scheme, the so-called Silver-
Blaze property of the theory is already violated by the fact that
the quasiparticle energies are only positive semi-definite in (stan-
dard) mean-field approximations, see Eq. (36).
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Figure 1. Left panel: Pressure P/Psp of our diquark model as a function of the chemical potential /A" (with A’ = 0.6 GeV)
as obtained from conventional mean-field theory (MFT) with a UV cutoff A = A’ (black line) as well as from RG-consistent
MFT with A/A" = 2,3,5,10. Right panel: Pressure P/Psp of our diquark model as a function of the chemical potential u/A’
as obtained from RG-consistent MFT with A/A’ = 10 together with the perturbative expression for the pressure at leading
order in the weak-coupling expansion, see Eq. (46). Moreover, we also show the gap Ag/A’ (gray line) as extracted from

RG-consistent MFT with A/A" = 10.

Moreover, we deduce from Eq. (41) that the renormal-
ization of the diquark chemical potential still vanishes
identically at the scale A’,

Yu(AP) =0, (44)

as it should be. With our RG-consistent effective ac-
tion (41) at hand, we now compute the equation of state
of our diquark model. More specifically, we compute the
pressure P which is directly obtained from the effective
action:
P=_1T{A Lrqa 15
=~ THAM ]| + 5T - @)
Here, the subscript ‘gs’ indicates that the effective action
is evaluated on the p-dependent minimum (i.e. on the
ground-state (gs) configuration of the fields {A4}). Note
that we have normalized the pressure with respect to the
pressure in the vacuum limit. The latter is given by the
second term on the right-hand side of Eq. (45).

As an explicit example, we compute the pressure of
our pure diquark model for (7 /9.)? = 4/3 where
72 =~ 0.036. Moreover, we set A’ = 0.6 GeV in the follow-
ing. Phenomenologically speaking, our parameter choice
implies that the Uy (1) symmetry is only broken at finite
w1 but remains intact in the vacuum limit, see our discus-
sion above. Thus, the ground state in the vacuum limit
is governed by ungapped quarks.

In the left panel of Fig. 1, we show our results for
the pressure P/Psp of our diquark model, where Psg =
u*/(27%) denotes the Stefan-Boltzmann limit of the pres-
sure, i.e. the pressure of a free quark gas at zero tem-
perature. We observe that cutoff effects become continu-
ously smaller when A/A’ is increased. Recall that, in our
RG-consistent calculations, an increase of A leaves the
model in the vacuum limit unchanged. Moreover, we find
that the corrections to the results from the conventional
mean-field study are significant. Indeed, the pressure

obtained from the conventional mean-field study under-
estimates the (effectively) cutoff-independent result for
the pressure obtained from our RG-consistent mean-field
study (with A/A’ = 10) by about 10% at u/A" = 1/2.
Thus, “cutoff contaminations” are clearly visible even at
values of the chemical potential which seem to be suffi-
ciently small compared to the originally chosen scale A’.
At pu/AN = 1, the results from the conventional mean-
field study and our RG-consistent mean-field study (with
A/A’" = 10) then already deviate by about 30%. In-
creasing p even further, we observe that the pressure
approaches the Stefan-Boltzmann limit from above, pro-
vided A/A’ has been chosen sufficiently large.

From (45), we can also derive the perturbative re-
sult for the pressure. At leading order of |Ag|?/u? in
the weak-coupling expansion, we indeed recover the well-
known result [43]:

P —1+2‘A°|2+
Pep o

(46)

where A denotes the gap as obtained from a minimiza-
tion of the effective action. In the right panel of Fig. 1,
we compare this perturbative result for the pressure with
the results from our RG-consistent mean-field calcula-
tion with A/A’” = 10. Moreover, the gap as obtained
from the same RG-consistent calculation is shown. Plug-
ging this result for the gap into the perturbative expres-
sion (46) for P/Psp, we find very good agreement with
the RG-consistent results for the pressure in the regime
where [Ag|/p < 0.5. For larger values of p, the results
from the perturbative approximation of the pressure then
exceed the results from the RG-consistent calculation.
Still, the perturbative expression for the pressure appears
to provide us with a reasonable estimate for the pressure
over a wide range of the chemical potential, at least for
our present choice for the model parameter vy:.



C. Quarks, mesons, and diquarks — phase diagram

Let us now turn to our third example, the computation
of the phase diagram and the zero-temperature equation
of state of a quark-meson-diquark model with two mass-
less quark flavors and N, = 3 colors. The classical action
S underlying our study may be viewed as a combina-
tion of the actions already discussed in Subsecs. 11T A
and ITI B and reads

1~ o o
S = /d4w {Q(@—u70+§h(0+17-7r75))q
+ s ARTACT" — ¢ CrsmeAaT g

1
+ §m2¢2+02A1‘,AA} : (47)

where h, m? and 72 are parameters at our disposal. In the
following, we compute the effective action of this model
in a one-loop approximation where we only take into ac-
count purely fermionic loops. Moreover, the wavefunc-
tion renormalization factors of the meson and diquark
fields are set to zero again. These approximations also
imply that we neglect the RG runnings of the Yukawa-
type couplings of our model. As before, we moreover
neglect corrections to the wavefunction renormalization
factors of the quark fields (as well as to the quark chem-
ical potential). Note that our discussion in the previous
subsection regarding the fate of the Silver-Blaze property
in mean-field-like calculations also holds for the present
study of a quark-meson-diquark model.

Using the Wetterich equation (7) with the class of 3d
regulator functions and expanding the meson and di-
quark fields about homogeneous backgrounds @ and A 4,
respectively, we obtain the following result for the scale-
dependent RG-consistent effective action:

T

TP (B = 1Tl (Ba)] - 4L (4, 17267)

—8M (A, 10262 |A1%),  (48)

where T is the temperature, V is the spatial volume of
the system, and

TTAlp (A4)]

T - T) Zo _
— Iru A AL (A, 172 2‘
v anp {Aa}] + 4Ly (A, 5 @)T:HZO

2(92 01T (A 17252 |A2
+4u <8MMA’ (A, 37797 1A )‘T=u=0>
SM(T) A le 52 A2 49
+ (A g s0"|)Tf*. ()
=p=0

Here, the auxiliary functions LECT) and M, ,ET) parametrize
loop integrals in the presence of a heat bath with tem-
perature T = 1/, see below for their definitions. The
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term ~ p? in Eq. (49) accounts for the renormalization
of the chemical potential of the diquarks. As done in the
previous subsections, we shall assume that the parame-
ters of the model are fixed at the scale k = A’ < A by
means of an ansatz for I'y, in Eq. (49). For a study of
the effect of a finite temperature and/or quark chemical
potential, the scale A then has to be chosen sufficiently
large such that cutoff artefacts are suppressed. For I'y/,
to be specific, we use the following ansatz (in the vacuum
limit):

T A LYoo 2 oA
%ILHOVFA/[%{AAH—imAI@ + vy |AT. (50)

As often done in quark-meson-diquark model studies [4],
we shall relate the parameters appearing in Eq. (50) via
2m3,/h? = (3/4)p3, and fix h, m%, at A'/mq = 2 i
the vacuum limit such that we obtain mq = $h@o
0.300 GeV for the quark mass and f, = 2mq/h
0.088 GeV for the pion decay constant.

For sufficiently large values of A, the effective action
T"p receives corrections only from terms up to fourth or-
der in the fields ¢ and A, respectively. Higher orders
are suppressed when A is increased. This resembles the
situation in Subsec. ITIT A. Recall that we have AO T =0
by construction at 7' = p = 0 and, for sufficiently large
values of A, also at T' > 0 and/or p > 0. From Egs. (48)
and (49), however, we deduce that Ty, depends on T" and
w1 and is no longer only quadratic in the fields for 7" > 0
and/or p > 0. This implies that RG consistency is in
general violated in conventional QCD low-energy model
studies with fixed A’ = A since these modifications of
Tarat T > 0 and/or p > 0 are not taken into account.
There, the quadratic form (50) is rather left unchanged
for any value of the external parameters.

For convenience, we shall restrict ourselves to the
3d sharp regulator in our numerical calculations below.
Then, the auxiliary functions parametrizing the loop in-
tegrals in Eqgs. (48) and (49) read

QNE

LV (A )
1 d3p - _ Bw(@)
3o E v
— (@l 42T (14677 (A} (51)
with
Wl = \[P2(1+7y)2 + X +op (52)
and

M)A, x, €)

=5 o 3 (e v (1)) |

o=%+1

~ (W8 2 (14 e 8)) | ) (53)

A
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Figure 2. Change of the effective action at A = 0 under a variation of the UV scale A, i.e. AdAT, relative to the effective action
T itself as a function of @ for T/mq = 1/2 and p = 0 (left panel) as well as for T/mq = 1/5 and p/mq = 1 (right panel) for
various different values of A/mq, where mq =~ 0.300 GeV is the vacuum quark mass.

with

2
wg):\/< 52(1+r¢)2+x+0u) +&- (54)

For £ = 0, we use wf) = wff) to preserve the Silver-Blaze

property along the axis associated with A = 0. For the
3d sharp regulator function, for example, these functions
are given by

L (A, x)
1 d3p
_ = 0 A27ﬂ2 0 427]{:2 (o)
3 [ a0 P00 3 (o
2T 1n (1 4 o 2% ‘
20 (147} | L (69)
and
M, x, €)
1 d3p
_ = A2_p2 52 72 (o)
3 | a0 ) 3 (o
(o)
9T In (14 e P ’ .
+ n( te ° )) (147ry)—1 (56)

Corresponding expressions for LEQT) for the 3d Litim reg-

ulator can be found in Ref. [28]. We note that the effec-
tive action (48) is identical to the effective action (41) for
@ =0 in the limit 7" — 0.

In Fig. 2, we show (A9AT")/T, i.e. the change of the ef-
fective action under variation of the scale A > A’ relative
to I itself, at A = 0 as a function of ¢ for various different
values of A/mq. We observe that I' exhibits a strong de-
pendence on our choice for A in the phenomenologically
most relevant regime ¢ < fr. In particular, this is true
close to the critical temperature at u = 0, see left panel
of Fig. 2, where cutoff artefacts are still clearly present

in the effective action even for already seemingly large
values of A > A’. At low temperature but large quark
chemical potential ;1 2 mq, see right panel of Fig. 2, cut-
off contaminations of the effective action are also present
but appear to be less strong compared to the case with
u = 0. However, this is misleading as the minimum of
the effective action is pushed away from the axis with
A = 0 in this regime. There, the dynamics is no longer
governed by the pions and the o-meson but rather by the
diquark degrees of freedom. Indeed, close to the physical
minimum of the effective action in this regime, cutoff ef-
fects even appear to be stronger as in the case with y = 0.
This can be inferred from the phase diagram in the (T, u)
plane as well as from the pressure at zero temperature.
We emphasize that the value of A associated with effec-
tively converged results depends on the temperature, the
quark chemical potential, and the employed regulariza-
tion scheme. Note that the effective actions associated
with different values of A > A’ agree identically in the
vacuum limit, i.e. we have AOAT’ = 0 in this limit.

In Fig. 3, we present the results for the (T, i) phase di-
agram of our quark-meson-diquark model. Qualitatively,
the structure of the phase diagram is determined by the
emergence of three different phases: a phase governed
by spontaneous chiral symmetry breaking at low tem-
perature and small quark chemical potential, a phase
governed by spontaneous Uy (1)-symmetry breaking as
associated with diquark condensation at low tempera-
ture and large chemical potential, and a symmetric high-
temperature phase. Moreover, for our parameter choice,
we observe the existence of a critical endpoint (depicted
by the dot in Fig. 3), at which the line of chiral second-
order phase transitions meets a line of chiral first-order
phase transitions, as well as a triple point (depicted by
the triangle in Fig. 3), at which the phase governed
by chiral symmetry breaking meets the diquark phase
and the symmetric high-temperature phase. The general
structure of the phase diagram suggests that a descrip-
tion of the dynamics in terms of only quarks, pions, and
o mesons is insufficient for T/p < 0.2 and p/mq 2 1.
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Figure 3. Phase diagram of the quark-meson-diquark model
in the plane spanned by the dimensionless temperature T'/mq
and the dimensionless chemical potential p/mg for various
different values of A/mq (with mq ~ 0.300 GeV). Solid lines
are associated with second-order phase transitions whereas
dashed lines are associated with first-order phase transitions.
Note that the effective actions obtained with different val-
ues of A agree identically in the vacuum limit, i.e. the RG-
consistency condition (1) is strictly satisfied in this limit.

Below this line, diquark degrees of freedom become rele-
vant, as well-known from previous mean-field studies [4].
Note that these general statements on the structure of
the phase diagram are also in accordance with a recent
Fierz-complete NJL model study beyond the mean-field
limit [36]. Of course, in addition to the issue of an RG-
consistent treatment of cutoff artefacts as discussed in
our present work, artefacts from specific truncations of
the effective action may become relevant in the dense
and/or low-temperature regime, see, e.g., Ref. [44].

The general structure of the phase diagram appears to
be insensitive with respect to an increase of the cutoff
scale A, at least for the values of the model parame-
ters used in our numerical studies. However, the posi-
tions of the two second-order phase transition lines ex-
hibit a strong dependence on A, meaning that they con-
verge only slowly when A is increased, in particular at
large chemical potential, see Fig. 3. To be more specific,
despite the fact that we employed a 3d regulator, the
critical temperature at p = 0 is lowered by about 10%
compared to the conventional mean-field study when we
take into account cutoff corrections enforced by the RG-
consistency condition (1). In the regime governed by
diquark dynamics, we observe that the critical temper-
ature is not decreased but rather increased significantly
when cutoff corrections are taken into account. Com-
pared to the conventional mean-field study (associated
with A = A’), we indeed find a change of about 30%
at pu/mq ~ 4/3 and about 100% at p/mq ~ 2. The
strength of cutoff artefacts in the high-density regime
also becomes apparent in other observables, such as the
pressure of the system at zero temperature as a function
of the quark chemical potential, see Fig. 4. Here, we find
that the pressure now exceeds the pressure Psp of the
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Figure 4. Pressure P/Psp of our quark-meson-diquark model
as a function of the chemical potential p/mq (with mq =
0.300 GeV) as obtained from conventional MFT associated
with A/mq = A'/mq = 2 (black line) as well as from RG-
consistent MFT with A/mq = 3,4, 6, 10.

free quark gas once cutoff artefacts have been removed.
Increasing the quark chemical potential further, we even-
tually observe that the pressure approaches the pressure
of the free gas from above, as also observed for the pure
diquark model, see Fig. 1. Clearly, it appears crucial to
enforce RG consistency in the high-density regime. Note
that our observations may even be very relevant from a
phenomenological point of view since the associated cor-
rections may significantly alter the equation of state of
dense strong-interaction matter as relevant for astrophys-
ical applications [45].

D. Quarks and mesons — finite-volume effects

As a fourth and final example, we demonstrate that
our general line of arguments detailed in Sec. I can also
be applied straightforwardly to studies beyond the mean-
field approximation as well as to studies with an exter-
nal parameter other than the temperature or the quark
chemical potential. To this end, we employ again a vari-
ant of the quark-meson model with two quark flavors and
N. = 3 colors but we now take fluctuation effects into ac-
count to analyze the effect of a finite cubic periodic box
on the dynamics of this model. To be specific, the clas-
sical action underlying our studies may be viewed as an
extension of the action (20) and reads

S = /d4a: {q(a+%ﬁ(a+iF- ﬁ’vs))q
+é(8ﬂ¢)2 + U(¢?) — EU} . (57)

Compared to our previous studies, we allow for a term
linear in the o-field. The latter breaks explicitly the chi-
ral symmetry. The associated parameter ¢ is related to
the quark mass through a combination of the couplings
of this model, see below. The inclusion of an explicit



quark mass is now essential as we aim at a study of the
effect of a finite cubic periodic box on the dynamics of
the model [46].

In the following we shall compute the effective action in
the local potential approximation where a possible space
dependence of the expectation value of the scalar fields is
not taken into account and the wave-function renormal-
izations of the fields are considered to be constant. More-
over, as also done in the studies presented in the previous
subsections, we shall assume that the Yukawa coupling h
does not depend on the RG scale k, i.e. hy = hyr = h,
with A’ being the scale at which we fix the couplings
of the model by means of an ansatz for the effective
action I'y/. Still, we include effects beyond the mean-
field approximation even within such a setting, see, e.g.,
Refs. [28, 33] for a detailed discussion of the relation of
the local potential approximation and the mean-field ap-
proximation. In any case, we only use this setting here
to demonstrate how RG consistency can be ensured in
approximations which are more involved than the mean-
field approximation. Of course, the line of arguments
detailed in Sec. II is very general anyhow and therefore
does not depend on the underlying approximations by
any means.

A differential equation for the scale-dependent effec-
tive action I', can be derived with the aid of the flow
equation (7). Expanding the fields about a homogeneous
background ¢ and using the 3d Litim regulator for both
the quark and meson fields [47, 48], we obtain [49-51]:

T
,2 _ 1. 71—‘ —

kopUy(97) = kog (Tlinm v k[‘P]) (58)
with V = L3 and
k;l _ 24 + 3
2 \/k2 + 1h2p? Vk?+2U]

1
+ =

Vk?+2U] +402U0]

kORUr(9%) =

) B(kL). (59)

Here, @ denotes the homogeneous background of the
scalar fields and the primes denote derivatives with re-
spect to 2. Note that the parameter ¢ measuring the
explicit breaking of the chiral symmetry does not depend
on the RG scale k. Thus, we have

_ T
Uk(¢*) — o = lim ZTx[g] (60)

in our present approximation where & denotes the zeroth
component of the field vector @.

The first term on the right-hand side of the flow equa-
tion (59) is associated with the quark degrees of freedom.
The second and the third term represent contributions
from the mesonic modes. By dropping the latter two
contributions to the RG flow of the effective action, we
simply recover the mean-field effective action as already
discussed above for the 3d Litim regulator in the infinite-
volume limit. The explicit dependence of the RG flow
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on the finite periodic cubic volume V = L3 is encoded in
the momentum-modes counting function B:

B(kL) = ﬁ S 0((kL)? — (27i0)?) , (61)

nEeL3

where 77 labels a three-dimensional vector of integers. In
the limit L — oo, we have B(kL) — 1/(672). Thus,
the flow equation (59) agrees identically with the known
flow equation for the scale-dependent effective action in
the local potential approximation in the infinite-volume
limit [26, 52], as it should be. We note that, for finite L,
the right-hand side of the flow equation (59) is discon-
tinuous for the Litim regulator. However, this does not
cause any conceptional problem. In fact, the resulting
effective action is still continuous as a function of k. For
more detailed discussions of the properties of RG flows
of finite systems with this regulator, we refer the reader
to Refs. [49-51, 53].

In order to compute the scale-dependent effective ac-
tion I'y in our present illustrational study, we shall now
parametrize Uy as follows:

1.
mi (@°— @5 1) + 1)‘16 (452*953,02 . (62)

N |

Ur(@?) =

The condition

0 LT
= (%1310 VFkM>

then ensures that the effective action is always expanded
about the actual physical ground state by relating the
couplings m3 and @g 5 [54]:

20 (63)

P=P0,k

miPok = C. (64)

Thus, the RG flows of the two scale-dependent couplings
@0, and A\ parametrize the RG flow of the effective ac-
tion in our present approximation. The flow equations
for @ x and A can be obtained by expanding the flow
equation (59) about @, and then projecting it onto the
logarithmic scale-derivative of the ansatz (62). The re-
sulting flow equations can then be solved by specifying
the values of the two couplings at some scale k = A’. For
example, the parameters @o - and Aas may be chosen
such that the physical values of a given set of low-energy
observables are recovered in the long-range limit £ — 0.

Let us now discuss how RG consistency can be ensured
in the present setting. Following our general discussion in
Sec. II, this requires a suitable adaption of the effective
action I'y at the scale & = A > A’. In the infinite-
volume limit, the effective action I'y at the scale k = A
is obtained from the given effective action I'y/ at the scale
A’ by solving the flow equation (59) from k& = A’ up to
the scale k = A > A’. This ensures RG consistency, see
also Eq. (14) and the related discussion. In the present
case, to be specific, this corresponds to solving the set
of coupled flow equations for @g; and Ay from k = A/
up to the scale k = A > A’ with given values for the
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Figure 5. Normalized pion decay constant fr(L)/fr(co) as
a function of the box size L computed with the 3d Litim
cutoff for A/mq = 10/3,30/3,50/3, where mq = mq(c0) ~
0.300GeV and fr = frx(o0) =~ 0.092GeV. For increasing
AL, the pion decay constant fr(L)/f(c0) is continuously
“smoothened”. In any case, deviations of the results for
A/mq = 10/3 from those for A/mq = 50/3 are found to be
on the 1% level at most. Note that the effective actions asso-
ciated with the different values of A agree identically in the
infinite-volume limit by construction, i.e. the RG-consistency
condition (1) is exactly satisfied in this limit.

two couplings at the scale k = A’. The effective action
I' = T'y_o then does not depend on our choice for A,
AOAT — 0, implying that the values for the low-energy
observables, such as the constituent quark mass mg, the
pion decay constant fr, and the pion mass m, do not
depend on our actual choice for A.

Of course, we also would like to ensure that the RG-
consistency condition is satisfied in our study of finite-
volume effects. To discuss this issue further, we shall
first assume that the parameters of our model (i.e. the
values of @g ) and i at the scale k = A’ as well as c)
have been fixed in the infinite-volume limit as discussed
above. RG consistency for 1/L > 0 can now be ensured
by fixing the two scale-dependent couplings @g ;. and Ay
at a scale A > A’ in such a way that RG consistency is
still ensured in the infinite-volume limit. If A has been
chosen sufficiently large, i.e. 1/(AL) is sufficiently small,
then the effective action I' and therefore also the physical
observables become independent of A, i.e. A0 ' — 0,
even for 1/L > 0. Note that the value for A effectively
ensuring RG consistency for a given box size depends on
the regularization scheme.

With an RG-consistent effective action at hand, we
may now compute physical observables, such as the pres-
sure P of the system,

P=— (m Trl0)) (63)

as we have done it in the previous subsections.” How-
ever, since we only aim at an illustration of how RG

5 Note that the derivative of the effective action with respect to
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consistency is ensured in a study beyond the mean-field
approximation, we shall only discuss the volume depen-
dence of the simplest physical observable that can be
extracted from the effective action in our present setting,
namely the position of its minimum in the long-range
limit, i.e. fr = |Po| = limg_o Po,x- To this end, we need
to fix the initial conditions for the couplings @g and
A at some scale A’ (as well as the parameter ¢) which
corresponds to fixing the effective action at this scale.
Here, we choose the parameters such that the physical
values of a given set of low-energy observables are re-
covered from our ansatz for the effective action I' in the
infinite-volume limit. To be specific, the parameters are
determined such that we have mq = $h@o ~ 0.300 GeV,
fr = 2mq/h =~ 0.092GeV, and m, =~ 0.138GeV, in ac-
cordance with chiral perturbation theory [55]. These val-
ues are obtained by choosing @oa//mq ~ 1.08 - 1072,
A~ 50.8, h ~ 6.52, E/mf’l ~ 6.48 - 1072 at the scale
N /mq =~ 10/3.

In Fig. 5, we show our results for the pion decay con-
stant as a function of L as obtained from calculations
with A/mgq = A'/mq ~ 10/3 as well as for A/mq ~ 30/3
and A/mq ~ 50/3. For A = A’, the pion decay con-
stant seems to exhibit a pathological behavior when the
volume is decreased. For increasing box size, however,
the dependence of f, on L is continuously “smoothened”
and f, eventually approaches its value in the infinite-
volume limit. This overall behavior of the pion decay
constant does not come unexpected and can be traced
back to the behavior of the momentum-modes counting
function (61). The non-analytic form of the latter orig-
inates from the use of a non-analytic regulator function
in our study. With such regulators, the presence of a mo-
mentum cutoff becomes very evident. Indeed, we observe
that the seemingly pathological behavior is continuously
“smoothened” when A is increased in an RG-consistent
manner. The latter corresponds to increasing the dimen-
sionless quantity AL and therefore also explains why this
behavior of fr observed for, e.g., A/mq ~ 10/3 and small
box sizes goes away when the box size is increased. In
particular, we observe that the results for the pion decay
constant as a function of L converge when A is increased.
In any case, we find that the deviations of the results for
A/mq =~ 10/3 from those for A/mq =~ 50/3 are on the 1%
level at most for the range of box sizes shown in Fig. 5.
For a discussion of the general behavior of the pion decay
constant as a function of the box size, we refer the reader
to Ref. [56] where also qualitative comparisons to lattice
QCD calculations [57] of related quantities can be found.

Note that in practice it may be advantageous — al-
though not necessarily required — to employ analytic reg-
ulators which lead to an exponential suppression of cut-

the volume is trivial in case of infinite-volume studies, see, e.g.,
Eq. (45). In the presence of a finite volume, the computation is
more involved as the volume dependence of the couplings and @g
has to be taken into account as well.



off effects when AL is increased rather than a polyno-
mial suppression as in the case of non-analytic regula-
tors. Here, the strength of the exponential suppression is
related to the first pole or cut in the complex plane intro-
duced by the regulator. It is not necessarily the typical
thermal damping in the presence of a mass. The latter
decay is indeed only seen for 3d regulators, see Ref. [53]
for a detailed discussion. In this context, we emphasize
again that the meaning of the actual value of the cutoff A
is ambiguous without referring to the employed regular-
ization scheme, see our discussion in Sec. II. Indeed, the
values of the momentum cutoff A associated with analytic
regulators used in the past to study fluctuation effects in
finite volumes [46, 53, 56, 58, 59] effectively correspond
to larger values of A in case of typically employed non-
analytic regulators, such as the sharp or Litim regulator.

We would like to close our discussion with a word of
caution regarding the construction of UV completions of
low-energy models. In contradistinction to the mean-
field studies in Subsecs. IIT A-III C, the UV cutoff scale
A cannot be pushed to arbitrarily large values in the
present case where we have taken into account fluctu-
ation effects. This can be traced back to the fact that
the mesonic fluctuations induce a Landau-pole instability
at large momentum scales, irrespective of the employed
regulator. For the simple quartic approximation of the
effective action considered here, this instability occurs at
comparatively large scales A > 5GeV (for the 3d Litim
regulator). However, the position of this instability is
shifted to smaller momentum scales when corrections of
higher order are included. It may then not be possible
anymore to construct an RG-consistent effective action
for the range of parameters of interest. In such a situa-
tion, a suitable workaround to preserve RG consistency
at least approximately may be obtained by simply drop-
ping the mesonic fluctuations in the construction of the
UV completion, i.e. by only employing the correspond-
ing mean-field UV completion simply constructed from
the fully field-dependent quark loop as detailed in Sub-
secs. III A-ITI C. In practice, this may already suffice to
reduce cutoff artefacts to a large extent in studies beyond
the mean-field approximation.

IV. CONCLUSIONS

In the present work we have discussed the concept of
RG consistency in the context of model studies, with an
emphasis on studies in the presence of external parame-
ters. In general, RG consistency requires that the effec-
tive action I' of a given theory does not depend on the
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cutoff scale A, i.e. AJpI" = 0, also in the presence of ex-
ternal parameters. After a detailed general discussion of
RG consistency in Sec. II, we have given an illustrative
discussion of RG consistency in mean-field studies of a
quark-meson model in the vacuum limit, a diquark model
at finite density, and a quark-meson-diquark model at fi-
nite temperature and density. We note that in the latter
two cases, we had to take into account the renormal-
ization of the diquark chemical potential to ensure RG
consistency. Moreover, we discussed RG consistency in
studies of finite-volume effects by considering the quark-
meson model beyond the mean-field approximation.

For regularization schemes and values of the cutoff
scale A as widely employed in mean-field studies of QCD
models, our illustrational studies already suggest that
“cutoff contaminations” of physical observables can be
significant. Indeed, for the zero-temperature pressure of
our quark-meson-diquark model, we found corrections of
up to 30% in the considered range for the quark chemical
potential. However, it is not only the computation of the
pressure that suffers from “cutoff contaminations”. For
example, the critical temperature of our quark-meson-
diquark model at ¢z = 0 is lowered by about 10% when we
take into account cutoff corrections enforced by the RG-
consistency condition (1). In general, such corrections
do not necessarily only lead to a decrease of the critical
temperature. In fact, in the regime governed by diquark
condensation, cutoff corrections rather tend to increase
it. To be specific, the critical temperature is increased by
about 30% at p/mgq = 4/3 (with mq = 0.300 GeV) and
already by more than 100% at p/mq = 2 compared to
the results from a conventional mean-field study. Thus,
the implementation of RG consistency appears to be very
relevant in the high-density regime of our QCD mod-
els. For example, the associated corrections may signif-
icantly alter the presently available equations of state
of dense strong-interaction matter as relevant for astro-
physical applications [45]. In any case, our illustrational
studies show clearly that it is of phenomenological rele-
vance to ensure RG consistency in general model studies,
even in the mean-field approximation.
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