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Abstract1

The Kibble–Zurek mechanism captures universality when a system is driven2

through a continuous phase transition. Here we study the dynamical aspect of3

quantum phase transitions in the Ising Field Theory where the critical point4

can be crossed in different directions in the two-dimensional coupling space5

leading to different scaling laws. Using the Truncated Conformal Space Ap-6

proach, we investigate the microscopic details of the Kibble–Zurek mechanism7

in a genuinely interacting field theory. We demonstrate dynamical scaling in8

the non-adiabatic time window and provide analytic and numerical evidence9

for specific scaling properties of various quantities, including higher cumulants10

of the excess heat.11
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1 Introduction45

The Kibble–Zurek mechanism (KZM) describes the dynamical aspects of phase tran-46

sitions and captures the universal features of nonequilibrium dynamics when a system is47

driven slowly across a continuous phase transition. The original idea is due to Kibble,48

who studied cosmological phase transitions in the early Universe [1, 2]. He showed that as49

the Universe cools below the symmetry breaking temperature, instead of perfect ordering,50

domains form and topological excitations are created. Not much later Zurek pointed out51

that this phenomenon can be observed in condensed matter systems as well, and that the52

density of defects depends on the cooling rate [3,4]. The physical mechanism originates in53

the fact that at a critical point both the correlation length and the correlation time (relax-54

ation time) diverge, leading to an inevitable breakdown of adiabaticity. As a consequence,55

the final state will not be perfectly ordered but will consist of domains with different sym-56

metry breaking orders separated by defects or domain walls. However, in the process a57

typical time scale and a corresponding length scale emerges related to the instant when58

the system deviates from the adiabatic course. These quantities, diverging as the rate at59

which the phase transition is crossed approaches zero, are the only scales in the problem.60

As a consequence, the density of domain walls as well as other quantities obey scaling laws61

in terms of the speed of the ramp.62

It is a natural question whether the same phenomena occur also at zero temperature, i.e.63

for quantum critical points. A systematic study of the KZM in quantum phase transitions64

started with the works [5–8]. Quantum phase transitions are different from transitions65

at finite temperature: they correspond to a qualitative change in the ground state of a66

quantum system and are driven by quantum fluctuations. Importantly, the time evolution67

is unitary and there is no dissipation. In spite of these differences, the scaling behaviour68

essentially coincides with the classical case [5–10]. The scaling behaviour was extended69
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to other observables beyond the defect density to correlation functions [11–13], entangle-70

ment entropy [13–15], excess heat [16–18], and also to different ramp protocols [10,16,19],71

including quenches from the ordered to the disordered phase. The scaling laws can also72

be derived using the framework of adiabatic perturbation theory [7, 16, 17, 19–23]. The73

reader interested in the KZM in the context of quantum phase transitions is referred to74

the excellent reviews [24–26].75

The simplest approximation which leads to the right scaling exponents assumes that76

when adiabaticity is lost, the system becomes completely frozen and reenters the dynamics77

only some time after crossing the critical point. This freeze-out scenario or impulse ap-78

proximation has been refined recently by taking into account the actual evolution of the79

system in the non-adiabatic time window [15, 27–33]. Since the Kibble–Zurek length and80

time scales are the only relevant scales, the non-adiabatic evolution features dynamical81

scaling, i.e. the time dependence of various observables is given by scaling functions.82

The Kibble–Zurek mechanism was also extended beyond the mean values to the full83

statistics of observables. The number distribution of defects was computed in the Ising84

chain [13,34] and was argued to exhibit universality [35]. Similarly, the work statistics and85

its cumulants were also studied and found to satisfy scaling relations [36–38].86

The quantum KZM has been investigated experimentally in cold atomic systems [39–87

43], including the dynamical scaling [44, 45] and very recently, the number distribution of88

the defects [46].89

The various facets of the quantum KZM was demonstrated and analysed on the quan-90

tum Ising chain [6–8, 10, 13, 28, 31, 33, 34, 37, 38, 47–50], the XY spin chain [11, 12, 51] or91

other exactly solvable systems [15, 29, 48, 52, 52–54] (see however e.g. [9, 18, 32, 55, 56]).92

Most studies focused on spin chains or other lattice systems, while field theories received93

less attention. Notable exceptions are Refs. [29, 52–54] and applications of the adiabatic94

perturbation theory approach to the sine–Gordon model [17,21,57]. The KZM in the field95

theory context also appeared in the context of holography [58–62].96

In this work we aim to study different aspects the quantum Kibble–Zurek mechanism97

in a simple but nontrivial field theory, the paradigmatic Ising Field Theory. This theory98

is an ideal testing ground as it allows one to study both free and genuinely interacting99

integrable systems. Our motivation for this choice is twofold. First, we wish to study the100

KZM in a field theory at the microscopic level of states. Second, we would like to test101

the recent predictions for the universal dynamical scaling and the scaling behaviour of the102

higher cumulants of the work in an interacting model.103

As we focus on an interacting theory, we need to use a numerical tool for our studies. We104

use a nonperturbative numerical method, the Truncated Space Approach [63–65]. Apart105

from its long-standing history to capture equilibrium properties of perturbed conformal106

field theories [66–78], recent applications demonstrate that it is capable to describe non-107

equilibrium dynamics in different models [79–84]. This approach gives us access to the108

microscopic data and full statistics of observables so we can investigate the KZM at work109

at the lowest level, and being nonperturbative and independent of integrability, it allows110

us to study the dynamics of the interacting field theory.111

The paper is organised as follows. In Sec. 2 we outline the context of our work and112

review the scaling laws predicted by the Kibble–Zurek mechanism for quantum phase tran-113

sitions. We proceed by defining the model in which we study the Kibble–Zurek mechanism114

and discuss the adiabatic perturbation theory that provides another viewpoint on the scal-115

ing laws. The main body of the text presents an in-depth analysis of the Kibble–Zurek116

mechanism in the Ising Field Theory. In Sec. 3 we explore the implications of driving a117

system across a critical point on the statistics of work function and examine the behaviour118

of energy eigenstates to check the hypothesis of the KZM at a fundamental level. Sec.119
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4 discusses the dynamical critical scaling with the time and length scales corresponding120

to the deviation from the adiabatic course and demonstrates that the KZ scaling can be121

observed in the interacting E8 model. In Sec. 5 we show that the appearance of the scal-122

ing connected to the Kibble–Zurek mechanism is not limited to local observables but it123

is present also in higher cumulants of the distribution of the excess heat. Finally, Sec. 6124

finishes the paper with concluding remarks and possible future directions. Technical details125

concerning the relation of the adiabatic perturbation theory to the E8 model, the scaling126

limit of the analytic solution of the dynamics on the transverse field Ising chain and the127

applicability of TCSA to the study of KZM are discussed in the Appendices.128

2 Model and methods129

In this section we describe the context of our work by introducing the concepts of the130

universal non-adiabatic behaviour that manifests itself in power-law dependence of several131

quantities on the time scale of the non-equilibrium ramp protocol, known under the name132

of Kibble–Zurek scaling. Then we discuss the model in which we study the KZ scaling,133

the Ising Field Theory which is the low energy effective theory of the transverse field Ising134

chain in the vicinity of its critical point. After introducing its main properties, we address135

the methods that are going to be used to examine the Kibble–Zurek scaling. In the limit136

of slow ramps, one can employ a perturbative approach, the adiabatic perturbation theory137

(APT) to investigate the time evolution. We give an overview of this approach, focusing on138

its application to universal dynamics near quantum critical points. The non-equilibrium139

dynamics of the Ising Field Theory is amenable to an efficient numerical non-perturbative140

treatment based on the truncated conformal space approach (TCSA), which we review141

briefly at the end of the section.142

2.1 The Kibble–Zurek mechanism143

In this section we summarise the KZ scaling laws in a fairly general fashion. Let us144

consider a perturbation of a quantum critical point (QCP) by some operator with scaling145

dimension ∆. The strength of the perturbation is characterised by a coupling constant δ146

with δ = 0 corresponding to the critical point. Imagine that we prepare the system in its147

ground state and drive it through its QCP by changing δ in time, i.e. by performing a148

ramp. For the sake of generality, we consider ramps that cross the phase transition in a149

power-like fashion, i.e. near the QCP150

δ = δ0

(
t

τQ

)a
, (2.1)

where τQ is the rate of the quench. The essence of the KZM is that due to the divergence of151

the relaxation time of the system at the QCP, known as critical slowing down, the system152

cannot follow adiabatically the change no matter how slow it is, and falls out of equilibrium153

meaning that it will be in an excited state with respect to the instantaneous Hamiltonian.154

However, due to universality near the critical point the time and length scales corresponding155

to the deviation from the adiabatic course depend on the quench rate τQ as a power-law.156

The scaling can be determined by the following simple argument. The correlation length157

diverges in the phase transition corresponding to this particular perturbation as ξ ∝ δ−ν158

where ν is the standard equilibrium critical exponent related to the scaling dimension ∆159

of the perturbing operator by ν = (2−∆)−1. Similarly, the correlation or relaxation time160

diverges as ξt ∝ ξz ∝ δ−νz, where z is the dynamical critical exponent. If the change of161
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ξt within a relaxation time is much smaller than the relaxation time itself, ξ̇tξt � ξt, then162

the evolution is adiabatic. This is the case for times163

|t| � τKZ ≡ (aνz)
1

aνz+1

(
τQ

δ
1/a
0

) aνz
aνz+1

. (2.2)

However, once we reach t ≈ −τKZ, the rate of change of the correlation time becomes ξ̇t ≈ 1164

and the evolution becomes non-adiabatic. At this Kibble–Zurek time τKZ, the correlation165

time scales with the quench rate τQ as τKZ itself:166

ξt(−τKZ) ∝

(
τQ

δ
1/a
0

) aνz
aνz+1

∝ τKZ . (2.3)

The first formulation of Kibble–Zurek arguments depicted the non-adiabatic interval of167

time evolution as a simple freeze-out referring to the assumption that the state is literally168

frozen in the non-adiabatic regime t ∈ [−τKZ, τKZ]. At t = τKZ on the other side of the169

QCP, the system finds itself in an excited state with correlation length ξKZ = ξ(−τKZ). If170

the system is now in the ordered phase, it implies that the typical linear size of the ordered171

domains are ∼ ξKZ, so the density of excitations corresponding to defects (domain walls)172

in spatial dimension d is173

nex ∝ ξ−dKZ ∝

(
τQ

δ
1/a
0

)− aνd
aνz+1

. (2.4)

Recently, the freeze-out scenario was refined by taking into account the evolution of the174

system and change of the correlation length in the time interval −τKZ < t < τKZ [27–29,31].175

The latter is caused by moving domain walls at the typical velocity corresponding to their176

typical wave number k ∼ ξ−1
KZ and energy ε(k) ∼ kz ∼ ξ−zKZ. The velocity of this “sonic177

horizon” [31] is v = ε′(k) ∼ kz/k ∼ ξ1−z
KZ . The correlation length at t = τKZ is then178

ξ(τKZ) = ξ(−τKZ) + 2v 2τKZ = ξKZ(1 + 4τKZ/ξ
z
KZ) = ξKZ(1 + 4τKZ/ξt(−τKZ)) (2.5)

which, due to Eq. (2.3), is proportional to ξKZ. This means that ξKZ is still the only relevant179

length scale so the scaling laws are not altered.180

Still, nontrivial predictions can be made concerning the non-adiabatic or impulse region181

−τKZ < t < τKZ [29, 31, 32] due to the fact that the KZ time and correlation length, τKZ182

and ξKZ, are the only relevant scales for a slow enough ramp protocol. Consequently, time-183

dependent correlation functions are described in terms of scaling functions of the rescaled184

variables t/τKZ and x/ξKZ in the KZ scaling limit τKZ → ∞. For example, one- and two-185

point functions of an operator O∆O
with scaling dimension ∆O take the form in the impulse186

regime t ∈ [−τKZ, τKZ]187

〈O∆O(x, t)〉 = ξ−∆O
KZ FO(t/τKZ) ,

〈
O∆O(x, t)O∆O(0, t′)

〉
= ξ−2∆O

KZ GO

(
t− t′

τKZ
,
x

ξKZ

)
,

(2.6)
where F and G are scaling functions depending on the operator O and we assumed trans-188

lational invariance. Note that for one-point functions the scaling holds in the adiabatic189

regime t < −τKZ as well, since there the expectation value depends only on the distance190

from the critical point, which is the function of the dimensionless time t/τQ:191

〈O∆O(x, t)〉 ∝ ξ(t)−∆O ∝
(
t

τQ

)aν∆O

∝
(

t

τKZ

)aν∆O

τ
−∆O/z
KZ , (2.7)
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where in the last step we used the relation (2.2).192

Considering the generic nature of arguments presented above it is tempting to ask193

how precisely they describe the actual non-equilibrium dynamics of quantum systems.194

The scaling relations are supported by exact calculations in the free fermionic Ising chain195

where the dynamics of low-energy modes can be mapped to the famous Landau–Zener196

transition problem [5, 8, 31, 85]. In other quantum phase transitions, when exact solutions197

are not available, the scaling can be analysed by a perturbative expansion in the derivative198

of the time-dependent coupling as a small parameter. This approach that uses adiabatic199

perturbation theory predicts the same scaling as the arguments of Kibble–Zurek mechanism200

in several models besides the Ising chain [7, 17, 19, 21]. This formalism is useful to apply201

the generic scaling arguments outside the non-adiabatic regime for quantities that are202

beyond the scope of the initial formulation of KZM [38]. Together with the non-perturbative203

numerical method employed in our work it can be used to establish the validity of the204

scaling relations listed above for an interacting model as well.205

To do so, we have to address the question of finite size effects. These are of importance206

due to the fact that the TCSA method requires finite volume, while the arguments pre-207

sented above make use of a divergent length scale ξKZ. Clearly, finite volume can bring208

about adiabatic behaviour if209

ξKZ ' L ⇒ (τQ/ξt)
aν

aνz+1 ' L/ξ , (2.8)

where ξ and ξt are the correlation length and time at the initial state. If the quench rate210

τQ is significantly larger than this, the transition is adiabatic due to the fact that finite211

volume opens the gap. One way to compensate this effect is the rescaling of the volume212

parameter with the appropriate power of the quench rate [28]. However, if213

τQ/ξt � (L/ξ)
aνz+1
aν (2.9)

then the finite size effects are negligible. As we are going to illustrate in Sec. 3.3, we can214

set the parameters of the numerical TCSA method such that this relation is satisfied and215

there is no need to rescale the volume parameter.216

2.2 KZM in the Ising Field Theory217

After setting up the context of our work, we now turn to the model in consideration:218

the Ising Field Theory that is the scaling limit of the critical transverse field Ising chain.219

The Hamiltonian of the latter reads220

HTFIC = −J

(∑
i

σxi σ
x
i+1 + hx

∑
i

σxi + hz
∑
i

σzi

)
, (2.10)

where σαi with α = x, y, z are the Pauli matrices at site i, the strength of the ferromagnetic221

coupling J sets the energy scale, and hxJ and hzJ are the longitudinal and transverse222

magnetic fields, respectively. We set periodic boundary conditions, σαL+1 = σα1 . The model223

is fully solvable in the absence of the longitudinal field, hx = 0, when it can be mapped224

to free Majorana fermions via the nonlocal Jordan–Wigner transformation. The Hilbert225

space is composed of two sectors based on the conserved parity of the fermion number. The226

fermionic Hamiltonian will be local provided we impose anti-periodic boundary conditions227

for the fermionic operators in the even Neveu–Schwarz (NS) sector and periodic boundary228

conditions in the odd Ramond (R) sector.229

The transverse field Ising model is a paradigm of quantum phase transitions: in infinite230

volume, for hz < 1 the ground state manifold is doubly degenerate, spontaneous symmetry231
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Figure 2.1: Phase diagram of the Ising Field Theory. The couplings M and h characterise
the strengths of the perturbations of the c = 1/2 conformal field theory by its two relevant
operators, ε and σ. The KZM is studied for ramps along the integrable directions indicated
by the coloured arrows.

breaking selects the states (|0〉NS± |0〉R)/
√

2 with finite magnetisation 〈σ〉 = ±(1− h2
z)

1/8
232

(here |0〉NS/R are the ground states in the two sectors). In finite volume, there is an energy233

split between the states |0〉NS and |0〉R which is exponentially small in the volume, and the234

ground state is |0〉NS. In the paramagnetic phase for hz > 1, the ground state is always235

|0〉NS and the magnetisation vanishes. The quantum critical point (QCP) separating the236

ordered and disordered phases is located at hz = 1, which can also be seen from the237

behaviour of the gap, ∆ = 2J |1− hz|, vanishing at the QCP. In the ferromagnetic phase,238

the massive fermionic excitations can be thought of domain walls separating domains of239

opposite magnetisations, and with periodic boundary conditions their number is always240

even 1. In the paramagnetic phase the excitations are essentially spin flips in the z direction.241

For hx 6= 0 the model is not integrable2 for any value of hz, but features weak confine-242

ment: the nonzero longitudinal field splits the degeneracy between the two ground states243

with an energy difference proportional to the system size. The domain walls cease to be244

freely propagating excitations, as the energy cost increases with the distance between two245

neighbouring domain walls that have a domain of the wrong magnetisation between them.246

The new excitations are a tower of bound states, sometimes called ‘mesons’ in analogy247

with quark confinement in the strong interaction.248

The low energy effective theory describing the model near the critical point is the Ising249

field theory, obtained in the scaling limit J →∞, a→ 0, hz → 1 such that speed of light250

c` = 2Ja and the gap ∆ = 2J |1−hz| are fixed (a is the lattice spacing). The critical point251

is described by a conformal field theory (CFT) of free massless Majorana fermions having252

central charge c = 1/2. Due to relativistic invariance, the dynamical critical exponent is253

z = 1. The two relevant operators in this CFT are the magnetisation σ (scaling dimension254

1/8) and the ‘energy density’ ε (scaling dimension 1), giving rise to the two relevant255

perturbations corresponding to the magnetic fields of the lattice model. The Hamiltonian256

1This is true even in the Ramond sector, as |0〉R contains a zero-momentum particle.
2The σxi operators are nonlocal in terms of the fermions so the Jordan–Wigner transformation does not

lead to a local fermionic Hamiltonian.
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of the resulting field theory finite volume L is given by257

HIFT = HCFT, c=1/2 +
M

2π

∫ L

0
ε(x)dx+ h

∫ L

0
σ(x)dx . (2.11)

The precise relations between the lattice and continuum versions of the magnetic field and258

the magnetisation operator are259

σ(x = ja) = s̄J1/8σxj , (2.12)

h = 2s̄−1J15/8hx , (2.13)

with s̄ = 21/12e−1/8A3/2 where A = 1.2824271291 . . . is Glaisher’s constant.260

For h = 0 the Hamiltonian describes the dynamics of a free Majorana fermionic field261

with mass |M | (we set the speed of light to one, c` = 1). We will refer to this choice of262

parameters in the M − h parameter plane of the theory (2.11) as the “free fermion line”263

(see Fig. 2.1). The QCP at M = 0 separates the paramagnetic phase M > 0 from the264

ferromagnetic phase M < 0. The coupling is proportional to the mass gap and since the265

correlation length is the inverse of the gap, ν = 1.266

Interestingly, there is another set of parameters that corresponds to an integrable field267

theory: M = 0 with h finite3. The spectrum of this theory can be described in terms of268

eight stable particles, the mass ratios and scattering matrices of which can be written in269

terms of the representations of the exceptional E8 Lie group. From now on, we are going270

to refer to this specific set of parameters as the “E8 integrable line” (see Fig. 2.1). The271

lightest particle with mass m1 sets the energy scale which is connected to the coupling h272

as273

m1 = (4.40490857 . . . )|h|8/15 . (2.14)

The exponent reflects that along the E8 line (σ perturbation) ν = 8/15 and z = 1. Moving274

particle states are built up as combinations of particles with finite momenta from the same275

or different species.276

In the following we are going to consider ramp protocols along the integrable lines,277

indicated by the coloured arrows in Fig. 2.1, where one of the couplings is varied such that278

the system crosses the critical point at a constant rate, corresponding to a linear ramp279

profile,280

λ(t) = −2λ0
t

τQ
, (2.15)

where λ stands for M or h and the other coupling is set to zero. τQ is the duration of the281

ramp that takes place in the time interval t ∈ [−τQ/2, τQ/2].282

Using the terminology of Ref. [29], we distinguish protocols with λi and λf corresponding283

to different phases of the model (ramp crossing the critical point), and protocols with λf = 0284

(ramp ending at the critical point). We are going to refer to these two choices as trans-285

critical protocol (TCP) and end-critical protocol (ECP), respectively. Certain observables286

exhibit markedly different behaviour depending on the protocol [38], hence both of them287

are of interest.288

Ramps along the free fermion line (h = 0) have been studied extensively, especially289

in the spin chain. The time evolution of the free fermion modes with different momentum290

magnitudes decouple and only modes of opposite momenta {k,−k} are coupled by the evo-291

lution equation. One can make progress either by invoking the Landau–Zener description292

3The lattice model is not integrable for hz = 1 and hx 6= 0, this is a feature of the field theory in the
scaling limit.
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of transitions between energy levels or by numerically solving the set of two differential293

equations. Even analytical solutions are known for various ramp profiles [24, 52]. These294

solutions can be simply generalised to the continuum field theory, providing us with an295

analytical tool to examine the KZ scaling and offering a benchmark for our numerical296

method. We refer the reader to Appendix B for the details.297

The Kibble–Zurek mechanism is much less studied along the other integrable axis298

M = 0. As we noted above, in this direction ν = 8/15, so the KZ scaling is modified with299

respect to the well-investigated free fermion case. Although the model is integrable, the300

time evolution cannot be solved analytically, which highlights the importance of the non-301

perturbative numerical method that exploits the conformal symmetry of the critical model:302

the Truncated Conformal Space Approach (TCSA). Nevertheless, standard KZ arguments303

rely only on typical energy and distance scales of the model, consequently they should apply304

regardless of the presence of interactions. The scaling arguments can be supported by the305

analysis of the exactly known form factors of the model in the context of the adiabatic306

perturbation theory, to which we turn now.307

2.3 Adiabatic Perturbation Theory308

The adiabatic perturbation theory (APT) is a standard approach to study the response309

to a slow perturbation [25, 86]. It was first used to describe the universal dynamics of310

extended quantum systems in the vicinity of a quantum critical point in Ref. [7]. Ever311

since the framework has become more elaborate by exploring the parallelism between APT312

and the Kibble–Zurek mechanism and generalizing the arguments to a wider variety of313

scaling quantities in different models [16, 17, 19, 21–23, 38]. In particular, it has already314

been applied with success in an integrable field theory, the sine–Gordon model [17]. In315

our current work we carry out an analogous reasoning to explore the implications of the316

APT statements in the E8 Ising Field Theory. To this end, let us briefly sketch the basic317

concepts and assumptions underlying the framework of adiabatic perturbation theory as318

well as introduce some notations. Our discussion is based on the presentation of Ref. [22].319

Assume that we want to solve the time-dependent Schrödinger equation:320

ı
d

dt
|Ψ(t)〉 = H(t) |Ψ(t)〉 (2.16)

in a time interval t ∈ [ti, tf]. Using the basis of eigenstates of H(t) that are going to be321

called instantaneous eigenstates |n(t)〉 ,322

H(t) |n(t)〉 = En(t) |n(t)〉 , (2.17)

we can expand the time evolved state with coefficients αn(t):323

|Ψ(t)〉 =
∑
n

αn(t) exp{−ıΘn(t)} |n(t)〉 , (2.18)

where the dynamical phase factor Θn(t) =
∫ t
ti
En(t′) dt′ is already included. The initial con-324

dition is that at ti the system is in its ground state |0(ti)〉. Substituting this Ansatz into325

Eq. (2.16) yields a system of coupled differential equations for the coefficients αn(t). The326

resulting system of equations can be solved approximately for αn(t) using a few assump-327

tions. First, the explicit time-dependence of the Hamiltonian is due to a time-dependent328

coupling constant λ that couples to some perturbing operator V so H(t) = H0 + λ(t)V .329

Second, λ(t) is a monotonous function of time, hence one can perform a change of vari-330

ables, and it changes slowly (that is the adiabatic assumption) such that λ̇→ 0. Then the331

9
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resulting expression can be expanded in terms of powers of λ̇. Assuming there is no Berry332

phase, the result up to leading order in λ̇ is333

αn(λ) ≈
∫ λ

λi

dλ′
〈
n(λ′)

∣∣ ∂λ′ ∣∣0(λ′)
〉

exp
{
ı(Θn(λ′)−Θ0(λ′))

}
, (2.19)

where the dynamical phase with respect to the coupling is Θn(λ) =
∫ λ

En(λ′)/λ̇′ dλ′ with334

λ = λ(t). Note that the phase factor exhibits rapid oscillations in the limit λ̇→ 0. This can335

be exploited to identify the two possibly dominant contributions of integral Eq. (2.19) in336

this limit. First, a non-analytic part that comes from the saddle point of the phase factor337

at a complex value of coupling λ. It is exponentially suppressed with the inverse of the rate338

λ̇. Second, there are contributions coming from the boundaries of the integration domain339

which can be obtained by integrating by parts and keeping terms to first order in λ̇ yields340

the result341

αn(λf) ≈ ıλ̇′
〈n(λ′)| ∂λ′ |0(λ′)〉
En(λ′)− E0(λ′)

exp
{
ı(Θn(λ′)−Θ0(λ′))

}∣∣∣∣λf

λi

. (2.20)

This contribution can be viewed as a switch on/off effect as it is the consequence of a non-342

smooth start or end of the ramp: it is nonzero if the first time derivative of the coupling has343

a discontinuity at the initial or final times. If λ̇i,f = 0 then one has to go to higher orders.344

In general, a discontinuity in the ath derivative brings about the scaling α ∝ τ−aQ with the345

time parameter of the ramp τQ [24]. We consider linear ramps (cf. Eq. (2.15)) so higher346

derivatives disappear and the small parameter of the perturbative expansion is 1/τQ. We347

remark that Eq. (2.20) can be modified if the energy difference in the denominator vanishes348

at some time instant along the process, in that case the dependence of α on λ̇ is subject349

to change (cf. Eq. (2.25) for low-momentum modes if the gap is closed).350

The applicability of adiabatic perturbation theory, strictly speaking, requires that the351

overlap between the time-evolved state and the instantaneous ground state remains close352

to 1 [86]. This, however, imposes a constraint on the probability to be in an excited state353

rather than on the density of excitations. On the other hand, for quantum many-body354

systems in the thermodynamic limit the physical criterion for a perturbative treatment is355

to be in a low-density state [19]. Given that the Kibble–Zurek mechanism predicts that356

densities decay as a power law of the time parameter τQ, in the limit τQ → ∞ the above357

approximations are justified and we can use Eq. (2.19) to examine the Kibble–Zurek scaling.358

This reasoning predicts the correct scaling exponents in the transverse field Ising chain for359

various quantities [22, 38]. Let us illustrate how they work in the case of the density of360

defects nex after a linear ramp λ(t) = λi + (λf − λi)t/τQ. The states of the Ising chain361

participating in the dynamics are products of zero-momentum particle pair states with362

momentum k, hence the defect density can be expressed as4363

nex = lim
L→∞

2

L

∑
k>0

|αk|2 =

∫ π

−π

dk

2π
|αk|2 , (2.21)

where αk = αk(λf) is the coefficient of a particle pair state |k,−k〉 given by Eq. (2.19). To364

investigate the dependence on τQ it is practical to introduce the rescaled variables365

η = kτ
ν

1+zν

Q , ζ = λτ
1

1+zν

Q . (2.22)

4We remark that in principle the normalization of the state should be taken into account, but it is 1
up to first order in the perturbation theory.
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to remove the 1/τQ dependence from the exponent of Eq. (2.19). The heart of the APT366

treatment of KZ scaling lies at the observation that the matrix element and energy differ-367

ence appearing in the expression of αn take the following scaling forms:368

Ek(λ)− E0(λ) = |λ|zνF (k/|λ|ν) (2.23)

〈{k,−k}(λ)| ∂λ |0(λ)〉 = λ−1G(k/|λ|ν) , (2.24)

with the asymptotic behaviour F (x) ∝ xz and G(x) ∝ x−1/ν as x→∞. These considera-369

tions yield that370

nex = τ
− ν

1+zν

Q

∫
dη

2π
K(η) , (2.25)

with371

K(η) =

∣∣∣∣∫ ζf

ζi

dζ
G(η/ζν)

ζ
exp

(
ı

∫ ζ

ζi

dζ ′ ζ ′zνF (η/ζ ′ν)

)∣∣∣∣2 . (2.26)

Eq. (2.25) is analysed in the limit τQ → ∞. In that case the limits of the integral over372

η are sent to ±∞ and one has to check whether the resulting integral converges or not.373

Substituting Eqs. (2.23) and (2.24) one can perform the integral in (2.26) in the limit374

η � ζνi,f to determine the asymptotic behaviour375

K(η) ∝ ηβ ≡ η−2z−2/ν . (2.27)

The criterion for convergence then is 2z + 2/ν > 1, or, equivalently ν
1+zν < 2 [22]. In the376

opposite case the integral is divergent, indicating that to discard the contribution from377

high-energy modes in the limit τQ →∞ is not justified. The scaling brought about by all378

energy scales is quadratic τ−2
Q due to the discontinuity of λ̇, cf. Eq. (2.20). Consequently,379

the case of equality ν
1+zν = 2 distinguishes between the Kibble–Zurek scaling determined380

by the exponent of τQ in Eq. (2.25) and the quadratic scaling.381

2.3.1 Application to the Ising Field Theory382

These are the key themes of adiabatic perturbation theory as applied to model the383

Kibble–Zurek mechanism. Now we are going to show that these considerations can be384

generalised to the two integrable directions of the Ising Field Theory. In the case of the385

free field theory the generalisation of the arguments above is straightforward and it yields386

the same result as for the free fermion Ising chain. To apply the reasoning to the E8387

integrable model requires a bit of extra work. The complications are mainly technical,388

details are presented in Appendix A. Here we would like to highlight the key assumptions389

of the arguments only.390

There are several major differences between the free fermion and the E8 field theory: the391

spectrum of the latter exhibits eight stable stationary particles, moving particle states are392

built up by combining particles of various species. As a result, there are multiple kinds of393

many-particle states in contrast to the pair of a single particle species in the free field theory.394

Interactions between particles modify the simple pn = 2πn/L quantisation rule of momenta395

in finite volume L, leading to a nontrivial density of states in momentum space. Eigenstates396

of the theory are asymptotic scattering states labelled by the relativistic rapidity variable397

ϑ that is related to the energy and momentum of particle j as Ej = mj coshϑj and398

pj = mj sinhϑj .399

To investigate the Kibble–Zurek scaling in this model we make several simplifying as-400

sumptions. First, we consider low-density states which is justified in the limit τQ → ∞.401

Apart from being a necessary assumption to use the framework of adiabatic perturbation402
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theory, it sets the ground for our second assumption: that is, we assume that the contribu-403

tion from one- and two-particle states contribute dominantly to intensive quantities such404

as the defect and energy density. In contrast to the free fermion case, the time-evolved405

state in the E8 model includes contributions from multiparticle states that do not factor-406

ize exactly to a product of particle pairs. On the other hand, the many-particle overlap407

functions still satisfy the pair factorisation up to a very good approximation given that the408

energy density of the non-equilibrium state is low [80, 87] compared to the natural scale409

set by the final mass gap. Intuitively, the essence of this approximation is that due to large410

interparticle distance, the interactions between particles located far from each other can411

be neglected. Hence, the contribution of genuine multiparticle states is proportional to the412

probability of more than two particles located within a volume related to the correlation413

length. For a low-density state this probability is indeed tiny, hence the pair factorization414

is a good approximation. This assumption is also verified by previous works modeling the415

non-equilibrium dynamics of the Ising Field Theory that show that time evolution after416

sudden quenches is dominated by few-particle overlaps in the regime of low post-quench417

density [79,82,88].418

Based on these assumptions, we can show that the arguments of APT generalise to an419

interacting field theory as well. Let us sketch the derivation for the excess heat density w420

that can be expressed as421

w(λf) = lim
L→∞

1

L

∑
n

En(λf)|αn(λf)|2 . (2.28)

We evaluate this expression by calculating the αn coefficients as given by Eq. (2.19) in finite422

volume and then take the L→∞ limit. Taking into account the finite volume expression423

of matrix elements in the E8 model, we find that one-particle states contribute to the424

energy density with the right KZ exponent τ
− ν
ν+1

Q (for details see Appendix A.1). To the425

best of our knowledge, this is the first case when the KZ scaling of one-particle states is426

investigated in adiabatic perturbation theory.427

The contribution of a two-particle state with species a and b is going to be denoted wab428

and reads429

wab(λf) =
1

L

∑
ϑ

(ma coshϑ+mb coshϑab)|αϑ(λf)|2 , (2.29)

where ϑab is a function of ϑ determined by the constraint that the state has zero overall430

momentum. To take the thermodynamic limit one has to convert the summation to an431

integral over rapidities. The key observation to proceed is that the effects of the interactions432

are of O(1/L) and disappear in the limit L → ∞. Consequently, one can change the433

integration variable such that it goes over momentum instead of the rapidity. From then434

on, the derivation is identical to the free fermion case, although one has to check whether435

the scaling forms (2.23) and (2.24) apply for the dispersion and matrix elements of the E8436

theory as well. Observing that ϑ = arcsinh(p/ma) = arcsinh [p/ (c|λ|ν)] with some constant437

c, one can see that the former is trivially satisfied with the right asymptotic F (x) ∝ xz. The438

latter equation regarding the scaling and the high-energy behaviour of the matrix element439

also holds in general, as one can verify in the E8 model (see Appendix A). Hence, as long440

as the initial assumptions of low energy and approximate pair factorisation are valid, the441

adiabatic perturbation theory predicts KZ scaling of intensive quantities in the E8 theory442

as well.443

Let us remark that the perturbative calculations indicate that the KZ scaling applies to444

each contribution coming from any one-particle state and two-particle branch separately.445

That is a nontrivial statement since the spectrum of the E8 field theory is a result of a446

bootstrap procedure relying heavily on delicate details of the interaction, however, these447

12



SciPost Physics Submission

details are overlooked by a first order perturbative calculation. Although we expect that448

the summed contribution of one- and two-particle states to the energy density satisfies the449

KZ scaling (in line with the generic reasoning of Sec. 2.1), the much stronger statement of450

APT concerning the scaling behaviour of separate branches does not necessarily hold true.451

We can draw an analogy with the form factor series expansion calculation of the central452

charge, where the result of the sum over multiparticle states is fixed by the c-theorem,453

while the separate terms vary greatly due to the details of the interaction [89].454

We note that in the current case the ambiguity arises from taking the L → ∞ limit,455

since strictly speaking the adiabatic perturbation theory is sensible only if the ground456

state overlap remains close to 1, which is impossible for a finite density state in the ther-457

modynamic limit. Previous calculations within the APT framework illustrate that this458

condition can be relaxed when calculating intensive quantities [19, 38], demanding a low-459

density time-evolved state instead of one with almost unity overlap with the instantaneous460

ground state. Although this approach successfully captures qualitative features of the KZ461

scaling, the above considerations indicate that one has to be careful as to what extent to462

draw conclusions from it.463

2.4 Truncated Conformal Space Approach464

After introducing the perturbative approach to model the scaling laws of the Kibble–465

Zurek mechanism in the Ising Field Theory, let us now address a non-perturbative numer-466

ical method that can be used to verify the arguments above by explicitly simulating the467

dynamics. In the following we turn our focus to the Truncated Conformal Space Approach468

and discuss the underlying principles and its operation.469

Numerical methods that are based on truncating the Hilbert space have a long history of470

capturing equilibrium properties of field theories (see [65] for a review). In particular, two-471

dimensional field theoretical models that are defined by perturbing a conformal field theory472

or free theory by relevant operators are amenable to a very efficient numerical treatment,473

called the Truncated Conformal Space Approach (TCSA) [63, 64]. The essential idea of474

the method is to compute the matrix elements of the perturbing operators in the basis475

of the unperturbed theory in finite volume where the spectrum is discrete. The resulting476

Hamiltonian matrix is then made finite dimensional by truncating the basis, hence the name477

of the method. Recently, it has been applied with success to model the non-equilibrium478

dynamics of different theories, in particular the Ising Field Theory [79, 82, 84, 88]. We479

dedicate this section to briefly introduce the method and set up some notation along the480

course.481

To model the Kibble–Zurek mechanism in the Ising Field Theory we define the theory482

in a finite volume L using periodic boundary conditions, so the space-time covers an infinite483

cylinder of circumference L. The basis states used by TCSA are the energy eigenstates of484

the c = 1/2 conformal field theory on the cylinder. The truncation keeps only a finite set485

of states that diagonalise the conformal Hamiltonian H0 by discarding those with energy486

larger than a given cut-off Ecut. The exact finite volume matrix elements of the primary487

fields σ and ε can be constructed on this basis by mapping the cylinder to the complex488

plane where conformal Ward identities can be utilised. Perturbing the CFT opens a mass489

gap ∆ that can be used to express the Hamiltonian matrix H in a dimensionless form for490

numerical calculations:491

H/∆ = (H0 +Hφ)/∆ =
2π

l

(
L0 + L̄0 − c/12 + κ̃

l2−∆φ

(2π)1−∆φ
Mφ

)
, (2.30)

where l = ∆L is the dimensionless volume parameter, ∆φ is the scaling dimension of the492

field φ = σ, ε with ∆σ = 1/8 and ∆ε = 1. Here κ̃ is the dimensionless coupling constant493
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that characterises the strength of the perturbation. The ramping protocol is thus realised494

in TCSA by tuning κ̃ linearly in the dimensionless time ∆it, where ∆i is the mass gap at495

the initial time instant. All quantities are measured in appropriate powers of ∆i along the496

course of the ramp. Referring to the different physical content of the theories that result497

from the choice of σ or ε we use different notation for the mass gap in this work. The σ498

perturbation yields the E8 spectrum with eight stable particles hence the notation for the499

mass gap in this case is m1, the mass of the lightest particle. The ε direction corresponds500

to a free fermion field theory with a single species so we simply denote ∆ as m the mass501

of the elementary excitation.502

The success of TCSA to model the physical theory without an energy cut-off relies503

on its capability to suppress truncation errors as much as possible. Achieving higher and504

higher cut-offs is computationally demanding but the contribution of high energy states505

can be taken into account through a renormalisation group (RG) approach [73,77,90–94].506

The RG analysis predicts a power-law dependence on the cut-off. Here we use a simpler507

extrapolation scheme using the powers predicted by the RG analysis which improves sub-508

stantially the results obtained using relatively low cut-off energies. We express the recipe509

for extrapolation in terms of the conformal cut-off level Ncut that is related to the energy510

cut-off as Ncut = L/(2π)Ecut. One can show that the results for some arbitrary quantity511

φ at infinite cut-off are related to TCSA data as512

〈φ〉 = 〈φ〉TCSA +AN
−αφ
cut +BN

−βφ
cut + . . . , (2.31)

where the αφ < βφ exponents are positive numbers depending on the scaling dimension513

of the perturbation, the operator in consideration and those appearing in their opera-514

tor product expansion. Ellipses denote further subleading corrections that decay faster as515

Ncut →∞. The details of the extrapolation in various cases are detailed in Appendix C.516

With this we have finished reviewing the basic concepts in the Kibble–Zurek mechanism517

and in the Ising Field Theory. We have introduced the two main methods that we use to518

study it: the numerical method of TCSA for simulating the dynamics and the scaling519

arguments in the context of APT that predicts that for the KZ scaling the presence of520

interactions in the E8 theory makes no difference. We have outlined the following claims:521

the scaling behaviour observed on the transverse field Ising chain does not change in the522

continuum limit and that the only modification needed for the interacting E8 model is523

to take into account the different scaling exponent ν. Before putting these claims to test524

by calculating the dynamics of one-point functions and observing the statistics of excess525

heat, we investigate the dynamics of energy eigenstates along the ramp in order to sketch526

an intuitive picture of how the Kibble–Zurek mechanism can be understood at the most527

fundamental level.528

3 Work statistics and overlaps529

We aim to study the evolution of the quantum state during the ramp, including the530

non-adiabatic regime, in detail. Using the TCSA method, we have access to microscopic531

data, which allows us to investigate the details of the dynamics. There are many possible532

quantities to consider: the correlation length, excitation densities, etc. In this section we533

adopt another, more microscopic perspective: we observe how instantaneous eigenstates get534

populated in the course of the ramp, how the adiabatic behaviour breaks down and how535

excitations are created. Looking at the fundamental components that conspire to create536

the well-known KZ scaling in a wide variety of quantities provides us with an intuitive and537
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visual picture about what happens during the regime when adiabaticity is lost.538

To this end, we first solve the time-dependent Schrödinger equation:539

ı
d

dt
|Ψ(t)〉 = H(t) |Ψ(t)〉 , (3.1)

in the time interval t ∈ [−τQ/2, τQ/2] with the initial state |Ψ0〉 chosen to be the ground540

state of the initial Hamiltonian H(−τQ/2). Since momentum is conserved all along the541

ramp and the initial state is a zero-momentum state, |Ψ(t)〉 is also a P = 0 state for all t.542

To characterise how the energy eigenstates get populated we can generalise the statistics543

of work function [95] to each time instance along the course of the ramp, defining an544

instantaneous statistics of work function545

P (W̃ , t) =
∑
n

δ
(
W̃ − [En(t)− E0(0)]

)
|gn(t)|2 , (3.2)

where the sum is running over the spectrum of the instantaneous Hamiltonian H(t) with546

eigenvalues En(t) and eigenstates |n(t)〉. Here gn(t) are the overlaps of the time-evolved547

state with the instantaneous eigenstates:548

gn(t) = 〈n(t)|Ψ(t)〉 . (3.3)

W̃ is called to the total work performed by the non-equilibrium protocol. P (W̃ , t) is non-549

zero only if W̃ ≥ E0(t) − E0(0). In the following we focus only on the statistics of the550

excess work W = W̃ − [E0(t)− E0(0)] so P (W, t) is non-zero if W ≥ 0.551

In order to draw a clear picture of what happens for ramps within the reach of KZM, we552

present the two sections of P (W, t): first, only the |gn(t)|2 overlap amplitudes with respect553

to time and second, the snapshot of P (W, t) at some time instant t.554

3.1 Ramps along the free fermion line555

Let us start with the exactly solvable dynamics, i.e. the free fermion line of the model556

(2.11) corresponding to h = 0. The time-dependent coupling is the free fermion mass,557

λ(t) = M(t). Our ramp protocol is a simple linear ramp profile that is symmetric around558

the critical point:559

M(t) = −2Mit/τQ , (3.4)

where Mi is the initial value of the coupling at t = −τQ/2. As discussed in Sec. 2.2, the560

critical exponents in this case are ν = 1, z = 1, so the Kibble–Zurek time (2.2) scales as561

τKZ ∼
√
τQ. For testing the various scaling forms we need to have a specified value of τKZ562

which we simply set as563

mτKZ =
√
mτQ , (3.5)

where m = |Mi| is the mass gap at the start of the ramp. Depending on the sign of Mi, the564

ramp is either towards the ferromagnetic phase or the paramagnetic phase; we are going565

to present our results in this order.566

3.1.1 The paramagnetic-ferromagnetic (PF) direction567

Ramps starting from the paramagnetic phase are defined by Mi > 0. In this case the568

ground state is non-degenerate and lies in the Neveu–Schwarz sector, so the time evolved569

state is orthogonal to the Ramond sector subspace for all times (see Sec. 2.2).570

Analogously to the lattice dynamics, starting from the ground state at a given Mi,571

only states consisting of zero-momentum particle pairs have nonzero overlap with the572
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time evolved state, moreover, the different pairs of momentum modes {p,−p} decouple573

completely. In finite volume L the momentum is quantised as pn = 2πn/L, where n is574

half-integer in the NS sector. To solve the dynamics we follow the approach of [52] and use575

the Ansatz:576

|Ψ(t)〉 =
⊗
p

|Ψ(t)〉p , with |Ψ(t)〉p = ap(t) |0〉p,t + bp(t) |1〉p,t , (3.6)

where |0〉p,t and |1〉p,t denote the instantaneous ground and excited states of the two-level577

system at time t along the ramp. The coefficients ap(t) and bp(t) satisfy |ap(t)|2+|bp(t)|2 = 1578

and they can be expressed via the solutions of two coupled first order differential equations579

(for details see the Appendix B). The population of mode p is given by np(t) = |bp(t)|2.580

Although the equations can be solved exactly, numerical integration is more suitable for our581

purposes. Hence, strictly speaking, referring to this solution as ‘analytical’ is not entirely582

precise. From now on, when we use the term ‘analytical’ we mean the ‘numerically exact’583

procedure outlined above.584

Apart from this solution of the dynamics, we can calculate the population of energy585

eigenstates numerically with TCSA. This is a benchmark for our numerical method as it586

is contrasted with a numerically exact calculation. We can compare Eq. (3.6) with Eq.587

(3.3) to express the overlap g of a state which consists of only a single particle pair with588

momentum p:589

| 〈p,−p|Ψ(t)〉 |2 ≡ |gp(t)|2 = np(t)
∏
p′ 6=p

(1− np′(t)) , (3.7)

where the product goes over the infinite set of quantised momenta in finite volume. It is590

straightforward to generalise Eq. (3.7) to express the overlap of any state with the pair591

structure of the free spectrum with the time-evolved state.592

In practice, we truncate this product at some finite pmax, since the goal is to match593

the analytic results with TCSA that operates with a truncation of its own. The one-mode594

cut-off of the analytic method and the many-body cut-off of TCSA cannot be brought595

to one-to-one correspondence with each other. However, overlaps are very sensitive to the596

number of states kept in each expansion, due to the constraint
∑

n |gn|2 = 1. Hence, our597

choice for the energy cutoff of TCSA for these figures is motivated by the goal to have the598

best possible match of the two approaches. Note that this is a single parameter for all the599

states.600

The time evolution of the overlaps is presented in Fig. 3.1. Dots correspond to the601

solution of the differential equations for each mode and continuous lines denote TCSA602

data obtained by solving the many-body dynamics numerically. Fig. 3.1a depicts a curious603

behaviour of the second largest overlap in TCSA: the corresponding line seemingly consists604

of many different segments. This is a consequence of level crossings and the errors of605

numerical diagonalisation near these crossings. The state in question consists of two two-606

particle pairs and as the mass scale M is ramped its energy increases steeper than that of607

high-momentum states with only a single pair, hence the level crossings. At each crossing608

the numerical diagonalisation cannot resolve precisely levels in the degenerate subspace,609

so the resulting overlap is not accurate. This accounts for the most prominent difference610

between the numerical and analytical results. Apart from that, the agreement is quite611

satisfactory.612

The light green background corresponds to the naive impulse regime t ∈ [−τKZ, τKZ].613

Of course this is only a crude estimate for the time when adiabaticity breaks down as Eq.614

(3.5) is strictly valid only as a scaling relation. Nevertheless, most of the change in each615

state population indeed happens within this coloured region. This statement is even more616

accentuated by Fig. 3.1b, that is, for a slower ramp. Comparing the two panels of Fig. 3.1617
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(a) mτQ = 16 (b) mτQ = 64

Figure 3.1: Overlaps of the evolving wave function with instantaneous eigenstates for two
different ramps from the paramagnetic to the ferromagnetic phase with mτQ = 16 and
mτQ = 64 for mL = 50 (m = Mi in terms of the initial mass). The green region indicates
the non-adiabatic regime. Solid lines are TCSA data for Ncut = 25 while dots are obtained
from the numerical solution of the exact differential equations. Analytical results are plotted
only for the few low-momentum states with the most substantial overlap. Lower indices
in the legends refer to the quantum numbers of the modes present in the many-body
eigenstate: pn = nπ/L. The composite structure of some lines is caused by level crossings
experienced by multiparticle states.

we observe that increasing the ramp time the probability of adiabaticity increases while618

the weight of the multiparticle states are suppressed. Note that although the two lowest619

available levels (the ground state and the first excited state) dominate the time-evolved620

state, the dynamics is far from being completely adiabatic that would mean no excitations621

at all. Hence, in accordance with the remarks concerning finite size effects in Sec. 2.1, we622

are within the regime of Kibble–Zurek scaling instead of being adiabatic.623

We can also calculate the energy resolved version of the above figures, i.e. the instan-624

taneous statistics of work, P (W, t). We present this quantity in Fig. 3.2. The different625

ridges correspond to “bands” of 2-particle, 4-particle etc. states with energy thresholds626

E = 2M, 4M, . . . . The ridges diverge linearly in time, displaying the linear dependence of627

the gap on the linearly tuned M coupling. This figure illustrates the validity of the KZ628

arguments: low-energy bands dominate the excitations, and in each band, the modes with629

the lowest momenta (longest wavelengths) near the thresholds are the most prominent.630

This feature is similar to what was observed on the lattice in Ref. [37].631

3.1.2 The ferromagnetic-paramagnetic (FP) direction632

The ferromagnetic ground state is twofold degenerate in infinite volume. For the initial633

state we choose the state with maximal magnetisation corresponding to the infinite volume634

symmetry breaking state: |Ψ0〉 = 1√
2

(|0〉R + |0〉NS). As both sectors are present in the635

initial state, the time-evolved state also overlaps with both sectors. This provides yet636

another benchmark for our numerical approach and also a somewhat richer landscape of637

the overlap functions.638

As one can see in Fig. 3.3, the dynamics are very similar to the PF case with the main639

difference coming from the fact that both sectors contribute. The different behaviour of640

the two vacua stems from the different available momentum modes in each sector: in the641
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Figure 3.2: Instantaneous statistics of work P (W, t) along a ramp with mτQ = 16 from the
paramagnetic to the ferromagnetic phase for mL = 50, obtained by TCSA with Ncut = 45.
The height corresponds to the time-dependent overlap squares. The green region indicates
the non-adiabatic regime.

(a) mτQ = 16 (b) mτQ = 64

Figure 3.3: Overlaps of the evolving wave function with instantaneous eigenstates for two
different ramps from the ferromagnetic to the paramagnetic phase with mτQ = 16 and
mτQ = 64 for mL = 50 (m = −Mi in terms of the initial mass). The green region indicates
the non-adiabatic regime. Solid lines are TCSA data for Ncut = 31 while dots are obtained
from the numerical solution of the exact differential equations. Multiple pair states show
several level crossings.

Ramond sector the momenta are larger in the lowest available modes and consequently642

they are less likely to be excited.643
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Figure 3.4: Instantaneous statistics of work P (W, t) for a ramp along the E8 axis with
m1τQ = 64, m1L = 50, obtained by TCSA with Ncut = 45. The height corresponds to
the time-dependent overlap squares. The green region indicates the non-adiabatic regime.
Notice the curvature of the “ridges” corresponding to the nonlinear m1 ∝ h8/15 dependence
of the mass gap on the distance from the critical point.

3.2 Ramps along the E8 line644

After investigating the free fermion line, we now turn to the behaviour of overlaps in645

the other integrable direction, i.e. for ramps along the E8 axis defined by the protocol646

h(t) = −2hit/τQ (3.8)

for t ∈ [−τQ/2, τQ/2]. The scaling dimension of the perturbing operator σ is ∆σ = 1/8, so647

critical exponent ν is different in this direction from the free fermion case: ν = 1/(2−∆σ) =648

8/15 (cf. Eq. (2.14)). This implies that the Kibble–Zurek time (2.2) is given by649

m1τKZ = (m1τQ)8/23 , (3.9)

where, similarly to the free fermion case, the choice of the proportionality factor being 1650

is just a convention.651

Let us first take an overview of the dynamics by looking at the time-dependent work652

statistics P (W, t) shown in Fig. 3.4. Notice that in accordance with the Kibble–Zurek653

scenario, predominantly low-energy and low-particle modes get excited in the course of the654

ramp. In the E8 theory with multiple stable particles, the time evolved state has finite655

overlap not only with states consisting of pairs but also with states containing standing656

particles with zero momentum, including multiparticle states with a single such particle.657

We can observe that the energy distribution has peaks at some finite energy values, but658

low-momentum modes dominate for all branches (denoted by dashed lines of the same659

colour). This can be seen more clearly in Fig. 3.5 which presents P (W ) at the end of two660

ramps that differ in duration. Solid vertical lines indicate the energies of states consisting661

of standing particles only, i.e. combinations of particle masses.662

As discussed at the end of Sec. 2.3 (and derived in detail in App. A), perturbation663

theory predicts that the overlaps of these standing particle states decay uniformly with664

the quench time as τ−8/23
Q . Fig. 3.5 clearly illustrates that this is not the case: as the665
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(a) m1τQ = 32 (b) m1τQ = 128

Figure 3.5: Statistics of work after the ramp P (W, t = τQ/2) along the E8 direction with
m1L = 40, Ncut = 45. States containing only zero-momentum particles are denoted by
continuous lines, while dashed lines denote different moving multiparticle states.

average excess heat diminishes, the overlap of low-lying states increase instead of decrease.666

However, as we are going to show later, both quench times are within the KZ scaling region667

and the scaling of the excess heat does satisfy Eq. (2.6).668

3.3 Probability of adiabaticity669

To study the Kibble–Zurek scaling using the TCSA, it is important to identify the time670

scale on which it is valid. For a finite volume method the time scale is limited from above671

by the onset of adiabaticity (cf. Eq. (2.9)) and also from below due to the natural time scale672

of the theory that is related to the mass gap before and after the ramp. A control quantity673

that can be used to fix the domain of τQ where the Kibble–Zurek scaling applies is the674

probability to be adiabatic after the ramp, P (0, tf). This overlap is exponentially suppressed675

with the volume, but its logarithm is proportional to the density of quasiparticles nex, such676

that − log(P (0))/L ∝ nex. Within the domain of validity for the Kibble–Zurek scaling677

the density scales according to Eq. (2.4), i.e. decays as a power law with τQ. However,678

at the onset of adiabaticity it is exponentially suppressed [6, 13]. To explore the time679

scale mentioned above connected to volume parameters available for our calculation, we680

investigate the logarithm of the ground state overlap P (0) after the ramp.681

For ramps along the free fermion line there are two ways to evaluate P (0). The first682

follows from the numerically exact solution of the problem in the scaling limit (see Ap-683

pendix B). Second, we can use TCSA to calculate the ground state overlap. The onset684

of adiabaticity occurs at different quench times τQ depending on the volume parameter.685

Then the claim that for a given volume L we can observe the KZ scaling – as opposed to686

adiabatic behaviour – can be supported by the observation that changing the volume does687

not alter the KZ scaling. Fig. 3.6a presents the comparison of the two methods with the688

slope of the KZ scaling as a guide to the eye. Apart from the very fast ramps, the two689

methods coincide with each other. We note that the onset of adiabaticity signalled by the690

strong deviation of different volume curves from each other and from the τ−1/2
Q line is not691

an abrupt change but rather a smooth crossover. Nevertheless, we can identify that/ for692

mτQ ≈ 5 · 100 . . . 102 the Kibble–Zurek scaling is satisfied to a good precision using the693

volume parameters available to the numerical method.694

In the E8 model we can only resort to the results of TCSA. Fig. 3.6b shows that the695

logarithm of the ground state overlap scales as the density of quasiparticles for large enough696

τQ. Although the KZ scaling sets in later, i.e. for larger τQ than in the free fermion case, it697

is persistent up to the maximum ramp duration available to our numerical method. This698
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(a) Free fermion line, PF direction (b) E8 line

Figure 3.6: Logarithm of the probability of adiabaticity after a linear ramp along the two
integrable lines of the Ising Field Theory. (a) Continuous lines and symbols of the same
colour denote analytical and extrapolated TCSA data, respectively for various volume
parameters. Black dashed line denotes the KZ scaling. At the onset of adiabaticity finite
volume results deviate from the KZ slope and each other in a more pronounced manner.
(b) Symbols stand for extrapolated TCSA data and the slope of the continuous line signals
the KZ scaling exponent.

is due to the fact that the exponent appearing in Eq. (2.9) is larger for the E8 model and699

consequently the onset of adiabaticity occurs for a slower ramp in the same volume.700

3.4 Ramps ending at the critical point701

As detailed in Section 2.3, we expect the generic scaling arguments of APT for the702

Kibble–Zurek mechanism (Eqs. (2.23) and (2.24)) to be valid for ramps along both inte-703

grable lines of the model. A direct consequence of this claim is that the high-energy tail of704

the function |K(η)|2 decays as ηβ with β = −2z − 2/ν (cf. Eq. (2.27)). This behaviour is705

important in view of the convergence properties of the integrals of the form (2.25).706

To investigate the decay of high-energy overlaps with TCSA, we consider ramp protocols707

along the two integrable lines of the parameter space that end at the conformal point708

(ECP ramps). There are two reasons for this choice of protocol: first, TCSA uses the709

conformal basis and hence expected to be the most accurate at the critical point. Second,710

the dispersion relation is E(k) = |k| in this case, so the high-energy tail of P (W ) decays711

with the same power law as |α(k)|2. Since k and η are related by a simple rescaling with712

the appropriate power of τQ, the high energy tail of P (W ) should decay as W β at the713

critical point as far as the perturbative approach is correct, i.e. for slow enough ramps.714

On the free fermion line we have z = ν = 1, so β = −2z − 2/ν = −4, while for an715

E8 ramp ν = 8/15 and the predicted exponent of the decay is β = −23/4. We remark716

that this can be contrasted with the high-energy tail of pair overlaps for sudden quenches.717

For quenches along the free fermion line the exact solution yields β = −2 [79, 96, 97],718

while in the E8 model the high energy tail of the perturbative expression decays with719

β = −15/4 [88], so β = −2/ν in both cases. The additional term of −2z is the result of720

the adiabatic driving which suppresses the excitation of high energy modes.721

In Fig. 3.7 we present the TCSA data and the slope of the straight line fitted to722

the logarithmic data. The two exponents are well separated and captured approximately723

correctly by the data. Let us note that the three highest-energy overlaps for each quench724
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(a) Free fermion line, PF direction (b) E8 integrable line

Figure 3.7: High-energy overlaps for ramp protocols ending at the critical point with mL =
50, Ncut = 51. Data from different ramp rates are shifted vertically for better visibility.
The slopes are linear fits of the logarithmic data and are close to the exponents predicted
by APT: βFF = −4 and βE8 = −5.75. Outlying highest-energy overlaps are omitted from
the linear fit.

rate τQ do not follow the power-law decay, in fact, they are several orders of magnitude725

larger than the overlap of states with a slightly lower energy (cf. Fig. 3.7b). This an726

artefact of truncation: for any cut-off parameter the three overlaps corresponding to the727

largest available conformal cut-off level are anomalous in the above sense. However, for728

different cut-off parameters the outlying states have different energy, hence this is not a729

physical effect and the corresponding states are left out of the fit capturing the power-law730

decay.731

We remark that Fig. 3.7a is analogous to Fig. 2c of Ref. [37] that reported aW−8 decay.732

This is at odds with the prediction deduced from generic scaling arguments using APT and733

also with our TCSA results that favor the β = −4 exponent. Fig. 3.7 is in agreement with734

the numerous observations [7, 16, 24, 38] that adiabatic perturbation theory captures the735

correct Kibble–Zurek scaling in the free fermion theory and demonstrates that it applies736

also in the interacting E8 integrable model. This is evidence that the arguments of APT737

can be generalised to this nontrivial theory which in turn implies that the Kibble–Zurek738

scaling can be observed there as well.739

4 Dynamical scaling in the non-adiabatic regime740

In this section we explore the dynamical scaling aspect of the Kibble–Zurek mechanism741

in the Ising Field Theory considering two one-point functions. We focus on the energy742

density and the magnetisation, both of which are important observables in the theory.743

The energy density over the instantaneous vacuum or the excess heat density is defined744

as745

w(t) =
1

L
〈Ψ(t)|H(t)− E0(t)|Ψ(t)〉 , (4.1)

where the Hamiltonian H(t) has an explicit time dependence governed by the ramping746

22



SciPost Physics Submission

(a) Energy density, PF ramp (b) Order parameter, FP ramp

Figure 4.1: Dynamical scaling of the energy density and the magnetisation for ramps along
the free fermion line. Solid lines denote exact analytical solution while dot-dashed lines
represent TCSA results for mL = 50 extrapolated in the cutoff. (a) Energy density along
ramps of different speed in the paramagnetic-ferromagnetic direction. Inset illustrates the
need for rescaling. (b) KZ scaling of the magnetisation σ in the ferromagnetic-paramagnetic
direction. The fitted function corresponding to the instantaneous one-particle oscillation is
f(t/τKZ) = 0.612(2) cos

(
(t/τKZ)2 + 0.830(3)

)
. (Note that (t/τKZ)2 = m(t)t.)

protocol and E0(t) is the ground state of the instantaneous Hamiltonian H(t). In accor-747

dance with Eq. (2.6), the excess heat for different ramp rates is expected to collapse to a748

single scaling function:749

w(t/τKZ) = ξ−d−∆H
KZ FH(t/τKZ) = τ

−d/z−1
KZ FH(t/τKZ) = τ−2

KZFH(t/τKZ) , (4.2)

where d = 1 is the spatial dimension, ∆H = z is the scaling dimension of the energy and750

the second equation follows from τKZ = ξzKZ. For ramps along the free fermion line the751

energy density can be obtained from the solution of the exact differential equations using752

the mapping to free fermions, yielding essentially exact results.753

The magnetisation operator σ that corresponds to the order parameter has scaling754

dimension ∆σ = 1/8 hence is expected to satisfy the following scaling in the impulse755

regime (z = 1):756

〈σ(t/τKZ)〉 = τ
−1/8
KZ Fσ(t/τKZ) . (4.3)

In contrast to the energy density, the magnetisation is much harder to calculate even in757

free fermion case as it is a highly non-local operator in terms of the fermions.758

4.1 Free fermion line759

We start with the free fermion line where exact analytical results are available. In Fig.760

4.1a we observe the scaling behaviour (4.2) for several ramps from the paramagnetic to the761

ferromagnetic phase. Both the analytic calculations and the TCSA data, extrapolated in762

the cutoff, retain the scaling and the numerics agree almost perfectly with the exact results.763

The inset shows that the non-rescaled curves deviate substantially from each other.764

As Fig. 4.1a shows, the collapse of the curves is perfect even well beyond the end of the765

non-adiabatic regime, in agreement with the observation and arguments of Ref. [31]. This766

can be understood in view of the eigenstate dynamics presented in Sec. 3. The relative767

population of energy eigenstates does not change substantially in the post-impulse regime768

and the increase in energy density then is merely due to the increasing gap ∆(t) as the769
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coupling is ramped. The energy scale increases identically for all quench rates which in turn770

leads to the collapse of different curves. This argument can be formalised for the general771

setup of Sec. 2.1 as772

w(t� τKZ) ≈ nex(t) ·∆(t) ∝ τ−d/zKZ

(
t

τQ

)aνz
∝ τ−d/zKZ

(
t

τKZ

)aνz
τ−1
KZ , (4.4)

where nex is the density of defects that is constant well beyond the impulse regime and773

scales as τ−d/zKZ . The gap scales as (t/τQ)zν and we used that (τKZ/τQ)aνz ∝ τ−1
KZ. The result774

shows that w(t � τKZ) is a function of t/τKZ. In the present case a = ν = z = 1, which775

explains the linear behaviour seen in Fig. 4.1a.776

The scaling behaviour of the magnetisation (4.3) is checked in Fig. 4.1b. The scaling is777

present most notably in terms of the frequency of the oscillations beyond the non-adiabatic778

window. Due to truncation errors of the TCSA method (see Appendix C), the predicted779

scaling is not reproduced perfectly in terms of the amplitudes and neither in the first half780

of the non-adiabatic regime. This is also the reason why the various curves do not collapse781

perfectly for times t < −τKZ where the scaling should also hold according to Eq. (2.7).782

The frequency of the late time oscillations is increasing with time. The oscillations can783

be fitted with the function f(t) = A cos [m(t) · t+ φ] which demonstrates that the oscil-784

lations originate from one-particle states whose masses and thus the frequency increases785

in time with the gap. We remark that this is analogous to sudden quenches in the Ising786

Field Theory where the presence of one-particle oscillations is supported by analytical and787

numerical evidence [79, 82, 96]. The oscillations appear undamped well after the impulse788

regime t/τKZ � 1. We remark that for sudden quenches the decay rate of the oscillations789

depends on the post-quench energy density [96,97]. We expect the same to apply for ramps790

as well, but here the energy density is suppressed for slower ramps so the damping cannot791

be observed during a finite ramp. In contrast, the decay of oscillations in the dynamics of792

the order parameter after the ramp is observed in Ref. [37] in the spin chain.793

4.2 Ramps along the E8 axis794

The dynamical scaling is well understood for the free fermion model on the lattice,795

and in the previous sections we demonstrated that they apply in the continuum scaling796

limit as well. The same aspect of the other integrable direction of the Ising Field Theory is797

yet unexplored. We now present how the simple scaling arguments of the KZM apply in a798

strongly interacting model. The dynamics in the E8 model cannot be treated exactly due799

to the interactions but the numerical method of TCSA can be applied to simulate the time800

evolution. Truncation errors are expected to be less substantial since the σ perturbation801

of the CFT is more relevant and exhibits faster convergence compared to the free fermion802

model (cf. Fig. 3.7). Hence using the conformal eigenstates as a basis of the Hilbert space803

is expected to be a better approximation.804

As discussed above, the scaling is modified compared to the free fermion model due to805

the different exponent ν = 8/15, so the Kibble–Zurek time scale τKZ depends on the ramp806

time τQ as τKZ = τ
8/23
Q . We demonstrate this scaling in the following for the dynamics of807

the energy density and the magnetisation.808

Let us first discuss the scaling of the energy density presented in Fig. 4.2a. Similarly to809

the free fermion case, one observes an almost perfect collapse of the curves after crossing810

the critical point, and the collapse is sustained beyond the impulse regime where now Eq.811

(4.4) predicts a ∼ (t/τKZ)8/15 behaviour.812

Note that the above argument relies on the fact that the scaling properties of the energy813

density can be determined by considering it as the product of some defect density and a814
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(a) Energy density, E8 ramp (b) Magnetisation, E8 ramp

Figure 4.2: Dynamical scaling of the (a) energy density and (b) magnetisation in finite
ramps across the critical point along the E8 axis. The TCSA results obtained for m1L = 50

are extrapolated in the energy cutoff. The Kibble–Zurek scaling is present with τKZ ∼ τ
8/23
Q .

In panel (a) the inset shows the ‘raw’ curves without rescaling. In (b) the dashed black
line shows the exact adiabatic value [98]: 〈σ〉ad = (−1.277578 . . . ) · sgn(h)|h|1/15.

typical energy scale. For more complex quantities, such as the magnetisation for example,815

a similar argument does not apply, as Fig. 4.2b demonstrates. The curves deviate after the816

non-adiabatic regime but the collapse in the early adiabatic regime is perfect.817

5 Cumulants of work818

So far we have gained insight in the KZM by examining the instantaneous spectrum di-819

rectly and demonstrated the relevance of the Kibble–Zurek time scale in dynamical scaling820

functions of local observables. In this section we aim to demonstrate that the Kibble–Zurek821

scaling is present in an even wider variety of quantities: the full statistics of the excess heat822

(or work) during the ramp is subject to scaling laws of the KZ type as well.823

A particularly interesting result of the free fermion chain (already tested experimen-824

tally, cf. Ref. [46]) is that apart from the average density of defects and excess heat, their825

full counting statistics is also universal in the KZ sense: all higher cumulants of the respec-826

tive distribution functions scale according to the Kibble–Zurek laws [34, 38]. The scaling827

exponents depend on the protocol in the sense that they are different for ramps ending828

at the critical point (ECP) and those crossing it (TCP). As Ref. [35] demonstrates, the829

universal scaling of cumulants can be observed in models apart from the transverse field830

Ising spin chain, hence it is natural to explore their behaviour in the Ising Field Theory.831

The cumulants of excess work are defined via a generating function lnG(s):832

G(s) = 〈exp[s(H(t)− E0(t))]〉 (5.1)

where the expectation value is taken with respect to the time-evolved state. The cumulants833

κi are the coefficients appearing in the expansion of the logarithm:834

lnG(s) =
∞∑
i=1

si

i!
κi . (5.2)
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The first three cumulants coincide with the mean, the second and the third central mo-835

ments, respectively. Assuming that the generating functions satisfy a large deviation prin-836

ciple [38, 99], all of the cumulants are extensive ∝ L. Consequently, we are going to focus837

on the κi/L cumulant densities.838

Elaborating on the framework of adiabatic perturbation theory presented in Sec. 2.3, we839

can argue that the scaling behaviour of the cumulants of the excess heat are not sensitive840

to the presence of interactions in the E8 model and take a route analogous to Ref. [38]841

to obtain the KZ exponents. The core of the argument is the following: the Kibble–Zurek842

scaling within the context of APT stems from the rescaling of variables (2.22) which yields843

Eq. (2.25) from Eq. (2.21). The rescaling concerns the momentum variable that originates844

from the summation over pair states.845

Now consider that cumulants can be expressed as a polynomial of the moments of the846

distribution:847

κn = µn +
∑
λ`n

αλ

k∏
i=1

µni (5.3)

where λ = {n1, n2, . . . , nk} is a partition of the integer index n with |λ| = k ≥ 2, and αλ848

are integer coefficients. The moments are defined for the excess heat as849

µn = 〈[H − E0]n〉 . (5.4)

Let us note that the integration variable subject to rescaling in Eq. (2.22) originates from850

taking the expectation value. Consequently, in the limit τQ → ∞ terms consisting of851

powers of lower moments are suppressed compared to µn, because they are the product852

of multiple integrals of the form (2.25). So the scaling behaviour of κn equals that of µn,853

which is defined with a single expectation value, hence its scaling behaviour is given by854

the calculation in Sec. 2.3. We remark that this line of thought is completely analogous to855

the arguments of Ref. [38]. According to the above reasoning, all cumulants of the work856

and quasiparticle distributions in the E8 model should decay with the same power law as857

τQ →∞.858

To put the claims above to test, we follow the presentation of Ref. [38] and we discuss859

the two different scaling for the cumulants: first considering ramps that end at the critical860

point then examining ramps that navigate through the phase transition.861

5.1 ECP protocol: ramps ending at the critical point862

For ramps that end at the critical point one may apply the scaling form in (2.6) since863

the final time of such protocols corresponds to a fixed t/τKZ = 0. The resulting naive scaling864

dimension of a work cumulant κn is then easily obtained since it contains the product of865

n Hamiltonians with dimension ∆H = z = 1. Consequently, we expect866

κn/L ∝ τ−d/z−nKZ ∝ τ
−aν(d+nz)

aνz+1

Q , (5.5)

where we used Eq. (2.2). However, the arguments of adiabatic perturbation theory [38] as867

outlined in Sec. 2.3 demonstrate that this naive scaling is true only if the corresponding868

quantity is not sensitive to the high-energy modes. However, using APT one can express869

the cumulants similarly to the defect density in Eq. (2.25). If the corresponding rescaled870

integral does not converge that means the contribution from high-energy modes cannot871

be discarded and the resulting scaling is quadratic with respect to the ramp velocity: τ−2
Q .872

The crossover happens when aν(d+nz)/(aνz+1) = 2; for smaller n the KZ scaling applies873

while for larger n quadratic scaling applies with logarithmic corrections at equality [22].874
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Figure 5.1: Cumulant densities for linear ramps on the free fermion line starting in the
paramagnetic phase and ending at the QCP: a comparison between the numerically exact
solution (solid lines) in the thermodynamic limit and cutoff-extrapolated TCSA data in
different volumes (symbols). For both approaches κ3/L is plotted a decade lower for better
visibility.

Figure 5.2: Cumulant densities for ECP ramps on the E8 integrable line: cutoff-extrapolated
TCSA data and the expected KZ scaling from dimension counting. The scaling exponents
are 16/23, 24/23 and 32/23, respectively.

For the free fermion line ν = 1 (a = d = z = 1) and the crossover cumulant index is875

n = 3. Fig. 5.1 justifies the above expectations for the three lowest cumulants by comparing876

the numerically exact solutions to TCSA results. TCSA is most precise for moderately slow877

quenches and the first two cumulants. There is notable deviation from the exact results in878

the case of the third cumulant although the scaling behaviour is intact. The deviation does879
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Figure 5.3: The first two cumulant densities for linear ramps crossing the QCP along the
E8 integrable line: the symbols represent cutoff-extrapolated TCSA data while the solid
lines show the expected KZ scaling ∼ τ−8/23

Q .

not come as a surprise since the fact that the integral of adiabatic perturbation theory does880

not converge means that there is substantial contribution from all energy scales including881

those that fall victim to the truncation.882

Fig. 5.1 also demonstrates that for very slow quenches finite size effects can spoil the883

agreement between exact results and TCSA. This is the result of the onset of adiabaticity884

(cf. Fig. 3.6a).885

We expect identical scaling behaviour from the other integrable direction of the Ising886

Field Theory in terms of τKZ that translates to a different power-law dependence on τQ.887

Indeed this is what we observe in Fig. 5.2. In this case there is no exact solution available888

hence solid lines denote the expected scaling law instead of the analytic result. The figure889

is indicative of the correct scaling although finite volume effects are more pronounced as890

the duration of the ramps is larger than earlier.891

5.2 TCP protocol: ramps crossing the critical point892

For slow enough ramps that cross the critical point and terminate at a given finite893

value of the coupling which lies far from the non-adiabatic regime where (2.6) applies, the894

excess work density scales identically to the defect density. This is due to the fact that895

the gap that defines the typical energy of the defects is the same for ramps with different896

τQ and the excess energy equals energy scale times defect density. It is demonstrated in897

Ref. [38] that higher cumulants of the excess work share a similar property: their scaling898

dimension coincides with that of the mean excess work, consequently all cumulants of the899

defect number and the excess work scale with the same exponent. As we argued above,900

this claim is expected to be more general than free theories and in particular we claimed901

that it holds in the E8 model.902

Fig. 5.3 demonstrates the validity of this statement for the second cumulant. In line903

with the reasoning presented earlier (cf. Eq. (5.3) and below), the subleading terms are904

more prominent than in the case of the first cumulant (the excess heat) and KZ scaling905
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is observable only for larger τQ. Higher cumulants do not exhibit the same scaling within906

the quench time window available for TCSA calculations. Due to the increasing number907

of terms in the expressions with moments for the nth cumulant κn, we expect that the908

Kibble–Zurek scaling occurs for larger and larger τQ, on time scales that are not amenable909

to effective numerical treatment as of now. Nevertheless, the behaviour of the second910

cumulant still serves as a nontrivial check of the assumptions that were used in Sec. 2.3 to911

apply APT to the E8 model. As the argumentation did not rely explicitly on the details of912

the interactions in the E8 theory, rather on the more general scaling behaviour of the gap913

(2.23) and the matrix element (2.24), we expect that a similar behaviour of the cumulants914

is observable in other interacting models exhibiting a phase transition.915

6 Conclusions916

In this paper we investigated the Kibble–Zurek scaling in the context of continuous917

quantum phase transitions in the Ising Field Theory. The KZ scaling describes the uni-918

versal dependence of a range of observables on the quench rate and it is connected to919

the breakdown of adiabatic behaviour due to a critical slowing down near the phase tran-920

sition. The Ising Field Theory accommodates two types of universality in terms of the921

static critical exponent ν that corresponds to two integrable models for a specific choice922

of parameters in the space of couplings. One of them describes a free massive Majorana923

fermion and it exhibits a completely analogous KZ scaling to the transverse field Ising924

chain that can be mapped to free fermions. Building on the lattice results, we expressed925

the nonequilibrium dynamics through the solution of a two-level problem and explored the926

Kibble–Zurek mechanism in terms of instantaneous eigenstates and various observables,927

including local operators and cumulants of the distribution of the statistics of work.928

We have shown that the adiabatic-impulse-adiabatic scenario is qualitatively correct929

at the most fundamental level of quantum state dynamics. That is, in the sense that we930

can identify a non-adiabatic “impulse” regime where the most substantial change in the931

population of eigenstates happens, preceded and followed by a regime of adiabatic dynamics932

where these populations are approximately constant. We demonstrated that the relative933

length of the impulse regime compared to the duration of the ramp decreases as the time934

parameter of the ramp τQ increases. This decrease happens according to the scaling forms935

dictated by the Kibble–Zurek mechanism. Although this simple picture has been put to936

test from many aspects in earlier works, the observation that it applies at the fundamental937

level of quantum states is still noteworthy.938

We established parallelisms between the lattice and continuum dynamics for an ex-939

tended set of scaling phenomena from the dynamical scaling of local observables to the940

universal behaviour of higher cumulants of the work. These analogies do not come as941

a surprise but their analysis in a field theoretical context is a novel result. Apart from942

generalizing recently understood phenomena on the lattice to the continuum, these obser-943

vations serve as a benchmark for our numerical method, the Truncated Conformal Space944

Approach. Comparing with analytical solutions available in the free fermion theory, we945

have illustrated the capacity of this method to capture the intricate quantum dynamics946

behind the Kibble–Zurek scaling near quantum critical points. In spite of operating in947

finite volume, it is capable of demonstrating the presence of scaling laws within a wide in-948

terval of the time parameter τQ without substantial finite size effects. This is of paramount949

importance in the demonstration that the KZ scaling is not limited to the noninteracting950

dynamics within the Ising Field Theory.951

The second integrable direction in the coupling space of the IFT corresponds to the952
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famous E8 model with its affluent energy spectrum exhibiting eight stable particle states.953

One of the essential results of our work is that the Kibble–Zurek mechanism is able to954

account for the universal scaling of this strongly interacting model near the quantum955

critical point. In order to have a solid case for this observation, we elaborated on the956

framework of adiabatic perturbation theory and applied its basic concepts to the E8 model.957

While a refined version of the originally suggested adiabatic-impulse-adiabatic scenario958

predicts universal dynamical scaling of local observables in the non-adiabatic regime (which959

we also verified using TCSA, see Sec. 4), employing APT to address the nonequilibrium960

dynamics provides perturbative arguments for the universal scaling of the full counting961

statistics of the excess heat and number of quasiparticles. This reasoning has been used962

recently to explain the universal scaling of work cumulants in a free model [38]. In this963

work we have taken the next step and discussed its implications for the interacting E8 field964

theory. We argued that the interactions do not alter the universal scaling of cumulants965

and demonstrated this in Sec. 5 for the first cumulants both for end-critical and trans-966

critical ramp protocols. We remark that our argument is in fact quite general and mostly967

relies on the small density induced by the nonequilibrium protocol. Since the KZ scaling968

predicts that the dynamics is close to adiabatic as τQ →∞, this is a sensible assumption.969

Consequently, the result is expected to hold generally, i.e. all cumulants of the excess970

work should scale with the scaling exponents predicted by adiabatic perturbation theory971

irrespective of the interactions in the model.972

We note that there are several possible future directions. It is particularly interesting973

to test the scaling behaviour of “fast but smooth” ramps versus sudden quenches in the974

coupling space of field theoretical models [100–103]. The presence of universal scaling at975

fast quench rates is remarkable though to implement an infinitely smooth ramp in an976

interacting theory that is not amenable to exact analytic treatment is not trivial. Another977

fruitful direction to take is the exploration of nonintegrable regimes within the Ising Field978

Theory and examine the interplay between the physics related to integrability breaking979

and the Kibble–Zurek scenario. Our findings suggest that the latter is in fact quite general980

but its validity in a generic non-integrable scenario remains to be tested.981
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A Application of the adiabatic perturbation theory to the E8991

model992

To use the framework of adiabatic perturbation theory in the E8 model we assume that993

the time-evolved state can be expressed as994

|Ψ(t)〉 =
∑
n

αn(t) exp{−ıΘn(t)} |n(t)〉 , (A.1)

with the dynamical phase factor Θn(t) =
∫ t
ti
En(t′) dt′. We also assume that there is no995

Berry phase and thus to leading order in the small parameter λ̇ the αn coefficients take996

the form997

αn(λ) ≈
∫ λ

λi

dλ′
〈
n(λ′)

∣∣ ∂λ′ ∣∣0(λ′)
〉

exp
{
ı(Θn(λ′)−Θ0(λ′))

}
. (A.2)

Higher derivatives as well as higher order terms in λ̇ are neglected from now on.998

The αn coefficients can be used to formally express quantities that have known matrix999

elements on the instantaneous basis of the Hamiltonian:1000

〈O(t)〉 =
∑
m,n

α∗m(λ(t))αn(λ(t))Omn . (A.3)

In what follows, we present the evaluation of this sum - approximately, under conditions1001

of low energy density discussed in the main text - for the case of O(t) = H(t) − E0(t) in1002

the E8 model. To generalise this calculation to the defect density or to higher moments of1003

the statistics of work function is straightforward. The work density (or excess heat density)1004

after the ramp reads1005

w(λf) =
1

L

∑
n

(En(λf)− E0(λf)) |αn(λf)|2 . (A.4)

The spectrum of the model consists of 8 particle species Aa, a = 1, . . . , 8 with masses ma.1006

The energy and momentum eigenstates are the asymptotic states of the model labelled by1007

a set of relativistic rapidities {ϑ1, ϑ2, . . . ϑN} and particle species indices {a1, a2, . . . aN}:1008

|n〉 = |ϑ1, ϑ2, . . . ϑN 〉a1,a2,...aN , (A.5)

with energy En =
∑N

i=1mai cosh(ϑi) and momentum pn =
∑N

i=1mai sinh(ϑi). The sum-1009

mation in Eq. (A.4) in principle goes over the infinite set of asymptotic states. As discussed1010

in the main text, for low enough density we can approximate the sum in Eq. (A.4) with1011

the contribution of one- and two-particle states, analogously to the calculation in the sine–1012

Gordon model in Ref. [17].1013

A.1 One-particle states1014

Contribution of the one-particle states can be expressed as1015

w1p = lim
L→∞

1

L

8∑
a=1

ma|αa(λf)|2 , (A.6)

where ma is the mass of the particle species a and the summation runs over the eight1016

species. We can write the coefficient αa as1017

αa(λf) =

∫ λf

λi

dλ 〈{0}a(λ)| ∂λ |0(λ)〉 exp

{
ıτQ

∫ λ

λi

dλ′ma(λ
′)

}
, (A.7)
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where 〈{0}a(λ)| denotes the asymptotic state with a single zero-momentum particle. The1018

matrix elements and masses depend on λ through the Hamiltonian that defines the spec-1019

trum. The matrix element can be evaluated as1020

〈{0}a(λ)| ∂λ |0(λ)〉 = −〈{0}a(λ)|V |0(λ)〉
ma(λ)

. (A.8)

For an E8 ramp that conserves momentum, V is the integral of the local magnetisation1021

operator σ(x): V =
∫ L

0 σ(x)dx. Utilizing this we further expand1022

〈{0}a(λ)| ∂λ |0(λ)〉 = − LF σ∗a (λ)

ma(λ)
√
ma(λ)L

, (A.9)

where the square root in the denominator emerges from the finite volume matrix element1023

[104] and F σa is the (infinite volume) one-particle form factor of the magnetisation operator.1024

It only depends on the coupling λ through its proportionality to the vacuum expectation1025

value of σ. The particle masses scale as the gap: ma(λ) = Ca|λ|zν , where Ca are some1026

constants. This allows us to write1027

|αa(λf)|2 = L

∣∣∣∣∣
∫ λf

λi

dλ
F̃ σ∗a λ2ν−1

C
3/2
a |λ|3/2zν

exp

{
ıτQ

∫ λ

λi

dλ′Ca|λ′|zν
}∣∣∣∣∣

2

. (A.10)

We can perform the integral in the exponent that leads to a τQ|λ|1+zν dependence there.1028

To get rid of the large τQ factor in the denominator, we introduce the rescaled coupling ζ1029

with1030

ζ = λτ
1

1+zν

Q . (A.11)

The change of variables yields1031

|αa(λf)|2 = Lτ
− ν(4−3z)

1+zν

Q

∣∣∣∣∫ ζf

ζi

C̃asgn(ζ)|ζ|2ν−1−3/2zν exp
{
ıC ′a|ζ|1+zν

}∣∣∣∣2 , (A.12)

where C̃a and C ′a are constants that depend on Ca, the one-particle form factors and1032

the critical exponents. We note the integral is convergent for large ζ due to the strongly1033

oscillating phase factor and also for ζ → 0 since 2ν−1−3/2zν = −11/15 in the E8 model.1034

Substituting z = 1 in the exponent of τQ leads to the correct KZ exponent of a relativistic1035

model, ν/(1 + ν).1036

A.2 Two-particle states1037

The contribution of a two-particle state with species a and b is going to be denoted wab1038

and reads1039

wab(λf) =
1

L

∑
ϑ

(ma coshϑ+mb coshϑab)|αϑ(λf)|2 , (A.13)

where ϑab is a function of ϑ determined by the constraint that the state has zero overall1040

momentum. The summation goes over the rapidities that are quantised in finite volume L1041

by the Bethe–Yang equations:1042

Qi = maiL sinhϑi +
N∑
j 6=i

δaiaj (ϑi − ϑj) = 2πIi , (A.14)

where Ii are integers numbers and1043

δab = −ı logSab (A.15)
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is the scattering phase shift of particles of type a and b. For a two-particle state Eq. (A.14)1044

amounts to two equations of which only one is independent due to the zero-momentum1045

constraint. It reads1046

Q̃(ϑ) = maL sinhϑ+ δab(ϑ− ϑab) = 2πI , I ∈ Z . (A.16)

In the thermodynamic limit L → ∞ the summation is converted to an integral with the1047

integral measure dϑ
2π ρ̃(ϑ), where ˜ρ(ϑ) is the density of zero-momentum states defined by1048

ρ̃(ϑ) =
∂Q̃(ϑ)

∂ϑ
= maL coshϑ+

(
1 +

ma coshϑ

mb coshϑab

)
Φab(ϑ− ϑab) , (A.17)

where Φ(ϑ) is the derivative of the phase shift function. The resulting integral is1049

1

L

∫ ∞
−∞

dϑ

2π
ρ̃(ϑ)|αϑ(λf)|2 . (A.18)

The αϑ(λf) term can be expressed as (cf. Eq. (A.2)1050

αϑ(λf) =

∫ λf

λi

dλ 〈{ϑ, ϑab}ab(λ)| ∂λ |0(λ)〉 exp

{
ıτQ

∫ λ

λi

dλ′
[
ma(λ

′) coshϑ+mb(λ
′) coshϑab

]}
.

(A.19)
Analogously to the one-particle case we can evaluate the matrix element in the E8 field1051

theory as1052

−
L 〈{ϑ, ϑab}ab(λ)|σ(0) |0(λ)〉L

En(λ)− E0(λ)
= −

LF σ∗ab (ϑ, ϑab)

(En(λ)− E0(λ))
√
ρab(ϑ, ϑab)

, (A.20)

where F σab(ϑ1, ϑ2) is the two-particle form factor of operator σ in the E8 field theory and1053

the density factor is the Jacobian of the two-particle Bethe–Yang equations (A.14) arising1054

from the normalisation of the finite-volume matrix element [104]. It can be expressed as1055

ρab(ϑ1, ϑ2) = maL coshϑ1mbL coshϑ2+(maL coshϑ1+mbL coshϑ2)Φab(ϑ1−ϑ2) . (A.21)

Observing Eqs. (A.17) and (A.21) one finds that the details of the interaction enter via the1056

derivative of the phase shift function but crucially, they are of order 1/L compared to the1057

free field theory part. So leading order in L we find that1058

wab(λf) =

∫ ∞
−∞

dϑ

2π
(ma(λf) coshϑ+mb(λf) coshϑab)ma(λf) coshϑ×

×

∣∣∣∣∣
∫ λf

λi

dλ
F σ∗ab (ϑ, ϑab)

(ma(λ) coshϑ+mb(λ) coshϑab)
√
ma(λ)mb(λ) coshϑ coshϑab

×

(A.22)

× exp

(
ıτQ

∫ λ

λi

dλ′
(
ma(λ

′) coshϑ+mb(λ
′) coshϑab

))∣∣∣∣2 +O(1/L) .

A change of variables in the outer integral to the one-particle momentum p = ma sinhϑ1059

we obtain1060

wab =

∫ ∞
−∞

dp

2π
Ep(λf)

∣∣∣∣∫ dλG(ϑ) exp

(
ıτQ

∫
dλ′Eϑ(λ′)

)∣∣∣∣2 . (A.23)

Now we can introduce the momentum p in the inner integral as well by noting that the1061

energy can be expressed as a function of momentum via the relativistic dispersion and that1062
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the relativistic rapidity also ϑ = arcsinh(p/m). Since m ∝ |λ|zν with z = 1 any expression1063

that is a function of ϑ can be expressed as a function of p/|λ|ν . Having this in mind, the1064

result is analogous to the free case so all the machinery developed there can be used. The1065

key assumptions from this point regard the scaling properties of the energy gap and the1066

matrix element G(ϑ) in this brief notation:1067

Ep(λ) = |λ|zνF (p/|λ|ν) (A.24)

G(ϑ) = λ−1G(p/|λ|ν) . (A.25)

These equations are trivially satisfied with the proper asymptotics for F (x) ∝ xz. For G(x)1068

one can verify using that in the E8 model we have1069

lim
L→∞

〈{ϑ, ϑab}(λ)| ∂λ |0(λ)〉L =
〈σ〉F σ∗ab (ϑ, ϑab)√

ma coshϑmb coshϑab(ma coshϑ+mb coshϑab)

=λ1/15−8/15−8/15G(ϑ) = λ−1G(ϑ) , (A.26)

where we neglected the O(1/L) term from the finite volume normalisation and used 〈σ〉 ∝1070

λ1/15, m ∝ λ8/15. Fab(ϑ, ϑab) is the two-particle form factor of the E8 theory that does not1071

depend on the coupling. They satisfy the asymptotic bound [89]:1072

lim
|ϑi|→∞

F σ(ϑ1, ϑ2 . . . , ϑn) ≤ exp(∆σ|ϑi|/2) . (A.27)

Since the matrix elements considered here are of zero-momentum states, ϑ → ∞ means1073

ϑab → −∞ and F σab(ϑ, ϑab) ≤ exp(∆σϑ) as the form factors depend on the rapidity dif-1074

ference. Dividing by the factor exp(2ϑ) in the denominator yields the correct asymptotics1075

G(x) ∝ x∆−2 = x−1/ν as an upper bound due to Eq. (A.27). We remark that the scaling1076

forms (A.24) hold true for any value of the coupling λ in the field theory, in contrast to1077

the lattice where they are valid only in the vicinity of the critical point. From this per-1078

spective Eq. (A.24) follows from the definition of the field theory as a low-energy effective1079

description of the lattice model near its critical point.1080

As a consequence, one can introduce new variables in place of λ and p such that the1081

explicit τQ dependence disappears from the integrand. This is achieved by the following1082

rescaling:1083

η = pτ
ν

1+zν

Q , ζ = λτ
1

1+zν

Q . (A.28)

The result for the energy density is1084

wab = τ
− ν

1+zν

Q

∫ ∞
−∞

dη

2π
E
p=ητ

− ν
1+zν

Q

(λf) |α(η)|2 . (A.29)

In terms of scaling there are two options: first, let |λf| 6= 0 hence ζf →∞ in the KZ scaling1085

limit τQ → ∞. Then the energy gap at p → 0 is a constant and Ep=0(λf) can be brought1086

in front of the integral. If it converges, Eq. (A.29) completely accounts for the KZ scaling.1087

Second, if |λf| = 0, the energy gap is Ep ∝ pz and an additional factor of τ
− ν

1+zν

Q appears1088

in front of the integral. Note that this is the scaling of κ1 on Fig. 5.2. The high-energy tail1089

of the integrand is modified due to the extra term of ηz from the energy gap. This leads1090

to a convergence criterion such that once again the crossover to quadratic scaling happens1091

when the exponent of τQ in front of the integral is less then −2. It is easy to generalise1092

this argument to the nth moment of the statistics of work which amounts to substituting1093

Enp instead of Ep to Eq. (A.29). As argued in the main text, this is the leading term in the1094

nth cumulant of the distribution as well, that concludes the perturbative reasoning behind1095

the results of Sec. 5.1096
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B Ramp dynamics in the free fermion field theory1097

The non-equilibrium dynamics of the transverse field Ising chain is thoroughly studied1098

in the literature. Due to the factorisation of the dynamics to independent fermionic modes1099

solving the time evolution amounts to the treatment of a two-level problem parametrised1100

by the momentum k. This two-level problem can be mapped to the famous Landau–Zener1101

transition with momentum-dependent crossing time. Its exact solution is known and yields1102

a particularly simple expression for the excitation probability of low-momentum modes pk1103

(or |α(k)|2 with the notation of adiabatic perturbation theory, cf. Sec. 2.3) in the limit1104

τQ → ∞. Then the KZ scaling of various quantities follows [8, 13] and extends to the full1105

counting statistics of defects [34] and excess heat [38]. For a finite Landau–Zener problem1106

one can express the solution in terms of Weber functions [24,31] or for a generic nonlinear1107

ramp profile as the solution of a differential equation [52,99].1108

To generalise the analytical solution on the chain to the free field theory we performed1109

the scaling limit on the expressions of Ref. [52]. We remark that in the works cited above1110

there are several parallel formulations of this problem on the chain each with a slightly1111

different focus. Our choice to use this specific one in the continuum limit is arbitrary but1112

the result is the same for all frameworks. We use the following notation: c(†)
k denotes the1113

Fourier transformed fermionic (creation)-annihilation operators obtained by the Jordan–1114

Wigner transformation. In each mode k, η(†)
k are the quasiparticle ladder operators and we1115

use η(†)
k,i to refer to the operators that diagonalise the Hamiltonian initially before the ramp1116

procedure. The operators c and η are related via the Bogoliubov transformation1117

ηk = Ukck − ıVkc†−k , (B.1)

where the coefficients are Uk = cos θk/2 and Vk = sin θk/2 with1118

exp(ıθk) =
g − exp(ık)√

1 + g2 − 2g cos k
. (B.2)

From a dynamical perspective U and V relate the adiabatic (instantaneous) free fermions1119

and quasiparticles, hence we are going to refer to them as adiabatic coefficients. The dy-1120

namics can be solved in the Heisenberg picture using the Ansatz1121

ck(t) = uk(t)ηk,i + ıv∗−k(t)η
†
k,i . (B.3)

The Heisenberg equation of motion yields a coupled first order differential equation system1122

for the time-dependent Bogoliubov coefficients that can be decoupled as [52]:1123

∂2

∂t2
yk(t) +

(
Ak(t)

2 +B2
k ± ı

∂

∂t
Ak(t)

)
yk(t) = 0 , (B.4)

where the upper and lower signs correspond to yk(t) = uk(t) and yk(t) = v∗−k(t) respec-1124

tively, and Ak(t) = 2J(g(t)− cos k) and Bk = 2J sin k. To connect with the expression for1125

the time-evolved k mode in the main text,1126

|Ψ(t)〉k = ak(t) |0〉k,t + bk(t) |1〉k,t , (B.5)

we have to express ak(t) and bk(t) with the time-dependent Bogoliubov coefficients. To1127

do so, first one has to perform a Bogoliubov transformation that relates the quasiparticle1128

operators ηk,i defined by the initial value of coupling gi to the instantaneous operators ηk,t1129
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that are given by g(t), then substitute Eq. (B.3) to account for the dynamics. The result1130

can be simply expressed as the following scalar products:1131

ak(t) =
(
Uk −Vk

)( uk(t)
v∗−k(t)

)
, bk(t) =

(
Vk Uk

)( uk(t)
v∗−k(t)

)
(B.6)

where Uk and Vk are defined by Eq. (B.2) using the ramped coupling g(t). The population1132

of the mode k is given by nk(t) = |bk(t)|2. Notice that the slight difference between Eq.1133

(B.6) and the notation of Refs. [24, 31] is due to a different convention of the Bogoliubov1134

transformation.1135

To take the continuum limit, one has to apply the prescriptions detailed in Sec. 2.2 to1136

Eq. (B.4). Denoting the momentum of field theory modes with p we get1137

Ap(t) = M(t) , Bp = p , (B.7)

where M(t) is the time-dependent coupling of the field theory. The initial conditions read1138

up(t = 0) = Up ,
∂

∂t
up(t)

∣∣∣∣
t=0

= −ıMiUp − ıpV−p (B.8)

v∗−p(t = 0) = V−p ,
∂

∂t
v∗−p(t)

∣∣∣∣
t=0

= −ıpUp + ıMiV−p , (B.9)

where the adiabatic coefficients U and V are defined by the initial coupling Mi via the1139

expressions1140

Up = +

√
1

2
+

M

2
√
p2 +M2

(B.10)

and1141

Vp =


+
√

1
2 −

M

2
√
p2+M2

for p ≤ 0 ,

−
√

1
2 −

M

2
√
p2+M2

for p > 0 .
(B.11)

We remark that for a linear ramp profile one can express the solution exactly using the1142

parabolic Weber functions [52]. However, for practical purposes we opted for the numerical1143

integration of Eq. (B.4). The results of Sec. 3.1 are obtained by solving the differential1144

equations substituting the quantised momenta for p. As the excitation probability of a mode1145

p is suppressed as np ∝ exp
(
−πτQp2/m

)
, we calculated the solution up to a momentum1146

cut-off pmax/m = 2π. At volume L = 50 this amounts to 100 modes in the two sectors1147

together.1148

For the intensive quantities considered in Secs. 4 and 5 we worked in the thermody-1149

namic limit L → ∞ where the sum over momentum modes is converted to an integral.1150

Calculating the excitation probabilities of several modes up to a cutoff pmax/m = 30 we1151

used interpolation to obtain a continuous np function. This was used in the momentum1152

integrals that yield the energy density and its higher cumulants. The need for the higher1153

cutoff stems from the fact that np is multiplied with higher powers of the dispersion relation1154

for higher cumulants.1155

C TCSA: detailed description, extrapolation1156

C.1 Conventions and applying truncation1157

The Truncated Conformal Space Approach was developed originally by Yurov and1158

Zamolodchikov [63,64]. It constructs the matrix elements of the Hamiltonian of a perturbed1159

36



SciPost Physics Submission

Ncut matrix size Ncut matrix size Ncut matrix size
25 1330 35 9615 45 56867
27 1994 37 14045 47 78951
29 3023 39 20011 49 110053
31 4476 41 28624 51 151270
33 6654 43 40353 53 207809

Table C.1: Matrix size vs. cutoff

CFT in finite volume L on the conformal basis. For the Ising Field Theory the critical point1160

is described in terms of the c = 1/2 minimal CFT and adding one of its primary fields φ1161

as a perturbation yields the dimensionless Hamiltonian:1162

H/∆ = (H0 +Hφ)/∆ =
2π

l

(
L0 + L̄0 − c/12 + κ̃

l2−∆φ

(2π)1−∆φ
Mφ

)
, (C.1)

where ∆ is the mass gap opened by the perturbation, l = ∆L the dimensionless volume1163

parameter and ∆φ is the sum of left and right conformal weights of the primary field φ. The1164

matrix elements of H are calculated using the eigenstates of the conformal Hamiltonian1165

H0 as basis vectors:1166

H0 |n〉 =
2π

L

(
L0 + L̄0 −

c

12

)
|n〉 = En |n〉 , (C.2)

where c = 1/2 is the central charge. The truncation is imposed by the constraint that1167

only vectors with En < Ecut are kept, where Ecut is the cut-off energy. It is convenient to1168

characterise the cut-off with the L0 + L̄0 eigenvalue N instead of the energy as it is related1169

to the conformal descendant level. Table C.1 contains the number of states with1170

N − c

12
< Ncut ≡

L

2π
Ecut (C.3)

for the range of cut-offs that were used in this work. We remark that the maximal conformal1171

descendant level Nmax is related to the cut-off parameter as Nmax = (Ncut − 1)/2.1172

C.2 Extrapolation details1173

To reduce the truncation effects, we employ the cut-off extrapolation scheme developed1174

in Ref. [73]. A detailed description of this scheme is presented in Ref. [79], here we merely1175

discuss its application to the quantities considered in the main text. For some observable1176

O the dependence on the cut-off parameter Ncut is expressed as a power-law:1177

〈O〉 = 〈O〉TCSA +AN−αOcut +BN−βOcut + . . . . (C.4)

The exponents α < β depend on the observable O, the operator that perturbs the CFT,1178

and on those entering the operator product expansion of the above two. For the excess1179

energy and the magnetisation one-point function as well as the overlaps it is straightforward1180

to apply this recipe to obtain the leading and subleading exponents. In the case of higher1181

cumulants of the excess heat there is no existing formula. However, as they can be expressed1182

as the sum of products of energy levels and overlaps, the leading and subleading exponents1183

coincide with those of the first cumulant, i.e. the excess heat. The exponents are summarised1184

in Table C.2. Sampling the dynamics using different cut-off parameters we obtained the1185

extrapolated results by fitting the expression Eq. (C.4) to our data. In certain cases the1186

fit with two exponents proved to be numerically unstable reflected by large residual error1187
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Free fermion model E8 model
Observable Leading Subleading Leading Subleading

κn -1 -2 -11/4 -15/4
σ -1 -2 -7/4 -11/4

Overlap -1 -2 -11/4 -15/4

Table C.2: Extrapolation exponents

of the estimated fit coefficients. In these cases, only the leading exponent was used. For1188

dynamical one-point functions the extrapolation procedure was applied in each “time slice”.1189

As evident from the exponents, the E8 model exhibits faster convergence in terms of the1190

cut-off. However, in most of the cases the extrapolation scheme yields satisfactory results1191

in the FF model as well, with the notable exception of the magnetisation, as discussed in1192

the main text. Let us now present how the extrapolation works for various quantities to1193

illustrate its preciseness and limitations.1194

Let us start with calculations concerning dynamics on the free fermion line. Out of the1195

two dynamical one-point functions, the order parameter is more sensitive to the TCSA1196

cut-off. Fig. C.1. presents an example of the cut-off extrapolation for this quantity with1197

MiL = 50 and MiτQ = 128. The extrapolation error (denoted by a grey band around1198

the curve) is relatively large and partly explains the lack of dynamical scaling before the1199

impulse regime in Fig. 4.1b. We remark that in this case the two-exponent fit was unstable1200

hence only the leading term of Eq. (C.4) was used. The dependence on the cut-off is less1201

drastic for shorter ramps.1202

The energy density exhibits much faster convergence in terms of cut-off in both models.1203

It is in fact invisible on the scale of Figs. 4.1a and 4.2a, consequently we do not present1204

the details of their extrapolation here. To make contrast with Fig. C.1, we illustrate with1205

Fig. C.2 that the time evolution of the magnetisation operator is captured much more1206

accurately by TCSA in the E8 model. The two-exponent fit is numerically stable in this1207

case hence we use both the leading and the subleading exponent to determine the infinite1208

cut-off result. The change between data obtained using different cut-off parameters and the1209

extrapolation error falls within the range of the line width in almost the whole duration of1210

the ramp.1211

Apart from dynamical expectation values of local observables, we also discussed higher1212

cumulants of work in the main text. Although the use of TCSA to directly calculate such1213

quantities is unprecedented, based on the discussion following Eq. (C.4) we expect that1214

the same expression accounts for the cut-off dependence as in the case of local observables.1215

This is what we find inspecting Fig. C.3. The depicted data is a small subset of all the1216

extrapolations whose results are presented in the main text but they convey the general1217

message that cumulants can be obtained accurately using TCSA. The relative error in the1218

extrapolated value is typically in the order of 1 − 3% for cumulants in the free fermion1219

model (with an increase towards higher cumulants) and around 0.1−0.7% in the E8 model.1220
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Figure C.1: Details of the extrapolation for the dynamical one-point function of the order
parameter for a ferromagnetic-paramagnetic ramp along the free fermion line withmL = 50
and mτQ = 128. Raw TCSA data are plotted in dot-dashed lines in the main figures, the
cut-off parameter is in the range Ncut = 35 . . . 51. Extrapolated data is denoted by solid
lines, with the residual error as a grey shading. Dashed red lines correspond to the time
instants that are detailed in the subplots. Green diamonds denote raw data as a function
of N−1

cut where −1 is the leading exponent. Red dashed lines denote the fitted function.
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Figure C.2: Details of the extrapolation for the dynamical one-point function of the mag-
netisation ramp along the E8 line with m1L = 50 and m1τQ = 128. Notations and range
of cut-offs is the same as in Fig. C.1. Note the range of the y axis in the subplots.

(a) FF ECP ramp, κ1, mL = 40 (b) FF ECP ramp, κ3, mL = 70

(c) E8 ECP ramp, κ2, mL = 65 (d) E8 TCP ramp, κ1, mL = 55

Figure C.3: Extrapolation of various work cumulants for various protocols. The plots are
typical of the overall picture of extrapolating overlaps obtained using TCSA.
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