Dear Editor(s),

We would like to thank you again for considering our submission titled “NISQ Algorithm for Hamiltonian
Simulation via Truncated Taylor Series” for publication in Scipost. We would also like to extend our gratitude
to the referees for their second round of valuable feedback and reports. We have addressed their comments in
the reply below, and edited the manuscript accordingly.

We hope that the improved manuscript is fit for publication in Scipost.

Yours sincerely,
J.W.Z. Lau, T.Haug, and L. C. Kwek, K. Bharti
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The response to point 2 in my previous report is not reflected in any changes in the manuscript. (In
the thirds step of the description of the algorithm At is chosen based on knowledge of the eigenvalues
of H, however diagonalizing a many-body Hamiltonian is a challenging task in its own right, and this
knowledge should not be assumed.)

We thank the referee for pointing out the missing change in the manuscript and sincerely apologize
for this oversight. We have updated the manuscript accordingly, and the change is found in the
highlighted portion on page 2 on the updated manuscript. We reproduce the change here:

“At should be chosen smaller than all relevant timescales of the Hamiltonian H to be simulated.
This requires knowledge of the spectrum of H, which in general is not available. However, we can
find appropriate values for At in an heuristic manner. In our algorithm, the evolution with At is
performed on a classical computer only and thus we can choose any value for At without requiring
any quantum computational cost. Thus, we can simply evolve with a very small value for At. To
verify it is small enough, we can repeat the classical evolution for an even smaller value such as At/2.
If the results for both At and At/2 match, we can assume that the value for At is appropriate.”

The authors have not replied to point 5 in my previous report. (It is shown in figures 2 and 3 that
a choice of K = 3 saturates the fidelity even for very long times for the respective models. This is
a striking feature that is not discussed in detail. Should one expect such a saturation to happen
for more general models? Under which conditions? Or is it a consequence of the simplicity of the
considered models?)

We thank the reviewer for the comment. For our algorithm, only two types of errors can enter the
algorithm. First, the error resulting from the ansatz being not expressible enough. Secondly, initial
errors in the measurement of the matrix elements on the quantum computer which can propagate
errors in the time evolution performed on the classical computer. However, no additional errors
enter in the computation of the time evolution itself as it corresponds to classical post processing
of the relevant data from the quantum computer. If we are able to obtain very accurate initial
measurements for our matrix elements, and use an ansatz that fully captures the solution space, we
believe that our algorithm in general will be able to simulate the dynamics accurately indefinitely.
For our simulations, once we generate an expressible enough ansatz that captures the full solution
space as well as perform accurate measurements, we expect that the our results will saturate the
fidelity even for long evolution times.

For this specific case in figure 3, a choice of K = 3 produces an ansatz of 137 states, while the full
Hilbert space dimension is 256. As mentioned, we are studying the Ising model which has certain
symmetries. These symmetries reduce the solution space, which becomes smaller than the full Hilbert
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space. In this case, we suspect that the ansatz already fully captures the relevant Hilbert space. A
similar situation occurs for figure 2. However, note that we need not go to large K if we are only
interested in short time scales. For example, for the K = 2 case, we get good fidelity for short time
scales.

We have updated the manuscript to mention the above point, highlighted on page 4 of the updated
manuscript.

A similar comment to the previous point applies to the results in fig 5. K = 3 performs remarkably
well, this is a feature that should be discussed.

The same reasoning as in our previous answer applies here. We have updated the manuscript
accordingly to clarify this point.

The clarity of fig. 5 could be improved by using different markers for different lines.
We thank the referee for the comment. We have updated the plot accordingly.
Some formal inaccuracies that I pointed out in the previous version still persist, please fix them.

We thank the referee for the comment. We sincerely apologise for this oversight. We have fixed the
following inaccuracies that were pointed out.

1.The indices in equation (5) seem to be incorrectly formatted.
2.Reference [3] has the name of the collaboration incorrectly formatted.
3.Typo in equation (21), the summation goes over 9 qubits, instead of 8.
4.Typo in the summation indices of equation (22).

5.Typo in Appendix A, end of first paragraph: “We” is repeated.
Typo in the generalised eigenvalue equation.
We thank the referee for pointing out this mistake. We have fixed the topographical error.
A comment is misplaced above eq. (23)

We have fixed it.

Response to Reviewer 2

Reviewer 2:

Overall, the authors took great efforts to answer my questions and to address my comments. My
main criticism was related to the dimension of the variational space (i.e. the number of cumulative
k-moment states) required to faithfully describe the time-evolved state. To some extent, I do agree
with the authors that this is related to the fundamental question of expressibility of variational
quantum circuits. I would not go so far and say that this is in general a completely open question
for all variational quantum algorithms. Most likely it is true when it comes to time evolution of
many body systems. On the other hand, if one (for instance) uses a variational quantum eigensolver
to prepare ground states of local gapped Hamiltonians, we know that these states should fulfil
the area laws of entanglement and are thus described by finite bond-dimension tensor networks.
According to that, we know that such states are described by a number of parameters that only scale
polynomially in the system size, in which case a "relatively" short depth quantum circuits should
provide sufficient expressibility. Time evolution as discussed in this manuscript is of course a different
story. Nevertheless, I would add the statement that this fundamental problem of expressibility does
particularly emerge in variational algorithms for time evolution.
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We thank the reviewer for the insightful comments. We have added in comments in the main
manuscript to mention that this problem particularly emerges for the problem of time evolution,
highlighted in page 6 of the manuscript.

I have the feeling that my question of how quickly the required size of the k-moment state-set grows
as a function of time has not really been answered. The authors say that in the worst case, the
parameter K is equal to the rank of the Hamiltonian, but that means that in this worst case the
method is impractical. I do not understand the statement of the authors: "... Thus, the number of
states that we require in our Ansatz scales linearly with the rank of the Hamiltonian. We believe
that this scales favourably compared to other NISQ algorithms such as VQS and VFF." How can
this clearly exponential scaling be favourable compared to something else?

We thank the reviewer for the comment. We have removed the statement that suggest that our
algorithm scales in general favourably compared to other NISQ algorithms. In the worst case we
expect that VQAs and our algorithm scale exponentially. However, we would like to emphasize two
main points that suggest favorable performance of our algorithm for many practical cases.

1.0ther algorithms like VQS that rely on a parameterized quantum circuit currently do not
have systematic ways to generate a more expressible ansatz. Heuristic ways, like the hardware
efficient ansatz that rely on adding in more layers and more one and two qubit rotations, do not
have guarantees that there will be a cap on the amount of layers needed, and thus no cap on the
amount of variational parameters needed. While VQS has not been explored that much in the
community, its cousin VQE has been, and most applications of VQE have relied on a heavily
over-parameterized ansatz, which means that empirically, it seems that they will require even
more parameters than the size of the Hilbert space. For this trade off, there is no guarantee
that it will work and provide a more expressible ansatz.

2.In contrast, our algorithm gives a systematic way to generate the ansatz. We agree that in the
worst case the scaling is exponential, but this is an issue related to the expressiblity problem
that will be present for all variational algorithms in general for the worst case. In contrast
to most VQS algorithms, our ansatz is problem-aware and is adapted to the problem at hand.
Thus, we believe that our algorithm can scale favourably, for example in cases where the Krylov
subspace closes fast. Further, our simulations show numerical evidence that we have superior
performance for small scale problems on current quantum devices compared to other algorithms.
However, so far a comprehensive study on the scaling is absent for both variational quantum
algorithms and our algorithm, thus we have to rely on heuristics so far.

I still have the feeling that in the cases where the numerical results match the exact time evolution (for
example Figure 3 a)), the number of basis states matches (or exceeds) the Hilbert space dimension.
The authors pointed out that in this case there are 137 states in the set while the full Hilbert space
dimension is 2% = 256. But of course the Ising model studied here exhibits certain symmetries, like
reflection around the center or a global Z2-symmetry which is perhaps (?) satisfied by the ansatz.
These symmetries might easily reduce the dimension by a factor of 2.

We thank the reviewer for the comments. We do agree that due to underlying symmetries of the
Hamiltonian, the reduced number of basis states could be explained by this. We now explicitly
mention this in the caption for Table I in the manuscript (where the basis states are mentioned).

The authors draw several connections to Krylov time evolution. In these algorithms the task is to
apply e “AtH at each time step to the current state. To this end one constructs the Krylov subspace
at every time step, based on powers of H applied to the state. The number of Krylov vectors is
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related to the size of the time step one is able to perform. It seems to me that the algorithm proposed
by the authors performs a single Krylov-timestep from the initial state. Thus, the maximum time
that can be reached might be very limited.

We thank the referee for this comment. Indeed, in analogy to classical Krylov time evolution, we
perform one Krylov timestep, where the basis states (in our case the K-moment states) are measured
on the quantum device. The approximation of the time evolution then depends on how well the
chosen basis states can represent the dynamics. While in the worst case only short times can be
simulated, depending on the structure of the Krylov subspace long evolution times are possible, e.g.
when the Krylov subspace is closing for a low number of moments.

I would ask the authors to point out clearly the framework in which their algorithm has meaningful
applications. In my opinion this is the following: If a quantum device prepares a highly entangled
state, i.e. a state that is difficult to store classically, this algorithm can be used to evolve such a
state for a short period of time. Alternatively, one could provide a detailed analysis on how many
basis states are required as a function of time in order to approximate the state to a given fidelity.
At the moment the authors say that in the worst case the number of basis states matches the rank
of the Hamiltonian. But at this point, the algorithm is impractical.

We thank the reviewer for this insightful comment.

Indeed, the power of our algorithm lies in leveraging the quantum computer to create states which
are intractable to be stored on classical computers, i.e. highly entangled states. Our algorithm then
performs various problem-dependent measurements to construct the K-moment states to calculate
the time evolution. In the general case for arbitrary Hamiltonians that explore the full Hilbertspace,
our algorithm can evolve states only for a short times reliably. This is a general problem for algorithms
of the simulation of dynamical problems. However, we also find cases where our algorithm is able to
provide accurate evolution over very long times, for example when the Hamiltonian is of low rank or
the Krylov subspace closes fast. In these cases, other NISQ-friendly algorithms like Trotter or VQS
often struggle. Here, our algorithm provides an immediate advantage in the NISQ era. We believe
further use cases where our algorithm can provide practical advantages in the long-time evolution
can be found in the future.

These considerations are highlighted in page 7 of the manuscript.

In our conclusion, we do point out the conditions where we expect our algorithm to have meaningful
applications. One of the conditions talks about the situations where we would expect to be able
to easily generate an expressible enough ansatz (and thus be able to capture accurate dynamics
for arbitrarily long periods of times). This is when the Hamiltonian is of low rank, or the Krylov
subspace closes fast. In general, even if this condition is met, we would still expect other NISQ-
friendly time evolution algorithms like Trotter or VQS to struggle with long time evolution. We
believe this constitutes a practical improvement over those algorithms.

However, we agree with the reviewer that in the general case, if these conditions are absent, our
algorithm would be impractical (as it stands currently), and it would be limited to providing ap-
proximations to evolution for short time scales. We expect the time frame (that can be reasonably
well approximated by our algorithm) to be highly dependent on the Hamiltonian and initial state
in question, as it is fundamentally about how fast the initial state in question explores the whole
Hilbert space under time evolution of the Hamiltonian.

We now mention this in the main manuscript, highlighted in page 7 of the manuscript.
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Simulating the dynamics of many-body quantum systems is believed to be one of the first
fields that quantum computers can show a quantum advantage over classical computers. Noisy
intermediate-scale quantum (NISQ) algorithms aim at effectively using the currently available quan-
tum hardware. For quantum simulation, various types of NISQ algorithms have been proposed with
individual advantages as well as challenges. In this work, we propose a new algorithm, truncated
Taylor quantum simulator (TQS), that shares the advantages of existing algorithms and alleviates
some of the shortcomings. Our algorithm does not have any classical-quantum feedback loop and
bypasses the barren plateau problem by construction. The classical part in our hybrid quantum-
classical algorithm corresponds to a quadratically constrained quadratic program (QCQP) with a
single quadratic equality constraint, which admits a semidefinite relaxation. The QCQP based
classical optimization was recently introduced as the classical step in quantum assisted eigensolver
(QAE), a NISQ algorithm for the Hamiltonian ground state problem. Thus, our work provides a
conceptual unification between the NISQ algorithms for the Hamiltonian ground state problem and
the Hamiltonian simulation. We recover differential equation-based NISQ algorithms for Hamil-
tonian simulation such as quantum assisted simulator (QAS) and variational quantum simulator
(VQS) as particular cases of our algorithm. We test our algorithm on some toy examples on current
cloud quantum computers. We also provide a systematic approach to improve the accuracy of our

algorithm.

I. INTRODUCTION

Digital quantum computers have made immense
progress in recent years, advancing to solving problems
considered to take an unreasonable time to compute for
classical computers [1, 2]. In short, we are now in the
Noisy Intermediate-Scale Quantum (NISQ) era [3, 4],
which is characterized by quantum computers with up to
a few hundred noisy qubits and lacking full scale quan-
tum error correction. Thus, noise will limit the usefulness
of the computations carried out by these computers [3],
preventing algorithms that offer quantum advantage for
practical problems, such as Shor’s algorithm for prime
factorization [5], from being implemented.

However, just because such algorithms cannot be im-
plemented on NISQ devices does not mean that quan-
tum advantage for practical problems cannot be found
with NISQ devices. There is currently great interest
in the quantum computing and quantum information
community to develop algorithms that can be run on
NISQ devices but yet deal with problems that are prac-
tical [4, 6, 7]. Some of the most promising avenues deal
with the problems in many-body physics and quantum
chemistry. One major problem in this field is to develop
algorithms capable of estimating the ground state and
energy of many-body Hamiltonians. To such ends, algo-
rithms like variational quantum eigensolver (VQE) [8, 9]
and quantum assisted eigensolver (QAE) [10, 11] have
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been proposed.

The other major problem is to be able to simulate the
dynamics of these many-body Hamiltonians. This task
can be extremely challenging for classical computers, and
Feynman proposed that this would be one of the areas
where quantum computers could exhibit clear advantages
over classical computers [12]. Powerful methods to simu-
late quantum dynamics on fault-tolerant quantum com-
puters have been proposed, such as the concept of using
truncated Taylor series by Berry et al [13].

On NISQ devices, a standard approach in simulating
quantum dynamics is to utilize the Trotter-Suzuki de-
composition of the unitary time evolution operator into
small discrete steps. Each step is made up of efficiently
implementable quantum gates, which can be run on the
quantum computer [14-20]. However, the depth of the
quantum circuit increases linearly with evolution time
and the desired target accuracy. On NISQ devices, fi-
delity rapidly decreases after a few Trotter steps [21],
implying long time scales will be unfeasible to simulate
with this method. Alternatives to Trotterization have
been proposed, such as VQS [22-24], subspace variational
quantum simulator (SVQS) [25], variational fast forward-
ing (VFF) [26, 27], fixed state variational fast forward-
ing (fsVFF) [28], quantum assisted simulator [29, 30] and
generalized quantum assisted simulator (GQAS) [31] to
name a few.

Recently, Otten, Cortes and Gray have proposed the
idea of restarting the dynamics after every timestep
by approximating the wavefunction with a variational
ansatz [32]. Building on that, Barison, Vicentini and
Carleo have proposed a new algorithm [33] for simulat-
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ing quantum dynamics. Their algorithm, named pro-
jected variational quantum dynamics (pVQD) combines
the Trotterization and VQS approaches [22, 23]. They re-
place the differential equation with an optimization prob-
lem, although not well characterized, and require much
simpler circuits compared to VQS. However, pVQD re-
quires a quantum-classical feedback loop and might suf-
fer from the barren plateau problem [34] as well the op-
timization problem may be computationally hard [35].
Further, the feedback loop mandates that one has to wait
for each computation to finish before the next computa-
tion is run, which can be a major bottleneck on cloud-
based quantum computers that are accessed via a queue.

Here, we propose the truncated Taylor quantum sim-
ulator (TQS) as new algorithm to simulate quantum dy-
namics. Our algorithm is building on the ideas of pVQD
[32, 33] combined with the ansatz generation of QAS [29],
which we further enhance by applying the concept of
truncated Taylor series by Berry et al [13]. Our con-
tributions and our algorithm are as following:

1. We recast the simulation of the quantum dynam-
ics as a quadratically constrained quadratic pro-
gram (QCQP). This optimization problem, unlike
the optimization problem in pVQD, is well charac-
terized and invites rigorous analysis. The QCQP in
our algorithm admits a semidefinite relaxation [10].
Moreover, based on ideas from [10], one can provide
a sufficient condition for a local minimum to be a
global minimum, which a solver can further use as
a stopping criterion. Since the classical optimiza-
tion program in QAE is also a QCQP, it helps us
achieve a conceptual unification of TQS with QAE.

2. The differential equations which form the classi-
cal part of QAS and VQS can be recovered in our
framework. Since VQS is already a particular case
of QAS [29], our approach yields both VQS and
QAS as special cases of TQS.

3. We remove the need for the classical-quantum feed-
back loop in pVQD. The absence of the feedback
loop yields our algorithm to be exceptionally faster
than the feedback loop based NISQ algorithms for
simulating quantum dynamics such as [22, 25-28].

4. Our algorithm avoids the trainability issues that
plague other variational quantum algorithms. The
choice of a problem-aware ansatz and the struc-
ture of the TQS algorithm helps bypass the bar-
ren plateau problem. It is known that in varia-
tional quantum algorithms that rely on a paramet-
ric quantum circuit, there will always be a trade-
off between trainability and expressibility, imply-
ing that a highly expressible ansatz cannot be eas-
ily trainable [36]. In our case, we do not rely on
parametric quantum circuits, thus we bypass this
problem. Furthermore, our algorithm provides a
systematic way to obtain a more expressible ansatz,
which is missing in other algorithms.

II. TQS APPROACH

Let us first assume that the Hamiltonian H is ex-
pressed as a linear combination of r tensored Pauli ma-
trices

H= Zﬁipi y (1)
i=1

with coeflicients 8; € C. The unitary evolution under the
action of the Hamiltonian H for time At is given by

U (At) = exp (—tHAt) = exp | —tAt Z B P; (2)
j=1
2

T At2 T
=T— At (> 8P | - - > 8P| +0(AF).
j=1 j=1
(3)

We do not need to implement the action of the unitary
evolution in such a way. However, for purposes of describ-
ing the algorithm, we will use this power series expansion
first, and talk more about alternatives later. We will now
truncate the series, similar to [13]. If we choose small val-
ues of At with respect to the eigen energies of H, we can
approximate the unitary evolution with V' (At)

j=1

The classical evolution timestep At should be chosen
smaller than all relevant timescales of the Hamiltonian
H to be simulated. This requires knowledge of the spec-
trum of H, which in general is not available. However, we
can find appropriate values for At in an heuristic man-
ner. In our algorithm, the evolution with At is performed
on a classical computer only and thus we can choose any
value for At without requiring any additional quantum
computational cost. Thus, we can simply evolve with a
very small value for At. To verify it is small enough,
we can repeat the classical evolution for an even smaller
value such as At/2. If the results for both At and At/2
match, we can assume that At provides sufficient accu-
racy.

Let us next choose the ansatz at time ¢ as linear com-
bination of elements from cumulative K-moment states,
CSk (refer to [29] for the formal definition). These states
are defined in the same way as in [29] and will be con-
structed with the help of the given Hamiltonian, by es-
sentially considering powers of the Hamiltonian. In terms
of Pauli matrices, given a set of r tensored Pauli unitary
matrices obtained from the unitary terms of the Hamil-
tonian P = {P;}/_, and a positive integer K and some
efficiently preparable quantum state |¢)), the K-moment
states are the set of quantum states of the form

{0k ={Pix ... P, P, |¢>};K:1,...,i2:1,11:17 (5)



for P;, € P, where the indices ¢ all run from 1 to r.
We note that we only include unique states within the
set {|x)}x. This corresponds to removing any repeated
Pauli unitary in P. It should also be mentioned that the
way the K-moment states are being generated is closely
related to the Taylor expansion of the time evolution op-
erator. If we consider the evolution of an arbitrary state
by the time evolution operator, by observing that the
Taylor expansion involves powers of the Hamiltonian H,
it is clear that choosing the ansatz in such a way is suit-
able, as the |x;) € {|x)}x states are essentially states in
the Hilbert space of HX |y). This set is denoted by Sxk-.
The cumulative K-moment states CSg are also defined
in [29] as CSg = US;.
Now the ansatz is expressed as

S ) (6)

[xi)ECSK

[ (@) k=

with some «; € C. For small values of At, the ansatz at
time ¢ + At is given by

(0 (t+ A1)k =
V(A8 [ (0 (6)) o
(0 (@ O) [V (AOV (A1) [ (0 (1))

Using the ideas in [33], our goal now is to variationally
approximate the time evolution of the system by adjust-
ing our variational parameters. The crucial difference in
our case is that our variational parameters « are coeffi-
cients which do not change the basis quantum states |x;).
Thus, they can be solely updated via a classical computer
and do not require a quantum-classical feedback loop. To
evolve by time At, we update the a; parameters to o
such that the following fidelity measure is maximized

(@ (@) |V (A1) ¢ (@) x|
(¥ () [ VT (A V (At) [ (@) k-

Using the notation |¢) =V (At) |¢ («)) k, the expression
for fidelity becomes

F(d) =

(®)

(W () 16) (01 (@))xc

Flen = (919 ©)
Using the notation Wy = %ﬁf;, the above expression
further simplifies to

F(a') = (4 (o) [k Wt (o)) k- (10)

The goal is to maximize the fidelity subject to the con-
straint that (¢ () |1 (¢/)) = 1. Thus, the optimization
program at timestep ¢ is given by

max (¢ (o) [k Wyl (') i
st (Y ()Y ()k = 1. (11)

Using the elements from CSyx and the Hamiltonian H,
we define the overlap matrices £ and D as the following

5m,n = <Xm|Xn>7 (12)
Dm,n = Zﬁj<XM|Pj‘XTL>' (13)
J

Because of the way the |x,) states are constructed, these
values can be easily computed on a quantum computer,
as they simplify to the expectation values of Pauli strings
acting on the original quantum state [¢)). The constraint
in the optimization program 11 can written in terms of
o as

o €l = 1. (14)
We proceed to write the objective in the optimization
program 11 in terms of the overlap matrices £ and D. In
first order, we can simplify the expression

(@ld) = (W(a) (I+ (A2 H?) [1h(e)) g
=af€a +0((A1)?) = af&a. (15)

Further, using the notation G = (€ — tAtD) we find

(W (@) |8) (B¢ (') = ' GaalGTe/.  (16)

Using Eq.14,15,16 and the notation W, = Ggf‘ng, the
optimization program in 11 can be re-expressed in terms

of overlap matrices as
max o' Waa/ (17)
a/
sta o =1. (18)

The aforementioned optimization program is a quadrati-
cally constrained quadratic program with a single equal-
ity constraint. As described in [10], this QCQP admits
a direct convex SDP relaxation. Moreover, the results
from [10] provide a sufficient condition for a local min-
imum to be a global minimum, which a solver can fur-
ther use as a stopping criterion. Alternatively, the prob-
lem can be solved with the classic Rayleigh-Ritz pro-
cedure by finding the eigenvector associated with the
largest eigenvalue \ of the generalized eigenvalue problem
W = M.

It can be shown that in the limit of small A, TQS re-
duces to QAS (see Appendix C). This could potentially
give us a way to obtain systematic higher-order correc-
tions to the QAS matrix differential equation. Interest-
ingly, this is a conceptual unification of the ground state
problem (QAE) with the dynamics problem (QAS) in
the quantum assisted framework. In QAE, finding the
ground state and ground state energy of a Hamiltonian
was formulated to become a QCQP. In TQS, the problem
of simulating the dynamics is also given as a QCQP. This
is conceptually satisfying as the problem of finding the
dynamics is expressed as e~ |¢), which is mathemati-
cally similar to using imaginary time evolution to finding



the ground state via e~ |1)). The aforementioned con-
nection is also one of the primary justifications for ansatz
selection in [11]. We note that as alternative it is possible
implement the unitary evolution operator U(At) directly
instead of the Taylor series expansion of Eq.7, however
this would require the usage of Hadamard tests (see Ap-
pendix D).

We want to emphasize again that the quantum com-
puter is only required to measure the overlap matrices
€ and D at the start of the algorithm. No quantum-
classical feedback loop for optimization is required. The
only optimization steps required are performed solely on
the classical computer with knowledge of the overlap ma-
trices. The algorithm is as follows:

1. Choose an efficiently implementable initial state
|¢), then choose some K>0 and form the unique
K-moment states |x;) to construct the ansatz.

2. With knowledge of the Hamiltonian H, calculate
the overlap matrices £ and D on the quantum com-
puter. The job of the quantum computer is now
done.

3. Choose a small At with respect to the eigenvalues
of H and evolve the state forward in time using
a classical computer, by solving the optimization
program 17 subject to the constraint 18.

If a higher fidelity for the simulation is desired, one can
increase K to acquire an ansatz with a higher express-
ibility. The timestep At could be increased by including
higher order terms in the power series expansion of U (At)
in our calculations (Described in Appendix E).

III. RESULTS

We first use TQS to simulate a 2 qubit Heisenberg
model

1 1 1
Hy = §X1X2 + §Y1Yv2 + §Z1Z2. (19)

We apply it to evolve an initial randomized 2 qubit state
|th2). This initial state is generated by 5 layers of Us
rotations and CNOT gates on the 2 qubits (see Appendix
A). We ran the TQS algorithm on the 5-qubit quantum
computer ibmg_rome, available through IBM Quantum
Experience. We used error mitigation by calibrating the
measurement errors and applying a filter obtained from
that calibration on our data with the toolbox provided in
Qiskit [37]. The results are shown in Fig.1. The evolution
of the state under TQS reproduces the exact behavior
very well for an ansatz with K = 1 moment states, even
in the presence of the noise of a real quantum computer.

Next, we apply TQS to simulate a 4 qubit XX chain
model on a quantum computer

1 1 1
Hy= 5 XX + 5 Xp X5+ 5 XX (20)
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FIG. 1. Time evolution of TQS on a 2 qubit state, with
Hamiltonian Hs2, simulated on the IBM quantum processor
ibmg_rome. a) Expectation value of (Z1) b) Fidelity of the
state.

Although this Hamiltonian is analytically solvable, we
simulate this as a proof of principle. In Fig.2, we simu-
late (20) on ibmg_rome with an initial randomized 4 qubit
state, generated by 5 layers of Us rotations and CNOT
gates (see Appendix A). We run it for the K = 1 to
K = 3 moment states. The evolution of the state under
TQS again reproduces the exact behavior very well for
the K = 3 case. We would like to point out that our al-
gorithm can accurately simulate dynamics even for long
time periods. The only errors that enter our algorithm
are due to the ansatz being not expressible enough, and
noise in the measurement of the matrix elements. Both
type of errors affect only the initial conditions of the clas-
sical post-processing part. However, errors do not enter
during the computation of the evolution itself as they are
fully calculated on the classical computer. If we are able
to obtain very accurate initial measurements for our ma-
trix elements, and use an ansatz that fully captures the
solution space, we believe that our algorithm in general
will be able to simulate the dynamics accurately for long
timescales.
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FIG. 2. Time evolution of TQS on a 4 qubit state with
Hamiltonian H4 simulated on the IBM quantum processor
ibmg_rome. a) Expectation value of (Z1) b) Fidelity with
exact solution.

Next, we investigate in Fig.3 the transverse Ising model
with 8 qubits by simulating TQS on a classical computer.

7 8
1
Hg = E §ZiZi+1 + E X;. (21)
i=1 j=1
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FIG. 3. Time evolution of TQS on a 8 qubit state, with
Hamiltonian Hg, simulated on a classical computer, with a
random initial state. The initial state was generated with 3
successive layers of Us rotations with randomized parameters
on each qubit, followed by CNOT /entangling gates. This is
further described in Appendix A. a) Expectation value of
(Z1). b) Fidelity of the state.

With an initial random state, we find that the evolution
of the state reproduces the exact dynamics for the case
of K = 3 moment expansion.

Lastly, we compare TQS to pVQD for a 2 qubit trans-
verse Ising model on a simulation. We consider the 2
qubit transverse Ising Hamiltonian

2
1
Hrpre = 5212+ ZXj . (22)

j=1

We compare the algorithms with noisy simulators, where
the noise models taken from the IBM Quantum Expe-
rience provider. The results are shown in Fig.4. While
both TQS and pVQD show errors when simulating this
Hamiltonian in the presence of noise, the expectation val-
ues for TQS are closer to the exact results most of the
time. This is especially the case for the expectation value
of (Z1). However, while the results might be argued to
be somewhat similar, the resource requirements of both
algorithms on the quantum computer are quite different.
The TQS algorithm requires ~ 30 circuits to be run,
while the pVQD simulator requires well over 4000 cir-
cuits, which is a major effort to run on the IBM Quan-
tum Experience. We note that to increase the simula-
tion time for this example, no extra circuits are required
with TQS as the algebra already has closed, whereas the
number of circuits in pVQD scales linearly with simula-
tion time. Furthermore, TQS performs well with circuit
that are shallower compared to pVQD, which requires a
circuit with 8 variational parameters. This behavior of
TQS requiring less variational parameters to get a simi-
lar result seems to be consistent for the small models we
tested, as other variational algorithms usually need an
over-parameterized ansatz to perform well.

We also compare TQS to Trotterization on a noisy sim-
ulator for the same 2 qubit transverse Ising Hamiltonian.
A simple Trotterization of the time evolution operator

--- pvQD e TTQS
—— Classical

1.04

0.5

0.0

(Y1)

—0.5

~1.01

1.0 1
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0.0 1
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FIG. 4. Time evolution of TQS and pVQD on a 2 qubit
state, with Hamiltonian Hrrr 2, simulated with a noisy sim-
ulator. The noise model was taken from the IBM Quantum
Experience provider, mimicking the noise of the real quantum
processor ibmg_bogota. pVQD was run for 100 optimization
steps, and made use of a parametric quantum circuit with 8
parameters, made out of successive layers of single qubit X
rotations and 2-qubit ZZ rotations. The expectation values
of (Y1) and (Z1) are plotted.

for this case is decomposed as

—iTH2 TF1 ~
=~

e ((efizﬁtiZlZQ) (efiétin e*i(stng ))

)

N
i=1

(23)

with Zfil 0t; = 7. The results are shown in Fig.5. As
can be seen, even for a simple case such as this, due to
the circuit lengths in Trotter increasing linearly with the
time, the circuit lengths rapidly grow too long to ob-
tain any meaningful results from the quantum computer.
This is in contrast to TQS, which is able to capture the
dynamics faithfully.

In Fig.6, we study our algorithm for up to thousands
of qubits N. We use a Hamiltonian H = Y| | P,
that consists of r randomly chosen N-body Pauli strings
P, = ®§V:10j, where o; € {I,X,Y,Z}. The cumula-
tive K-moment states close at order K = r and yield
the full ansatz space necessary to describe the dynam-
ics exactly. We use the product state [0)" as initial
state for the dynamics. This choice makes the dynam-
ics tractable for classical computation. However, choos-
ing an highly entangled initial state |¢)) would require a
quantum computer to evaluate the overlaps. For such in-
tractable states, our method provides a possible quantum
advantage.
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FIG. 5. Dynamics of Hs 7r; compared between Trotteriza-
tion and TQS. The noise model was taken from the IBM
Quantum Experience provider, mimicking the noise of the
real quantum processor ibmg_bogota. We used a total of 100
steps for the Trotterized run. The expectation value of (Z1)
is shown.
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FIG. 6. Dynamics of Hamiltonians consisting of multi-body
Pauli strings for varying number of qubits N. Hamiltoni-
ans are composed of r different random Pauli strings H =
S0, Pi, where the Pauli strings P; = ®}_,0; consist of
N tensored Pauli operators o; € {I,X,Y,Z}. The initial
state [¢) = |0)®" is the N-qubit product state with all zeros.
The cumulative K-moment states consists of 2" = 128 ansatz
states and exactly captures the full dynamics.

IV. DISCUSSION AND CONCLUSION

The currently proposed NISQ algorithms face prob-
lems in scaling up to system sizes where classical com-
puters cannot simulate the same systems, or in other
words, to the point where we would see quantum ad-
vantage. For example, VQS/SVQS/pVQD require the
use of a quantum-classical feedback loop, usually require
complicated circuits, share similar problems as VQE like

the barren plateau problem, and lack a systematic way
to generate a parameterized ansatz. VFF and fsVFF
also suffer from lacking a systematic way to generate the
ansatz, usually require complicated circuits and have to
run a quantum-classical feedback loop at the start. Fur-
ther, the no fast-forwarding theorem suggests that not all
Hamiltonians will be able to be accurately diagonalized
with a reasonable amount of gates and circuit length, and
the optimization step of the cost function in VFF might
be too difficult to carry out efficiently. However, the bar-
ren plateau problem and ansatz state generation could be
improved upon by applying various techniques [36, 38—
41].

One problem that VQS and QAS share is that they re-
quire solving a differential equation which includes the
pseudo-inverse of a matrix, whose elements are mea-
sured on a quantum computer. This matrix can be
ill-conditioned. This procedure, via singular value de-
composition, can be numerically unstable and sensitive
to noise, especially as the system increases in size [42].
However, the sensitivity of these matrices has not been
rigorously analyzed and more work has to be done to
understand the scaling of the sensitivity.

In this work, we develop TQS for simulating quantum
dynamics on digital quantum computers. TQS recasts
the dynamical problem as a QCQP optimization pro-
gram, which is well characterized unlike the optimization
program in pVQD, allowing us to avoid the aforemen-
tioned problem in VQS and QAS.

At the same time, TQS retains the advantages of QAS,
namely providing us a systematic method to select the
ansatz, avoiding complicated Hadamard tests and con-
trolled unitaries, avoiding the barren plateau problem,
and only requiring usage of the quantum computer at
the start, all of which are problems that are present in
pVQD.

However, there are still many problems to tackle in
our approach. One problem is an inherited problem from
QAS. As the Hamiltonian size and complexity increase,
large K values may be needed to generate enough states
for a sufficiently expressible ansatz to produce accurate
results. It is clear from the connection between the Tay-
lor expansion of the time evolution operator and our K-
moment states that in the general case, the further in
time we want to simulate, the exponentially larger our
ansatz should be and the harder the difficulty of generat-
ing that ansatz. However, this is fundamentally a com-
plexity theoretic statement which can not be bypassed in
the general case by any quantum simulation algorithm
based on parametric quantum circuits (variational quan-
tum algorithms) or linear combination of quantum states
(our algorithm). This problem particularly emerges in
variational algorithms for time evolution. For example,
in algorithms such as VQE for finding the ground state
of Hamiltonians, we know that the ground state of lo-
cally gapped Hamiltonians fulfil area laws of entangle-
ment and thus do not need exponentially many param-
eters to be described. However, for the time evolution



over longer times a similar statement about the complex-
ity of the problem is not known. Though our algorithm
uses a problem aware ansatz, more information from the
problem such as the combination coefficients 3; and sym-
metries of the Hamiltonian could be employed to further
tame the complexity. A further discussion and analysis
on the number of states needed is given in Appendix B.

As the system size increases, it may be required to
reduce At to preserve accuracy in the classical post-
processing part of the algorithm. This will increase the
computational cost of the classical computer, however it
requires no additional quantum computations. The num-
ber of classical optimization steps to be carried out in-
creases linearly with the number of discretizations steps
of the evolution time. Determining whether this poses
a bottleneck for TQS when applied to large systems re-
quires further studies.

Furthermore, in the presence of noise, the calculated
fidelity of our states can go above one. A possible ori-
gin are small eigenvalues in the £ overlap matrix, which
can give the procedure of optimizing or solving the gen-
eralized eigenvalue problem numerical instability. As we
scale up the system and consider more ansatz states, this
issue can become more prevalent.

We expect our algorithm not to provide quantum ad-
vantage in the general case. However, we believe our al-
gorithm is capable of providing quantum advantage over
classical methods for certain cases. The conditions where
we believe our algorithm will do so are:

e The basis states which are used to represent the ini-
tial quantum state are highly entangled such that
they cannot be stored on a classical computer. This
will render the calculation of corresponding over-
laps classically hard, as it boils down to a circuit
sampling task. Note that the Quantum Thresh-
old Assumption (QUATH) by Aaronson and Chen
[43] says that there is no polynomial-time classical
algorithm which takes as input a random circuit
C and can decide with success probability at least
14 (5 ) whether [(0"|C|0")|? is greater than the
median of [(0"|C|z™)|? taken over all bit strings z".
In other words, the circuit sampling task is difficult
and hence classical algorithms will not be able to
compete with algorithms based on circuit sampling
as system size scales. The quantum part of TQS is
based on circuit sampling which is classically diffi-
cult.

e The Hamiltonian possesses a particular structure.
For example, the Hamiltonian consists of a small
number of unitaries, the Krylov subspace closes

fast, or the Hamiltonian is a low-rank matrix. We
demonstrated such an example for a Hamiltonian
consisting of a limited amount of multi-body Pauli
strings where our method can simulate the dy-
namics of thousands of qubits. These Hamiltoni-
ans would be challenging for other methods such
as Trotter or variational quantum algorithms. For
those algorithms, the multi-body interactions and
the large number of qubits would require an ex-
tensive number of gates and circuit depth to accu-
rately represent the evolved state. A further ex-
ample where our algorithm can perform well are
quantum many-body scars. This quantum many-
body phenomena can arise when the Krylov sub-
space closes fast at a low order K [44], which is
exactly the condition needed for our algorithm to
perform well. The timescales that can be reason-
ably approximated by our algorithm is dependent
on the Hamiltonian in question. Arbitrary Hamil-
tonians without the aforementioned conditions ex-
plore the full Hilbertspace during the evolution.
Thus, it will be difficult for our ansatz to cover the
whole solution space and approximate the dynam-
ics accurately. Note that other variational quantum
algorithms suffer similar problems as their ansatz is
restricted to polynomial number of parameters. In
the case of general Hamiltonians, our algorithm can
provide systematic approximations for the quan-
tum evolution of short time scales.

e The system size of interest and the amount of en-
tanglement of the quantum state should be beyond
the reach of classical simulation methods. Here, our
algorithm can make use of the power of the quan-
tum computer to prepare and measure classically
intractable states.

In the future, the NISQ community should investigate
these challenges, so that we can successfully run NISQ
algorithms for larger qubit numbers.

ACKNOWLEDGMENTS

We are grateful to the National Research Foundation
and the Ministry of Education, Singapore for financial
support. The authors acknowledge the use of the IBM
Quantum Experience devices for this work. This work is
supported by a Samsung GRC project and the UK Hub
in Quantum Computing and Simulation, part of the UK
National Quantum Technologies Programme with fund-
ing from UKRI EPSRC grant EP/T001062/1.

[1] F. Arute, K. Arya, R. Babbush, D. Bacon, J. C. Bardin,
R. Barends, R. Biswas, S. Boixo, F. G. Brandao, D. A.
Buell, et al., Nature 574, 505 (2019).

[2] H.-S. Zhong, H. Wang, Y.-H. Deng, M.-C. Chen, L.-C.
Peng, Y.-H. Luo, J. Qin, D. Wu, X. Ding, Y. Hu, et al.,
Science 370, 1460 (2020).



[3] J. Preskill, Quantum 2, 79 (2018).

[4] K. Bharti, A. Cervera-Lierta, T. H. Kyaw, T. Haug,
S. Alperin-Lea, A. Anand, M. Degroote, H. Heimo-
nen, J. S. Kottmann, T. Menke, et al., arXiv preprint
arXiv:2101.08448 (2021).

[6] P. W. Shor, in Proceedings 35th annual symposium on
foundations of computer science (leee, 1994) pp. 124-
134.

[6] I. H. Deutsch, arXiv preprint arXiv:2010.10283 (2020).

[7] M. Cerezo, A. Arrasmith, R. Babbush, S. C. Benjamin,
S. Endo, K. Fujii, J. R. McClean, K. Mitarai, X. Yuan,
L. Cincio, et al., Nature Reviews Physics 3, 625 (2021).

[8] A. Peruzzo, J. McClean, P. Shadbolt, M.-H. Yung, X.-Q.
Zhou, P. J. Love, A. Aspuru-Guzik, and J. L. Obrien,
Nature communications 5, 4213 (2014).

[9] J. R. McClean, J. Romero, R. Babbush, and A. Aspuru-
Guzik, New Journal of Physics 18, 023023 (2016).

[10] K. Bharti, arXiv preprint arXiv:2009.11001 (2020).

[11] K. Bharti and T. Haug, Physical Review A 104, L050401
(2021).

[12] R. P. Feynman, Int. J. Theor. Phys 21 (1982).

[13] D. W. Berry, A. M. Childs, R. Cleve, R. Kothari, and
R. D. Somma, Physical Review Letters 114, 090502
(2015).

[14] S. Lloyd, Science , 1073 (1996).

[15] B. P. Lanyon, C. Hempel, D. Nigg, M. Miiller, R. Ger-
ritsma, F. Z&hringer, P. Schindler, J. T. Barreiro,
M. Rambach, G. Kirchmair, et al., Science 334, 57
(2011).

[16] X. Peng, J. Du,
012307 (2005).

[17] R. Barends, A. Shabani, L. Lamata, J. Kelly, A. Mezza-
capo, U. Las Heras, R. Babbush, A. G. Fowler, B. Camp-
bell, Y. Chen, et al., Nature 534, 222 (2016).

[18] R. Barends, L. Lamata, J. Kelly, L. Garcia-Alvarez,
A. Fowler, A. Megrant, E. Jeffrey, T. White, D. Sank,
J. Mutus, et al., Nature communications 6, 1 (2015).

[19] E. A. Martinez, C. A. Muschik, P. Schindler, D. Nigg,
A. Erhard, M. Heyl, P. Hauke, M. Dalmonte, T. Monz,
P. Zoller, et al., Nature 534, 516 (2016).

[20] L. M. Sieberer, T. Olsacher, A. Elben, M. Heyl, P. Hauke,
F. Haake, and P. Zoller, npj Quantum Information 5, 1
(2019).

[21] D. Poulin, M. B. Hastings, D. Wecker, N. Wiebe, A. C.
Doherty, and M. Troyer, arXiv:1406.4920 (2014).

[22] Y. Li and S. C. Benjamin, Physical Review X 7, 021050
(2017).

[23] X. Yuan, S. Endo, Q. Zhao, Y. Li, and S. C. Benjamin,
Quantum 3, 191 (2019).

[24] M. Benedetti, M. Fiorentini, and M. Lubasch, arXiv
preprint arXiv:2009.12361 (2020).

[25] K. Heya, K. M. Nakanishi, K. Mitarai,
arXiv preprint arXiv:1904.08566 (2019).

[26] C. Cirstoiu, Z. Holmes, J. Iosue, L. Cincio, P. J. Coles,
and A. Sornborger, npj Quantum Information 6, 1

and D. Suter, Physical review A 71,

and K. Fujii,

(2020).
[27] B. Commeau, M. Cerezo, Z. Holmes, L. Cincio,
P. J. Coles, and A. Sornborger, arXiv preprint

arXiv:2009.02559 (2020).

[28] J. Gibbs, K. Gili, Z. Holmes, B. Commeau, A. Arrasmith,
L. Cincio, P. J. Coles, and A. Sornborger, arXiv preprint
arXiv:2102.04313 (2021).

[29] K. Bharti and T. Haug, Physical Review A 104, 042418

(2021).

[30] J. W. Z. Lau, K. Bharti, T. Haug, and L. C. Kwek, arXiv
preprint arXiv:2101.07677 (2021).

[31] T. Haug and K. Bharti, arXiv preprint arXiv:2011.14737
(2020).

[32) M. Otten, C. L. Cortes,
arXiv:1910.06284 (2019).

[33] S. Barison, F. Vicentini, and G. Carleo, Quantum 5, 512
(2021).

[34] J. R. McClean, S. Boixo, V. N. Smelyanskiy, R. Babbush,
and H. Neven, Nature communications 9, 4812 (2018).

[35] L. Bittel and M. Kliesch, arXiv:2101.07267 (2021).

[36] Z. Holmes, K. Sharma, M. Cerezo, and P. J. Coles, arXiv
preprint arXiv:2101.02138 (2021).

[37] H. Abraham et al., “Qiskit: An open-source framework
for quantum computing,” (2019).

[38] T. Haug, K. Bharti, and M. Kim, PRX Quantum 2,
040309 (2021).

[39] K. Nakaji and N. Yamamoto, Quantum 5, 434 (2021).

[40] T. Volkoff and P. J. Coles, Quantum Science and Tech-
nology 6, 025008 (2021).

[41] H.-Y. Huang, K. Bharti, and P. Rebentrost, New Journal
of Physics 23, 113021 (2021).

[42] J. W. Demmel, Numerische Mathematik 51, 251 (1987).

[43] S. Aaronson and L. Chen, arXiv preprint
arXiv:1612.05903 (2016).

[44] M. Serbyn, D. A. Abanin, and Z. Papié, Nature Physics
17, 675 (2021).

[45] E. Knill, arXiv preprint quant-ph/9508006 (1995).

[46] M. Mottonen, J. J. Vartiainen, V. Bergholm, and M. M.
Salomaa, Physical review letters 93, 130502 (2004).

[47] J. J. Vartiainen, M. M&ttonen, and M. M. Salomaa,
Physical review letters 92, 177902 (2004).

[48] M. Plesch and C. Brukner, Physical Review A 83, 032302
(2011).

[49] E. Grant, L. Wossnig, M. Ostaszewski, and
M. Benedetti, Quantum 3, 214 (2019).

[50] K. Seki and S. Yunoki, PRX Quantum 2, 010333 (2021).

[51] A. McLachlan, Molecular Physics 8, 39 (1964).

and S. K. Gray,


http://dx.doi.org/10.22331/q-2021-07-28-512
http://dx.doi.org/10.22331/q-2021-07-28-512
http://dx.doi.org/10.5281/zenodo.2562110
http://dx.doi.org/10.5281/zenodo.2562110

K=1K=2K=3|K=4
2 Qubit Case|1 4
4 Qubit Case|1 4 7 8
8 Qubit Case|1 17 137

TABLE I. Comparison of the number of basis states used to construct the hybrid ansatz for each K for each Hamiltonian.
For example, the K = 2 expansion for the 4 qubit case, using the Hamiltonian H4, requires 4 quantum states to construct the
hybrid ansatz. We only considered unique states, which correspond to only taking unique Pauli strings. For example, in the
8 qubit case, while the number of Pauli strings in the Hamiltonian is 15, which might suggest the K = 3 expansion generates
15% 4+ 152 4+ 15 + 1 = 3616 Pauli strings and thus 3616 states, many of them are repeated and only 137 of those strings are
unique. Thus, we only end up having 137 states in our ansatz which turns out to be sufficient to represent the full dynamics
of the 2% = 256 dimensional Hilbertspace. This could be due to the transverse Ising model having underlying symmetries that
reduce the number of basis states needed to capture the full dynamics.

Appendix A: Details on running circuits on the IBM quantum computer

For the runs on the real quantum computer, we generated an initial state with randomized parameters to evolve
with the following circuit. It comprised 5 layers of successive Us rotation with randomized parameters on each qubit,
followed by a CNOT /entangling gate (see Fig.7 and 8). We sampled from each circuit with 8192 shots.

0) —] R=(€1) | Ry(62) | R-(63)
10) —] Ra(01) | Ry (05) | R.(06)

FIG. 7. Circuit for two qubits that generate one set of Us rotation with randomized parameters, followed by a CNOT gate
between the 2 qubits. 5 successive layers of this circuit were used to generate the initial starting state for the 2 qubit case on
the IBM quantum computer for our runs of TQS. The ©s were randomly generated.

0) — Re(©1) | Ry(©2) || R=(03) |—

0) —| Ra(©4) | Ry(03) | B-(00) {7 }—9

10) — Ra(©7) | Ry(05) ] R-(00)

0) —] Re(®10) - Ry (010) | R-(01) ] z

FIG. 8. Circuit for four qubits that generate one set of Us rotation with randomized parameters, followed by a series of CNOT
gates between the adjacent qubits. 5 successive layers of this circuit were used to generate the initial starting state for the 4
qubit case on the IBM quantum computer for our runs of TQS. The ©s were randomly generated.

Appendix B: Number of basis states considered for each K, and discussion on scaling

The number of basis states that was used to construct the hybrid ansatz, for each K moment expansion, for each
Hamiltonian, is given in Table I.

Given a scalar 7, an N x N matrix A and an N x 1 vector v, the action of the matrix exponential operator exp (7A)
on v can be approximated as

exp (TA)v ~ px_1 (TA) v, (B1)
where px_1 is a K — 1 degree polynomial. The approximation in equation B1 is an element of the Krylov subspace,

Krg_1 = span {U,Av,-~- ,AK_lv}. (B2)
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Thus, the problem of approximating exp (7A4) v can be recast as finding an element from Krx. Note that the approx-
imation in equation Bl becomes exact when K — 1 = rank(A). In our case, we can identify v with the initial state
|), 7 with —it and A with the Hamiltonian H.

In the worst case, the number of overlaps scales as O(r) for 7 terms in H. By observing the Taylor expansion of the
time evolution operator exp(—iHAt), we can see that at longer times we would struggle with finding an expressible
enough ansatz in the general case, as we need to keep considering higher powers of H. This is fundamentally an
expressibility problem, present in all NISQ variational algorithms, be it based on linear combination of states or those
based on parametric quantum circuits. It is known that to prepare an arbitrary state on an n qubit quantum computer,
we require a circuit depth of at least %2“ [45-48]. This suggests that it is very hard to produce an expressible enough
Ansatz to reproduce an arbitrary quantum state in the Hilbert space.

It is known that the the Krylov subspace spans the entire space when you exponentiate the Hamiltonian H to the
power of K — 1, where K — 1 = rank(H). Thus, the number of states that we require in our Ansatz scales linearly
with the rank of the Hamiltonian.

Furthermore, one of the major contributions of the TQS algorithm is that, by using this problem-aware Ansatz, it
provides a systematic way to obtain a more and more expressible Ansatz. The other variational algorithms like VQS
and VFF still do not have a systematic method to generate an expressible enough Ansatz, or to improve on an Ansatz
in a efficient way. Also, it has been shown that if we use a hardware efficient Ansatz, we would in general expect
to encounter the barren plateau problem, which makes it very hard for the algorithm to train and optimize [34, 49].
Furthermore, the usual technique of using more and more layers of hardware efficient Ansatz circuits gives no guarantee
that it will become more and more expressible in an efficient manner, when compared to the number of variational
parameters that we are adding. There is also no guarantee that this will indeed improve the appropriateness of the
Ansatz. This is especially true for larger systems. In TQS, with the way we generate the Ansatz with K moment
states, we can see that at worst, we get an Ansatz with as many states as the size of the Hilbert space, which is fully
expressible. This is due to the group of Pauli strings closing on itself eventually. Also, we can see that as we increase
the K, we will definitely improve our Ansatz and get to a point where it is eventually expressible enough. In future,
using the coefficients of the terms in the Hamiltonian, we expect to be able to slow down the growth of the number
of states.

Our algorithm also relies on being able to calculate expectation values of powers of the Hamiltonian, (y|H¥[1)) in
an efficient manner. If we look at the Pauli string level (break our Hamiltonian into linear sums of Pauli strings), the
number of Pauli terms in H* grows exponentially in k. Right now, for current implementation of our algorithm on
available quantum computers, this breaking into Pauli strings is necessary due to the imperfections in said quantum
computers. However, if we allow more complex operations that cannot be performed very well right now, such as
complex controlled unitaries, the resources needed to measure such (19| H*|1)) values might scale less [50].

We would also like to mention that depending on the Lie algebra of the Pauli terms in the Hamiltonian and the rank
of the Hamiltonian, the number of required overlaps can be a lot smaller compared to the upper bound. By considering
specific kinds of Hamiltonians, the number of states needed will be manageable. As an example, for a system size
with a multiple of 3 qubits, if we consider the Hamiltonian of the form H = XY ZXYZ. XYZ+YZXYZX..YZX +
ZXYZXY.ZXY+XXXXX.. XXX, the set of K-moment states is maximally size 8, implying that 8 ansatz states
are sufficient to simulate the dynamics with our algorithm.

Appendix C: QAS and VQS as special cases of TQS

In this appendix, we show that in the limit of choosing a very small At, one obtains QAS from TQS. Since VQS
is a special case of QAS [29], we get VQS also as special case of TQS. We start out with the series expansion of

[ (a + 6a))

(@ + 6@)) = +Z oo [1(@)) b0 (C1)
J
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Now in TQS we want to maximize the overlap of U(At) (&) and |¢(&@ + d&)), which is essentially the fidelity
measure in equation 8

010U A0+ 55) 2 = | (@] UT(80) (@) + 3 o) U (a2 @501 (0. 0]

|w(a)>:§ja7b<j> (W(@)| UT(A) [(a@ Z (&) UT(AL) ) Ix;)dey | x [C. C]

J

=@ (@|U" (At [y(@ |2+Z @) UN(AL) [xg) (@) U(AL) [(a)) da

+ D 061 UAY [9(@) (0(@)| UT (AL (&) 60 +Z @)U (A)|x;) (xelU(A)|()) dazoar.  (C2)

J

Now in the same manner as QAS, using the Mclachlan’s variational principle [23, 29, 30, 51], we demand that the
variation of this fidelity is equal to 0 with respect to «;:

= (W(@)|UT(A) [x5) (0(@)| U(A) [ (@ Z @)U (A)x;) (xklU(A)|w(@)) daj, = 0

= (Y(@)|U(AY) [p(a@ +Z (kU (A)[1p(@)) b, = 0. (C3)

Now we substitute in U(§t) = I — iAtH:

= (Y(@)(@)) — AL {(@)| H [0(@) + Y (@) dag — iALY_ {xulHIi(@)) baf, = 0. (C4)
k

k

Now we take the derivative of this equation with respect to At. Note that S% A ;0 = 0. We then discard any terms
remaining that are linear in At or in do (implying we have chosen such a small A¢ that da is also very small).

= —i (Y(@)| H |[(@ +Z5ak (xk[¥(a)) oo = 0. (C5)

Using the above definition of the £ and D matrices in equation 12 and 13, this simplifies to:

= —id'Da+aléa =0
— £a = —iDa. (C6)
This is exactly the same differential equation that we aim to solve in QAS. If we do not ignore the higher order terms,

we could obtain systematic higher order corrections to the QAS matrix differential equation using such a method.

Appendix D: Unitary implementation

As alternative, we could implement the unitary evolution operator U(At) directly instead of the Taylor series
expansion of Eq.7

Y (a(t + At))k = U (At) ¢ (a (1)) k- (D1)

and defining the matrix R, = (Xm|U(At)|xn) to solve the program
max o RaalRia/ (D2)
sta/'€a =1. (D3)

U(At) could be implemented with a Trotter decomposition or with an oracle. However, this complicates the circuits
needed to calculate the R matrix, requiring the usage of Hadamard tests.
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Appendix E: Higher order approximations

We investigate higher order expansion for the evolution operator in this section. First, we define the overlap matrix

J
Tmn =, BiBi (Xm| PiPjlxn)- (E1)

4,
Considering the next highest power expansion of U(At):

2

! A [
UAt) = T — 1At | Y BP; | - - > BiP| =Va(At), (E2)
j=1

j=1

and defining |¢) = Va(At) |¢(a)) k., the constraint in the optimization program 11 turns out to be still the same as
equation 14:

(@) b(a") = o €a. (E3)
It turns out that (¢|¢) is actually exactly equal to af Ea, which is the result we used earlier in equation 15, as all the

2nd order terms nicely cancel out.
Now, using the notation Go = (5 —AtD — ATRJ),

(W (') )k (Bt (') i = o’ GaaatGha. (E4)

Now the optimization program in 11 can be re-expression in this higher order approximation as

o atéa

. ot
max o (GQ&O{GQ> o (E5)

st ol =1.

tat
And using the notation W5 o = %, we further condense the above optimization program as
max CKITWQ’QO/ (E6)
a/
st € =1. (ET)

Once again, the only work that the quantum computer need to do is to calculate overlap matrices in the start, in
this case having to calculate £, D and J. In fact, when going from lower order approximations to higher order
approximations, you can reuse the saved matrices and only calculate the new ones needed. In this case, in the original
TQS, which uses a first order approximation for U(At), we already have the £ and D matrices, so if we deem the
results not up to our desired accuracy, we can easily go to the second order approximation showed here, and only
require calculation of one additional matrix 7.



