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#### Abstract

We show how fast semiempirical QM methods can be used to significantly decrease the computational expense for automated reaction mechanism discovery, using two different method for generating reaction products: graph-based systematic enumeration of all possible products and the meta-dynamics approach by Grimme (J. Chem. Theory. Comput. 2019, 15, 2847). We test the two approaches on the low-barrier reactions of 3-hydroperoxypropanal, which have been studied by a large variety of reaction discovery approaches and therefore provides a good benchmark. By using PM3 and GFN2-xTB for reaction energy and barrier screening the systematic approach identifies 64 reactions (out of 27,577 possible reactions) for DFT refinement, which in turn identifies the three reactions with lowest barriers plus a previously undiscovered reaction. With optimized hyperparameters meta-dynamics followed by PM3/GFN2-xTB-based screening identifies 15 reactions for DFT refinement, which in turn identifies the three reactions with lowest barrier. The number of DFT refinements can be further reduced to as little as six for both approaches by first verifying the transition states with GFN1-xTB. The main conclusion is that the semiempirical methods are accurate and fast enough to automatically identify promising candidates for DFT refinement for the low barrier reactions of 3-hydroperoxypropanal in about 15-30 minutes using relatively modest computational resources.


## 1 Introduction

Determining the mechanism of chemical reactions is one of the cornerstones of chemistry and computational quantum chemistry (QM) has been proven very helpful in this regard. QM is mainly used to test the viability of possible reaction mechanisms proposed by chemists through heuristic rules. Generating the proposed mechanism and verifying it computationally is generally done manually and requires expert knowledge. However, several very promising methodologies have been developed to automate the discovery of reaction mechanisms using QM. [1, 2, ,3, 4, 5, 6, 7, 8, 9, 10, 11, 12, 13] Following Dewyer et al. 12 these methods can be categorized into four categories: 1) encoding mechanistic steps, 2) generate transition state (TS) guesses, 3) generate intermediates using graph theory, and 4) generate driving coordinates. Recently, quantum chemical meta-dynamics based approaches $14,10,9,13,11$ has emerged as a fifth category. Most of these approaches are rather computationally expensive so they have generally been applied to relatively small molecules with less than ten heavy atoms. As a result, the methods have yet to be widely adopted with the exception of atmospheric and combustion chemistry. 2,15

In this paper we investigate whether fast semiempirical QM (SQM) methods can be used to decrease the computational requirements for automated reaction mechanism discovery, using two different methods for generating reaction intermediates: a graph-based method by Kim et al. [3] and the meta-dynamics based method by Grimme. 9 In general we are interested in finding all reactions that proceed at measurable rates at room temperature, which translates into barrier heights (activation free energies) of no more than $25-30 \mathrm{kcal} / \mathrm{mol}$. To test the reaction prediction algorithms we choose a thoroughly studied system:

3-hydroperoxypropanal 16,17 . This system has been studied with multiple TS search algorithms: the freezing string method [6], the single-ended growing string method (SSM) [18], the double-ended growing string method (GSM), 19 the heuristic KinBot algorithm, 15 and the single-component artificial force induced reaction method (SC-AFIR) 20, 21 and it is therefore quite likely that all low-barrier reactions have been found. In this study we aim to find the three lowest-barrier reactions, which have barrier heights of 36,40 , and $46 \mathrm{kcal} / \mathrm{mol}$ (Figure 11). These barriers are higher than the target value of 25-30 $\mathrm{kcal} / \mathrm{mol}$, which may mean that some of the cutoffs and hyperparameters used in this study may need to be adjusted in future studies.

> Reaction 1
> $\Delta \mathrm{E}^{\dagger}=36 \mathrm{kcal} / \mathrm{mol}$
> $\Delta \mathrm{E}=-5 \mathrm{kcal} / \mathrm{mol}$



Reaction 2
$\Delta \mathrm{E}^{\dagger}=40 \mathrm{kcal} / \mathrm{mol}$
$\Delta \mathrm{E}=-65 \mathrm{kcal} / \mathrm{mol}$


Reaction 3
$\Delta \mathrm{E}^{\dagger}=46 \mathrm{kcal} / \mathrm{mol}$
$\Delta \mathrm{E}=8 \mathrm{kcal} / \mathrm{mol}$


Figure 1: The three lowest barrier one-step reactions of 3 -hydroperoxypropanal found by Grambow et al. and Maeda et al 16, 17. The reactions correspond to R37/38, R69, and R53 in their notation.

## 2 Computational Methodology

### 2.1 The test system

The study from Grambow et al. [16] identified 75 one-step unique reactions starting from 3-hydroperoxypropanal (Table S1). However, we were only able to confirm 69 of the reactions by IRC starting from the transition state (TS) geometries supplied by the authors in SI (missing R10, R12, R31, R32, R34, and R62 in Table S1). To compare the product molecules our algorithms produce to those of Grambow et al. we construct a set of atom-mapped SMILES strings with a consistent (arbitrary) atom ordering. It is important to use atom-mapped SMILES to distinguish different reaction mechanisms that lead to the same product, such as reactions R1-R5 in Table S1. In a few cases, such as R15-R17, there are several resonance forms for one of the products and here we select the form with the smallest number of rotatable bonds. This saves as much 3D structural information as possible and avoids rotation around bonds that are not completely free to rotate during the reaction path estimation. Thus, we use the same atom order for the reactant SMILES that serve as input to our two reaction discovery algorithms. Since the atoms are labelled, all tetrahedral centers including $\mathrm{CH}_{2}$ and $\mathrm{CH}_{3}$ groups are chiral (Figure S3, we refer to "label-induced" chirality as pseudo-chirality hereafter). When using RDKit to convert the SMILES representation to 3 D coordinates the algorithm will generate random pseudo-chiralities for $\mathrm{CH}_{2}$ and $\mathrm{CH}_{3}$ groups, which represents a problem for TS search algorithms that interpolate between the 3D structures of reactants and products. Thus, we specify an arbitrary pseudo-chirality for each tetrahedral atom in the reactant (Figure 2) and make sure that these pseudo-chiralities are maintained where applicable in the products as described below. We hereafter, refer to atom mapped SMILES with added pseudo-chirality information simply as "mapped SMILES". The construction of a mapped SMILES string from a usual SMILES string is done automatically as part of the computational methodology.


Figure 2: Reactant with assigned atom mapping and defined spatial orientation based on the input reactant SMILES.

### 2.2 Systematic search: Combinatorial Graph Enumeration

In the systematic approach [3], we attempt to systematically sample all possible products that are connected to the reactant with a transition state, as outlined in Figure 3). We start by generating the atom connectivity matrix (AC, also known as an adjacency matrix) for the reactant: $\mathbf{R}$. This is a binary $N_{\text {atom }} \times N_{\text {atom }}$ symmetric matrix where the presence and absence of bonds are indicated by 1's and 0's, respectively. The corresponding AC for product $i\left(\mathbf{P}_{i}\right)$ is derived from $\mathbf{R}$ through a conversion matrix $\mathbf{C}_{i}^{d, f}$

$$
\begin{equation*}
\mathbf{P}_{i}=\mathbf{R}+\mathbf{C}_{i}^{d, f} \tag{1}
\end{equation*}
$$

Here superscript $d$ and $f$ refers to the number of dissociated and formed bonds, respectively. Each conversion matrix element can only have the values $1,-1$, and 0 , which corresponds to a bond formation, dissociation, and no bond change.

To systematically create all possible products, we create a set of all conversion matrices. However, to avoid a computational explosion and to make it more likely that the product is connected to the reactant by a single TS , we constrain the maximum number of bond dissociations and formations to three, respectively. In other works $3,19,6]$, the same type of maximal bond formation/dissociation constraints have been used, but are set to two instead. We choose three bond changes because reaction 2 in Figure 1 cannot be obtained using two bond changes. We also constrain the chemical distance (CD) between the reactant and product to 5 bind changes, that is:

$$
\begin{equation*}
C D\left(R, P_{i}\right)=\sum_{l>j}\left|R_{l j}-P_{i, l j}\right| \leq 5 \tag{2}
\end{equation*}
$$

Thus, the full set of conversion matrices is given by:

$$
\begin{equation*}
\{\mathbf{C}\}=\left\{\mathbf{C}^{f, d}:(f, d) \leq 3 \text { and } f+d \leq 5\right\} \tag{3}
\end{equation*}
$$

With the full set of conversion matrices, we iteratively create the product AC matrices ( $\left\{\mathbf{P}_{\mathbf{i}}\right\}$ ). Once an AC matrix is constructed, we check that the number of neighbours for each atom is less than or equal to its maximally allowed valence $(\mathrm{C} \leq 4, \mathrm{H} \leq 1, \mathrm{O} \leq 3)$. If just one atom in the product has more neighbours than allowed, it is discarded. However, if the product AC matrix is valid, we use the program xyz2mol 22,23 to convert the product AC matrix $\mathbf{P}_{i}$ into an RDKit mapped molecular graph. To avoid duplicate products, we only save the products graphs with unique SMILES. Before we compare the SMILES, we ensure that we use the resonance form with least rotatable bonds.

The product graphs contain no information about stereochemistry including "label-induced" stereochemistry as discussed above (Figure S3). The stereo information is assigned to each product graph by enumerating all possible stereoisomers using RDKit. For each stereoisomer, we make sure that the chirality of all non-reacting atoms are preserved during the reaction. The non-reacting atoms are identified by


Figure 3: Workflow for the systematic search for hypothetical products


Figure 4: Example of which chiral tags are allowed if the neighbouring atoms neighbours change or does not change.
comparing all the reactants $s p^{3}$ hybridized atoms to the corresponding atom in the product and checking whether the immediate neighbours are identical. If the chirality of any non-reacting atom is different from the reactant, we discard the stereoisomer as hown in Figure 4 (for a concrete example see Figure S4).

### 2.3 Meta-dynamics search

In the meta-dynamics search a molecular dynamics (MD) simulation is performed using a GFN2-xTB energy function that allows for bond formation and dissociation. 9 The energy function is augmented by a biasing potential that rewards changes in the molecular structure. Our main question is whether this approach tends to produce molecules that are connected by low barriers. In addition to the usual MD parameters (time-step, length of simulation, temperature etc.), parameters describing the additional biasing potential must be specified. The biasing potential has the form 9

$$
\begin{equation*}
E_{\text {bias }}^{R M S D}=\sum_{i}^{n} k_{\text {push }} \cdot e^{-\alpha \Delta_{i}^{2}} \tag{4}
\end{equation*}
$$

where $k_{\text {push }}$ controls the strength of the biasing potential, defining how strongly the system should be 'pushed' out of previously visited structures. Choosing too small a value, we approach the unbiased MD limit where no reactions take place (or at least unreasonable long simulations are needed for them to occur). On the other hand, choosing too high a value can lead to chemically irrelevant reactions. $n$ is the number of structures saved (which the system is pushed out of). Here, a new structure is added to the biasing potential every picosecond. $\Delta_{i}$ is the root mean squared deviation (RMSD) between the current structure and structure $i$ in Cartesian space. $\alpha$ describes the width of the biasing potential and thus determines how far from the saved structures the system is still affected by the biasing potential. A high value of $\alpha$ prescribes a narrow biasing potential meaning that the system can 'escape' the biasing potential by smaller changes to the structure (e.g. conformational changes). A low value of $\alpha$ means that very large changes in the structure are needed to avoid being affected by the biasing potential.

In addition to the energy potential and the RMSD potential, a spherical wall potential is used to confine the reactant system using a logfermi pontential.

$$
\begin{equation*}
E_{\text {bias }}^{\text {wall }}=k_{\text {wall }} \sum_{i}^{N_{\text {atoms }}} \log \left(1+e^{-\beta\left(R-r_{i}\right)}\right) \tag{5}
\end{equation*}
$$

$k_{\text {wall }}$ and $\beta$ determine the strength and steepness of the potential, respectively and we use the values suggested by Grimme $\sqrt[9]{ }\left(k_{\text {wall }}=0.019 E_{h}\right.$ and $\left.\beta=10 \mathrm{Bohr}^{-1}\right) . r_{i}$ is the position vector of atom $i$ and $R$ is the radius of the sphere, which is related to the input coordinates by a scaling-factor $s$. The simulations are run for 50 ps with 0.4 fs time steps, a thermostat temperature of 300 K , double hydrogen weight and
with no bonds constrained (SHAKE off) unless otherwise noted. A maximum of 100 structures ( $n$ ) are used for the RMSD criteria.

In order to find the best set of values for $k_{\text {push }}, \alpha$, and $s$, i.e. the values for which the MD simulations find the three target products in Figure 1, different parameter combinations are tested using the work flow presented in Figure 5. The mapped reactant SMILES is embedded using RDKit 24 followed by an MMFF94 force field optimization, also done using the RDKit, after which the structure is written to file. The structure is then relaxed for 2 ps without the RMSD biasing potential (but with the wall biasing potential) and the end structure in the trajectory is used in the $10050-\mathrm{ps}$ meta-dynamics runs.

Each of the 100 trajectories are then analyzed in the following way:

- Every 250th structure on the trajectory (corresponding to every 100 fs ) is converted to an atommapped SMILES using xyz2mol [22]. In cases where several resonance structures are possible, we select the one with the fewest rotatable bonds.
- Pseudo-chirality information is added to the $-\mathrm{CH}_{2}$ and $-\mathrm{CH}_{3}$ groups to obtain mapped SMILES as described above. In practice, this is by done first finding $\mathrm{CH}_{2}$ and $\mathrm{CH}_{3}$ groups by substructure matching. One of the hydrogens in each is then temporarily exchanged with a fluorine atom which allows RDKit to recognize the chirality (Figure S5).
- The mapped SMILES string is then saved (along with the Cartesian coordinates) if it is different from the last saved entry.
- All saved structures are then geometry optimized with GFN2-xTB 25, 26 and the SMILES extracted and analyzed as described above. The geometry optimisation is important since it occasionally results in a change in bonding.
- The final list of SMILES strings based on optimized structures correspond to a (possible) multistep reaction, where each step is a potential elementary reaction. These reactions are collected and counted across all 100 trajectories with the median number of time-steps it took for the reaction to happen.
- In this study, we are only interested in identifying possible single-step reactions starting from the input reactant (Figure 2). Therefore, the products of interest in the list are those that immediately follow the reactant. This is usually the second SMILES string in the list (the first being the reactant) but occasionally the reactant is regenerated during the MD so it is necessary to check the entire list.


### 2.4 Identification of reactions with low barriers

Once the set of potential products have been determined, by either meta-dynamics simulations or the systematic search, the low-barrier reactions are identified using the the procedure outlined in Figure 6

The first step is to compute reaction energies and eliminate reactions with reaction energies larger than a threshold (here $30 \mathrm{kcal} / \mathrm{mol}$ ) since the reaction energy provides a lower bound on the barrier height. The products for several of the reactions consist of more than one molecule (or fragment) and many of the molecules are identical since atom mapping does not affect the reaction energy. Thus, to reduce the number of calculations, we identify all unique fragments and perform PM3 calculations on the fragments and calculate the reaction energy as:

$$
\begin{equation*}
\Delta E=\sum_{i}^{N_{\text {frags }}} E_{i}^{\text {lowest }}-E_{\text {reactant }} \tag{6}
\end{equation*}
$$

We also test other SQM methods, including GFN1-xTB, GFN2-xTB, and PM6, but PM3 performed best when compared to DFT results (Figure S2). When we compute the energies for each fragment, we use the energy for the most stable conformer. The fragments' most stable conformer is found by systematically sampling conformers by rotating all rotatable bonds by $\pm 120$ degrees and then performing

## Parameters:

Size of wall potential (scaling factor: s) Strength of the biasing potential ( $\mathrm{k}_{\text {push }}$ ) Width of the biasing potential (alpha)


Figure 5: workflow for the automated procedure used to collect reactions based on the meta-dynamics approach


Figure 6: Flowchart describing how the potential products are screened
a PM3 structure optimization in MOPAC. Then we pick the most stable conformer based on the enthalpy. We then remove all reactions with reaction energies above $30 \mathrm{kcal} / \mathrm{mol}$. This value is chosen because we normally would define low-barrier reactions as being below $30 \mathrm{kcal} / \mathrm{mol}$ and we want to investigate how many structures this cutoff eliminates. As we show below, this cutoff does not eliminate the reactions of interest for this particular molecule.

We are interested in low-barrier reactions, which we in this study define as barriers below $50 \mathrm{kcal} / \mathrm{mol}$ (Figure 11). To screen the remaining reactions on their barriers, we use barrier estimates based on the RMSD-PP approach using GFN2-xTB 9] as described in 27. As barrier estimates were seen to vary between runs, we calculate a barrier estimate for each reaction five times and keep the lowest one. In case all of the barrier estimate computations fail, we discard the reaction. We then discard all reactions with barriers above $50 \mathrm{kcal} / \mathrm{mol}$.

Finally, the remaining reactions are checked with DFT (B3LYP/6-31+G(d) $28,29,30,31,32]$ ) as in the original studies $[16,17$. The reaction energies are computed as described above and the barriers and transition states (TSs) are computed and verified by IRCs 27 . The TS is found for all of the cases where the barrier estimate is below $50 \mathrm{kcal} / \mathrm{mol}$. A linear interpolation ( 10 points from maximum energy structure to both neighbours in the RMSD-PP path) is performed and the interpolated structures are subjected to single point energy calculations using DFT. The maximum energy structure based on DFT calculations is used as initial guess for the TS structure in a DFT TS search using Gaussian [opt=(calcall, ts, noeigen)]. The procedure is the same for GFNx-xTB verification of the TSs using a custom script to interface xtb with Gaussian.

The PM3 calculations are performed with MOPAC2016 and the DFT calculations are performed with Gaussian16. 33 The meta-dynamics calculations and the RMSD-PP barrier estimates are performed with version 6.1.4 of the xtb program. All usage of RDKit is performed with version 2020.09.05.

## 3 Results and Discussion

### 3.1 Systematic search: Combinatorial Graph Enumeration

The main hyperparameter for the combinatorial graph enumeration is the maximum number of bonds broken or formed. Other works 19, 3, 6] have suggested setting this number to two. However, by only allowing two bonds to be formed or broken, we do not find Reaction 2 (Figure 11, which not only has the second-lowest barrier but is also the thermodynamic product. If we instead allow all the molecules to form and break three bonds but constrain the total number of changes to five, we find 74 of the 75 products that Grambow et al. found. The missing reaction (R62 in Table S1) has more than five bonds broken and formed and the barrier is $80 \mathrm{kcal} / \mathrm{mol}$. This approach results in a total of 27,577 unique reactions involving 4,095 unique fragments, for which we perform a systematic conformational search. For many of the reactions, none of the conformers successfully converged with PM3 while for other reactions, the atom connectivity changed during the optimizations and were therefore discarded. Thus, only 1,138 of the fragments calculations resulted in a fragment energy allowing us to compute reaction energies for 9,056 of the 27,577 reactions. As seen in the distribution of reaction energies in Figure 7 most of the reactions have high reaction energies.

Of the 9,056 reactions only 1,583 have reaction energies below $30 \mathrm{kcal} / \mathrm{mol}$ and the barriers of these reaction were estimated using our RMSD-PP-based method 27. (Figure 8). Of these 1,583 reactions 64 of the reactions have estimated barriers below $50 \mathrm{kcal} / \mathrm{mol}$ and are thus checked with DFT. For seven of the 64 reactions TSs connecting the intended reactant and product are found using DFT, as verified by IRCs. Six of them correspond to the reactions depicted in Figure 1 two of them correspond to Reaction 1 (the two enantiomers of the product), two of them correspond to Reaction 2 (there are two ways of moving an H from the $-\mathrm{CH}_{2}$ group, with TSs that are mirror images) and two of them correspond to Reaction 3 (either of the hydrogens on the reacting $-\mathrm{CH}_{2}$ group can move resulting in TSs that are mirror images). The remaining reaction, depicted in Figure 9 , has a barrier of $62 \mathrm{kcal} / \mathrm{mol}$ and a reaction energy of $18.8 \mathrm{kcal} / \mathrm{mol}$ and was not found in any of the previous studies 16 , 17. In addition, R28


Figure 7: Distribution of the reaction enthalpies for (a) the 9,056 reactions in the systematic search and (b) the 31 reactions from the meta-dynamics search. The chosen cutoff value of $30 \mathrm{kcal} / \mathrm{mol}$ is indicated. For the systematic search 1,583 reactions are below this cutoff. For the meta-dynamics search, 30 reactions are below this cutoff (only one discarded)
showed up during one of the searches for another reactant and product pair and is discussed further below.
If instead the 64 reactions with estimated barriers less than $50 \mathrm{kcal} / \mathrm{mol}$ are first checked (i.e. TS optimisation followed by IRC) with GFN2-xTB the number of DFT searches can be lowered significantly. We tested three different criteria for further DFT refinement: 1) The TS connects 3-hydroperoxypropanal to the correct product, 2) The TS connects to 3-hydroperoxypropanal, and 3) the TS connects to either 3-hydroperoxypropanal or the correct product. Here the correct product is that used to create the TS guess using the RMSD-PP method. Using criterion 1, 2, and 3 reduces the number of DFT refinements to 5,19 , and 30 , respectively. Using criterion 1, Reaction 2 is not identified as the corresponding TS is shown to connect 3-hydroperoxypropanal to formaldehyde and oxiranol (N1a, Figure S6) whereas using criterion 2 or 3 reactions $1-3$ and the new reaction (Figure 9) are all identified by the DFT refinement. If GFN1-xTB is used instead, criterion 1,2 , and 3 reduces the number of DFT refinements to 6,17 , and 33 , respectively and the all subsequent DFT refinements identify Reactions 1-3, but not the new reaction.

We note that Grambow et al. [16] reports very different barriers for formation of the $R$ and $S$ product for Reaction 1 (34-39 and $67 \mathrm{kcal} /$ mol,respectively), while we find the same low barrier ranges for both reactions. Note that we in general compute slightly higher barriers as our barriers are calculated compared to the lowest conformer of the reactant instead of the conformer that the IRC ends up in.

### 3.2 Meta-dynamics search

The main hypothesis we wish to test regarding the meta-dynamics approach is whether it can be used to identify reactions with low barriers. As outlined above the meta-dynamics approach relies on three main hyperparameters, $k_{\text {push }}, \alpha$, and $s$, that modulate the effect that structural changes have on the course of the trajectory. Increasing $k_{\text {push }}$ and decreasing $\alpha$ increases the effect of structural or conformational changes on the trajectory as measured by the RMSD from previous structures. Similarly, increasing $s$ increases the effect the molecular structure has on the size of the spherical boundary potential surrounding the molecule(s) and is most important when the number of molecular fragments changes.

We performed 10050 -ps meta-dynamics simulations for each of 27 different combinations of $k_{\text {push }}, \alpha$, and $s$ and identify the product of the first reaction (if any) that occurs in each trajectory. Table 1 shows


Figure 8: Distributions of estimated barriers for (a) the systematic search and (b) the search based on meta-dynamics. A total of 1,583 reactions were tested in the systematic search. For 149 of them the search for a barrier estimate failed. 1416 of the reactions had barriers above the cutoff at $50 \mathrm{kcal} / \mathrm{mol}$, while 64 had barrier estimates below the cutoff. A total of 30 reactions were tested in the search based on meta-dynamics. For 1 of them the search for a barrier estimate failed. 15 of the reactions had barriers below the cutoff.


Figure 9: New reaction found with a barrier of $62 \mathrm{kcal} / \mathrm{mol}$ and a reaction energy of $19 \mathrm{kcal} / \mathrm{mol}$ during the systematic search
the results for a subset of the 27 combinations, while the results for all 27 combinations can be found in SI (Table S22). For $k_{\text {push }}=0.05, \alpha=0.3$, and $s=0.8$, all 100 trajectories resulted in a reaction, and in one case two reactions occurred leading to a total of 101 products $\left(N_{t o t a l}\right)$. Ten of the trajectories lead to Reaction 1, while eight and eight of the trajectories lead to Reactions 2 and 3, respectively. $N_{99}$ is the minimum number of trajectories needed to find at least one example of each reaction with $99 \%$ certainty and is the smallest $N$ for which

$$
\begin{equation*}
0.99 \geq\left(1-\left(1-p_{1}\right)^{N}\right) \cdot\left(1-\left(1-p_{2}\right)^{N}\right) \cdot\left(1-\left(1-p_{3}\right)^{N}\right) \tag{7}
\end{equation*}
$$

where $p_{1}$ is the probability of finding Reaction 1 (e.g. $10 / 100=0.10$ for $k_{\text {push }}=0.05, \alpha=0.3$, and $s=0.8$, cf. Table 11). We select $k_{\text {push }}=0.05, \alpha=0.3$, and $s=0.8$ as the best combination of $k_{\text {push }}, \alpha$, and $s$ since that results in the lowest value of $N_{99}$ for thus molecule. The results of these 100 trajectories are thus analysed further.

Table 1: Table of how many times each of the three lowest barrier reactions were found for each parameter set. Each parameter set was tested in 100 simulations $(50 \mathrm{ps})$ and $N_{\text {total }}$ states how many times a reaction with the required reactant occurred. $N_{99}$ is the estimated number of times the meta-dynamics should be run for each parameter set in order to be $99 \%$ sure of finding all 3 reactions.

| $s$ | $k_{\text {push }}$ | $\alpha$ | reaction 1 | reaction 2 | reaction 3 | $N_{\text {total }}$ | $N_{99}$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 0.8 | 0.03 | 0.7 | 1 | 0 | 0 | 3 | - |
| 0.8 | 0.03 | 0.5 | 2 | 3 | 0 | 25 | - |
| 0.8 | 0.03 | 0.3 | 4 | 7 | 8 | 88 | 114 |
| 0.8 | 0.05 | 0.7 | 5 | 6 | 5 | 48 | 107 |
| 0.8 | 0.05 | 0.5 | 12 | 4 | 8 | 101 | 114 |
| 0.8 | 0.05 | 0.3 | 10 | 8 | 8 | 103 | 65 |

Overall, the 100 trajectories resulted in 31 different products, 30 of which are below $30 \mathrm{kcal} / \mathrm{mol}$ (Figure 8 b ). Fifteen of these 30 reactions have estimated reaction barriers lower than $50 \mathrm{kcal} / \mathrm{mol}$ and these were subjected to DFT refinement. DFT TSs are located for all 15 reactions, but only six connect to 3 -hydroperoxypropanal and these six correspond to the three reactions with lowest barrier (Figure 1). Using GFN2-xTB criterion 1,2 , and 3 reduces the number of DFT refinements to 4,12 , and 14 , respectively. Again, using criterion 1, Reaction 2 is not identified whereas using criterion 2 or 3 Reactions $1-3$ are all identified by the subsequent DFT refinement. If GFN1-xTB is used instead, criterion 1,2 , and 3 reduces the number of DFT refinements to 6,11 , and 14 , respectively and the subsequent DFT refinements identify Reactions 1-3.

Our results suggest that hyperparameter settings can be found for which reactions with low barrier heights are more likely to occur. To test this further we plot the estimated barrier heights vs the number of occurrences among the 100 trajectories shown in Figure10. There are two main categories of products: those found by Grambow et al. [16] and Maeda et al. [17] (labels starting with "R") and other structures that are similar to those structures but differ in atom labels (labels starting with "P") or completely novel structures (labels starting with "N"). As we will demonstrate only the R points correspond to elementary reactions for which the barrier estimate reflects the lowest barrier from the reactant. Thus, these are the only points for which we expect an inverse correlation between barrier estimate and number of occurrences in the trajectories. There are seven such points in the plot (R37, R54, R69, R53, R62, R35, and R28) and with the exception of R28 there is a good inverse correlation meaning that products of reactions with low barriers are observed more often. The most likely reason that R28 is observed frequently despite having a relatively large barrier estimate is that the product consists of three separate fragments (ethenone, formaldehyde, and water), which will be favored due to the large change in RMSD relative to the reactant. While there are three other products consisting of three fragments (R29, R30, and R31) only R28 has a relatively low barrier ( 50 vs $70-88 \mathrm{kcal} / \mathrm{mol}$ at the DFT level) as well as a much lower reaction energy ( -25 vs $25-45 \mathrm{kcal} / \mathrm{mol}$ at the DFT level).


Figure 10: Number of times each reaction found in the meta-dynamics search was observed versus the GFN2-xTB barrier estimate. R69 is actually exactly on top of R53, but was moved slightly up to reveal both points. The points are colored according to the PM3 reaction enthalpies. The structures corresponding to each point is shown in Figures S 7 and S 8 for barrier estimate below and above 50 kcal/mol, respectively.


Figure 11: Examples of how the meta-dynamics trajectories look for (a) R53trans and (b) P43a. The unstable intermediates are labelled with approximate lifetimes $(\tau)$

The most common occurrence is "P53 (trans)", the trans-isomer of R53. Inspection of a representative trajectory shows that an unstable intermediate (I1 in Figure 11a) is formed by transferring the - OOH hydrogen to the carbonyl group), which allows for free rotation about the $\mathrm{C}_{1}-\mathrm{C}_{3}$ bond and thus, ultimately, a roughly equal probability of the cis and trans isomer. The second most common occurrence is P43a, which is the same as R43 (formic acid + oxirane) but with a different pseudo-chirality at the $\mathrm{C}_{3}$ group (Figure 11b), indicating a different mechanism of formation from the reactant. Inspection of a representative trajectory shows that an unstable intermediate (I2 in Figure 11b) is formed by transferring the - OOH hydroxyl group to the carbonyl carbon. I2 is then converted to a very short-lived intermediate where both CC bonds are significantly elongated, so that the pseudo-chirality of $\mathrm{C}_{3}$ can change easily before going to P 43 a .

### 3.3 Timings

To obtain optimal timings we terminate the meta-dynamics simulations when a reaction has occurred (checking every 5 ps ). The 94,820 PM3 geometry optimisations require only 6 minutes on Intel Xeon E5-2643 v3 ( 3.4 GHz ) nodes with a total of 100 cores, compared to 10 minutes for the 100 meta-dynamics simulations.

The 1,583 and 30 reaction barrier estimates for the systematic and meta-dynamics approach, respectively, take about 29 minutes and 2 minutes, respectively, on the same cluster. The final DFT refinement step involves 64 and 15 molecules for the systematic and meta-dynamics searches, respectively. However, this can be reduced to six DFT refinements by pre-screening using GFN1-xTB as described above, although in that case the new reaction is not discovered by the systematic approach. In conclusion, our best estimate is thus that the three lowest barrier-reactions can be identified for DFT refinement in about 18 minutes using the meta-dynamics approach and in about 35 minutes using the systematic approach on 100 cores.

## 4 Conclusions and outlook

We show how fast semiempirical QM methods can be used to decrease the computational requirements for automated reaction mechanism discovery, using two different method for generating reaction intermediates: graph-based systematic enumeration of all possible products developed by Kim et al. 3 and the meta-dynamics based method by Grimme. [9] We test the two approaches on the reactions of 3hydroperoxypropanal, which have been studied by a large variety of reaction discovery approaches 16 17 and therefore provides a good benchmark. Our aim is the find the three reactions with barriers below $50 \mathrm{kcal} / \mathrm{mol}$ (Figure 1).

The systematic approach generates 27,577 reactions, involving 4,095 fragments, that can be made by forming and breaking three bonds but constrain the total number of changes to five. Only 1,138 of the 4,095 fragments are stable upon PM3 geometry optimisation, resulting in 9,056 reactions for which the reaction energy can be computed. GFN2-xTB barriers are estimated for the 1,583 reactions that have reaction energies below $30 \mathrm{kcal} / \mathrm{mol}$ and the 64 reaction with estimated barriers less than 50 $\mathrm{kcal} / \mathrm{mol}$ are refined at the DFT level and verified with an IRC. This results in four reactions connecting 3-hydroperoxypropanal to products: the three reactions with barriers below $50 \mathrm{kcal} / \mathrm{mol}$ previously identified by Grambow et al. 16 and a previously undiscovered reaction (Figure 9) with a barrier of 62 kcal/mol.

In the meta-dynamics approach the energy is augmented by two terms: a term favoring changes in the molecular structure as measured by the change in RMSD from earlier structures in the trajectory and a confining potential. The effect of each term on the dynamics simulations are controlled by several hyperparameters. After finding an optimum set of hyperparameters for reaction discovery, 10050 -ps meta-dynamics simulations identify 31 different reactions, of which all but one have PM3 reaction energies below $30 \mathrm{kcal} / \mathrm{mol}$. Fifteen of the 30 reactions have estimated barrier heights below $50 \mathrm{kcal} / \mathrm{mol}$ and subsequent DFT refinement of these yield the three target reactions with barriers below $50 \mathrm{kcal} / \mathrm{mol}$.

Seven products are observed that can made from 3-hydroperoxypropanal in one elementary step, and for these reactions there is a good inverse correlation between the barrier and the frequency with which they are observed. The one exception a reaction (R28) where the product consists of three separate molecules, which therefore results in a disproportionate change in RMSD compared to products consisting of one or two molecules thereby favoring the reaction. The remaining products are most likely made from via unstable intermediates that are not minima on the potential energy surface.

The determination of products by the systematic and meta-dynamics searches require 15-30 minutes using modest computational resources ( 100 CPU cores). One difference in efficiency is the greater number of reactions that are refined by DFT in the systematic search. However, subsequent calculations show that most of these refinements can also be done at the semiempirical level, which would make the efficiency of the methods relatively similar for this molecule.

The main conclusions are thus that the semiempirical methods are accurate and fast enough to automatically identify promising candidates for DFT refinement for the low barrier reactions of 3hydroperoxypropanal within 15-30 minutes using modest computational resources. The main question is how the systematic and meta-dynamics search algorithms scale with system size and whether the optimum hyperparameters found for this molecule also perform well for other types of reactions. We are currently investigating both questions and preliminary results suggest that the answer to the latter question is yes.
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## Supporting Information

The code and data resulting from this study can be found here:

- code: https://github.com/jensengroup/ReactionDiscovery
- data: https://sid.erda.dk/wsgi-bin/ls.py?share_id=DyEK4eZmrD


## Benchmark of SQM methods

To determine which SQM method that gives us the most reliable reaction energies, we compare the reaction energies obtained with PM3, PM6, GFN1-xTB, and GFN2-xTB to DFT B3LYP/6-31+G(d). From the Grambow et al. article 16] we have 71 elementary step reactions for the peroxide we can use as our benchmark set.

To compare the reaction energies, we split the products from the Grambow dataset into a list of unique fragments as determined by their SMILES. We then compute the reaction energy as in Eq. 6.


Figure S1: Comparison between Grambows DFT reaction energies, and the reaction energies computed by summation of fragment energies. Reactions $10,12,14,31,34,62$ are removed from the benchmark since we can not confirm the reactions by IRC.

We choose the lowest energy conformer for each of the five methods (4 SQM and 1 DFT) by computing the free energy for the systematically sampled conformers. The conformers are sampled by systematically rotating each rotatable bond by $\pm 120$ degrees.

In Figure S2 are the four SQM reaction energies for the Grambow dataset plotted against the corresponding DFT reaction energies. When we compare the MAE for the four SQM methods it is clear that the MAE at $7.12 \mathrm{kcal} / \mathrm{mol}$ for PM3 is significantly lower than for PM6, GFN1-xTB, and GFN2-xTB with MAEs of $10.35,10.97$, and 12.93 , respectively.


Figure S2: Comparison between DFT and SQM (PM3, PM6, GFN1-xTB, GFN2-xTB) reaction energies computed by summation of fragment energies. Reactions 10, 12, 31, 34, and 62 are removed from the benchmark since we can not confirm the reactions by IRC.
a

(S')


Figure S3: Illustration of a) R'/S' label chirality and b) cis/trans label isomerism. The assignment of label chirality generally follows the ordinary procedure for assigning chirality (Chen-Ingold-Prelog sequence rules), however, the priority of the neighbouring atoms are instead assigned as inversely proportional to the atom map number: $\operatorname{rank} \propto 1 /($ atom map number).


Figure S4: Example of which chiral tags are allowed if the neigbouring atoms neighbours change or does not change.

$C: 3$ and $C: 5$ are recognized as stereocenters
Change equivalent
hydrogens to fluorine $\xrightarrow{\substack{\text { hydrogens to fluorine } \\ \text { atoms }}}$

Convert fluorine atoms $\xrightarrow{\text { back to hydrogen atoms }}$

A $\quad[\mathrm{C}: 1](=[\mathrm{O}: 2])([\mathrm{C}: 3]([\mathrm{C}: 5]([\mathrm{O}: 8][\mathrm{O}: 11][\mathrm{H}: 12])([\mathrm{H}: 9])[\mathrm{H}: 10])([\mathrm{H}: 6])[\mathrm{H}: 7])[\mathrm{H}: 4]$
B $\quad[\mathrm{C}: 1](=[\mathrm{O}: 2])([\mathrm{C} @: 3]([\mathrm{C} @: 5]([\mathrm{O}: 8][\mathrm{O}: 11][\mathrm{H}: 12])([\mathrm{H}: 9])[\mathrm{H}: 10])([\mathrm{H}: 6])[\mathrm{H}: 7])[\mathrm{H}: 4]$

Figure S5: Assigning stereochemistry to non-chiral atoms using the RDKit





Figure S6: Path located from the optimization of TS guesses. TS1 connects 3-hydroperoxypropanal to R69, TS2 connects R69 to N1a, and TS3 connects N1a to P43a. P43a differs from R43 in that H6 and H7 are switched.
P43a

Figure S7: Reactions found in the meta-dynamics search, with a GFN2-xTB barrier estimate below 50 kcal/mol.

> R28
> N2
> P54
> R62
> N3
> N4
> N1b
> R35/36
> N5
> P37c

Figure S8: Reactions found in the meta-dynamics search, with a GFN2-xTB barrier estimate above 50 kcal/mol.


Figure S9: barrier estimates for each of the 5 GFN2-xTB RMSD-PP runs for P43a

## Reactions from Grambow et al.

Table S1: Table of the 75 studied reactions found by Grambow

|  | Reaction |  | Comments |
| :---: | :---: | :---: | :---: |
| R1 |  | $\qquad$ |  |
| R2 |  | $\qquad$ |  |
| R3 |  | $\qquad$ |  |
| R4 |  | $\qquad$ |  |
| R5 |  | $\qquad$ |  |
| R6 |  | $\qquad$ |  |
| R7 |  |  <br> ${ }^{H: 12} 0: 11^{0.8} \mathrm{~V}_{\mathrm{H}=10}$ |  |
| R8 |  | $\qquad$ |  |
| R9 |  | $\qquad$ |  |
| R10 |  |  | Following the IRC the proposed structure of Grambow continued to react. Same as R28 |
| R11 |  |  |  |
| R12 |  |  | Following the IRC, the product structure stated by Grambow continued to react. (same product as R59 but different mechanism) |


| R13 |  |  |
| :---: | :---: | :---: |
| R14 |  $\qquad$ <br>  |  |
| R15 |  |  |
| R16 | $\qquad$ $\underbrace{0 i n}_{4}$ |  |
| R17 |  |  |
| R18 |  |  |
| R19 | $\qquad$ <br>  |  |
| R20 |  |  |
| R21 |  |  |
| R22 | $\qquad$ |  |
| R23 |  |  |
| R24 |  |  |
| R25 | $\qquad$ |  |
| R26 | $\qquad$ Hia not |  |


| R27 |  |  |  |
| :---: | :---: | :---: | :---: |
| R28 |  |  |  |
| R29 |  |  <br> $+\mathrm{H}: 9-\mathrm{H}: 4$ |  |
| R30 |  $\qquad$ |  |  |
| R31 |  |  | Following the IRC, the product proposed by Grambow continues to react to the indicated product |
| R32 |  |  | Following theIRC <br> leads to the same <br> reaction as R53 |
| R33 |  |  |  |
| R34 |  |  | IRC converged after one step in each direction. The imaginary frequency is $\approx 100 \mathrm{~cm}^{-} 1$ |
| R35 |  |  |  |
| R36 |  |  |  |
| R37 |  | $\qquad$ |  |
| R38 |  | $\qquad$ |  |
| R39 |  |  |  |
| R40 |  |  |  |


| ${ }^{\text {ran }}$ | 480-x |  |
| :---: | :---: | :---: |
| ${ }_{\text {rı2 }}$ |  |  |
| ${ }^{\text {ras }}$ |  |  |
| ${ }^{\text {Rn }}$ | 83 - - 8 8 |  |
| ${ }_{\text {n45 }}$ | \% - - |  |
| ${ }^{\text {ref }}$ |  |  |
| ${ }_{\text {kn7 }}$ | 38-4 |  |
| ${ }^{\text {nes }}$ |  |  |
| ${ }^{\text {кя }}$ | N\% - 145. |  |
| ${ }^{\text {nio }}$ |  |  |
| ${ }_{\text {рал }}$ | \% - - $x^{\text {g }}$ |  |
| ${ }_{\text {R } 22}$ | $88^{2}-30 x^{2}$ |  |
| ${ }_{\text {п33 }}$ | 875 |  |
| ${ }^{\text {ris }}$ |  |  |


| R55 |  |  |
| :---: | :---: | :---: |
| R56 |  |  |
| R57 |  |  |
| R58 |  |  |
| R59 |  |  |
| R60 |  |  |
| R61 |  |  |
| R62 | ${ }^{0}{ }^{\text {or }}$ | Following the IRC suggested by Grambow the product continues to react to the indicated product |
| R63 |  |  |
| R64 |  |  |
| R65 |  |  |
| R66 |  |  |
| R67 |  |  |
| R68 |  |  |



Figure S10: Showing the estimated number of required meta-dynamics runs to ensure $99 \%$ probability of the three low-barrier reactions having been found versus the duration of each meta-dynamics run. Blue dots are for the most effective parameters when running 100 ps simulations (Table S3). Orange dots are for the most effective parameter set when running 50 ps simulations (Table S2).

| R69 |  |  |  |
| :---: | :---: | :---: | :---: |
| R70 |  |  |  |
| R71 |  |  |  |
| R72 |  |  |  |
| R73 |  |  |  |
| R74 |  |  |  |
| R75 |  |  |  |

Table S2: Table of how many times each of the three lowest barrier reactions were found for each parameter set. Each parameter set was tested in 100 simulations ( 50 ps ) and $N_{\text {total }}$ states how many times a reaction with the required reactant occurred. $N_{99}$ is the estimated number of times the metadynamics should be run for each parameter set in order to be $99 \%$ sure of finding all 3 reactions.

| $s$ | $k_{\text {push }}$ | $\alpha$ | reaction 1 | reaction 2 | reaction 3 | $N_{\text {total }}$ | $N_{99}$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 0.6 | 0.01 | 0.7 | 0 | 0 | 0 | 0 | - |
| 0.6 | 0.01 | 0.5 | 0 | 0 | 0 | 0 | - |
| 0.6 | 0.01 | 0.3 | 0 | 0 | 0 | 0 | - |
| 0.6 | 0.03 | 0.7 | 1 | 0 | 0 | 6 | - |
| 0.6 | 0.03 | 0.5 | 6 | 1 | 1 | 34 | 527 |
| 0.6 | 0.03 | 0.3 | 3 | 3 | 2 | 95 | 236 |
| 0.6 | 0.05 | 0.7 | 16 | 2 | 3 | 75 | 233 |
| 0.6 | 0.05 | 0.5 | 9 | 4 | 1 | 100 | 459 |
| 0.6 | 0.05 | 0.3 | 1 | 2 | 0 | 100 | - |
| 0.8 | 0.01 | 0.7 | 0 | 0 | 0 | 0 | - |
| 0.8 | 0.01 | 0.5 | 0 | 0 | 0 | 0 | - |
| 0.8 | 0.01 | 0.3 | 0 | 0 | 0 | 0 | - |
| 0.8 | 0.03 | 0.7 | 1 | 0 | 0 | 3 | - |
| 0.8 | 0.03 | 0.5 | 2 | 3 | 0 | 25 | - |
| 0.8 | 0.03 | 0.3 | 4 | 7 | 8 | 88 | 114 |
| 0.8 | 0.05 | 0.7 | 5 | 6 | 5 | 48 | 107 |
| 0.8 | 0.05 | 0.5 | 12 | 4 | 8 | 101 | 114 |
| 0.8 | 0.05 | 0.3 | 10 | 8 | 8 | 103 | 65 |
| 1.0 | 0.01 | 0.7 | 0 | 0 | 0 | 0 | - |
| 1.0 | 0.01 | 0.5 | 0 | 0 | 0 | 0 | - |
| 1.0 | 0.01 | 0.3 | 0 | 0 | 0 | 0 | - |
| 1.0 | 0.03 | 0.7 | 0 | 0 | 0 | 4 | - |
| 1.0 | 0.03 | 0.5 | 2 | 3 | 2 | 16 | 264 |
| 1.0 | 0.03 | 0.3 | 3 | 10 | 6 | 87 | 152 |
| 1.0 | 0.05 | 0.7 | 4 | 12 | 2 | 43 | 229 |
| 1.0 | 0.05 | 0.5 | 9 | 11 | 5 | 100 | 91 |
| 1.0 | 0.05 | 0.3 | 4 | 7 | 6 | 101 | 116 |

Table S3: Table of how many times each of the three lowest barrier reactions were found for each parameter set. Each parameter set was tested in 100 simulations and $N_{\text {total }}$ states how many times a reaction with the required reactant occurred. $N_{99}$ is the estimated number of times the meta-dynamics should be run for each parameter set in order to be $99 \%$ sure of finding all 3 reactions.

| $s$ | $k_{\text {push }}$ | $\alpha$ | reaction 1 | reaction 2 | reaction 3 | $N_{\text {total }}$ | $N_{99}$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 0.6 | 0.01 | 0.7 | 0 | 0 | 0 | 0 | - |
| 0.6 | 0.01 | 0.5 | 0 | 0 | 0 | 0 | - |
| 0.6 | 0.01 | 0.3 | 0 | 0 | 0 | 6 | - |
| 0.6 | 0.03 | 0.7 | 22 | 2 | 5 | 99 | 228 |
| 0.6 | 0.03 | 0.5 | 15 | 3 | 5 | 100 | 153 |
| 0.6 | 0.03 | 0.3 | 3 | 3 | 2 | 100 | 236 |
| 0.6 | 0.05 | 0.7 | 19 | 3 | 6 | 100 | 152 |
| 0.6 | 0.05 | 0.5 | 9 | 4 | 1 | 100 | 459 |
| 0.6 | 0.05 | 0.3 | 1 | 2 | 0 | 100 | - |
| 0.8 | 0.01 | 0.7 | 0 | 0 | 0 | 0 | - |
| 0.8 | 0.01 | 0.5 | 0 | 0 | 0 | 0 | - |
| 0.8 | 0.01 | 0.3 | 0 | 0 | 0 | 5 | - |
| 0.8 | 0.03 | 0.7 | 7 | 7 | 11 | 79 | 74 |
| 0.8 | 0.03 | 0.5 | 6 | 10 | 9 | 101 | 77 |
| 0.8 | 0.03 | 0.3 | 4 | 7 | 13 | 101 | 113 |
| 0.8 | 0.05 | 0.7 | 12 | 9 | 8 | 101 | 61 |
| 0.8 | 0.05 | 0.5 | 12 | 4 | 8 | 103 | 114 |
| 0.8 | 0.05 | 0.3 | 10 | 8 | 8 | 103 | 65 |
| 1.0 | 0.01 | 0.7 | 0 | 0 | 0 | 0 | - |
| 1.0 | 0.01 | 0.5 | 0 | 0 | 0 | 1 | - |
| 1.0 | 0.01 | 0.3 | 0 | 1 | 0 | 8 | - |
| 1.0 | 0.03 | 0.7 | 5 | 5 | 11 | 82 | 104 |
| 1.0 | 0.03 | 0.5 | 5 | 8 | 12 | 102 | 91 |
| 1.0 | 0.03 | 0.3 | 3 | 10 | 6 | 101 | 152 |
| 1.0 | 0.05 | 0.7 | 8 | 14 | 4 | 101 | 114 |
| 1.0 | 0.05 | 0.5 | 9 | 11 | 5 | 100 | 91 |
| 1.0 | 0.05 | 0.3 | 4 | 7 | 6 | 101 | 116 |

Table S4: Table of how many times each of the three lowest barrier reactions were found for each parameter set. Each parameter set was tested in 100 simulations and $N_{\text {total }}$ states how many times a reaction with the required reactant occurred with GFN0-xTB

| $s$ | $k_{\text {push }}$ | $\alpha$ | reaction 1 | reaction 2 | reaction 3 | $N_{\text {total }}$ | $N_{99}$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 0.6 | 0.005 | 0.7 | 0 | 1 | 0 | 101 | - |
| 0.6 | 0.01 | 0.7 | 0 | 6 | 0 | 100 | - |
| 0.6 | 0.03 | 0.7 | 0 | 6 | 0 | 100 | - |
| 0.6 | 0.03 | 0.5 | 0 | 7 | 0 | 100 | - |
| 0.6 | 0.05 | 0.7 | 0 | 11 | 0 | 100 | - |
| 0.8 | 0.03 | 0.7 | 0 | 0 | 0 | 100 | - |
| 0.8 | 0.03 | 0.5 | 0 | 1 | 0 | 101 | - |
| 0.8 | 0.03 | 0.3 | 0 | 0 | 0 | 100 | - |
| 0.8 | 0.05 | 0.7 | 0 | 1 | 0 | 100 | - |
| 0.8 | 0.05 | 0.5 | 0 | 0 | 0 | 100 | - |
| 0.8 | 0.05 | 0.3 | 0 | 0 | 0 | 100 | - |
| 1.0 | 0.03 | 0.7 | 0 | 0 | 0 | 100 | - |
| 1.0 | 0.03 | 0.5 | 0 | 0 | 0 | 100 | - |
| 1.0 | 0.05 | 0.7 | 0 | 0 | 0 | 100 | - |
| 1.0 | 0.05 | 0.5 | 0 | 1 | 0 | 100 | - |

