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Abstract

A major objective of lattice QCD is the computation of hadronic matrix elements. The
standard method is to use three-point and four-point correlation functions. An alterna-
tive approach, requiring only the computation of two-point correlation functions is to
use the Feynman-Hellmann theorem. In this talk we develop this method up to second
order in perturbation theory, in a context appropriate for lattice QCD. This encompasses
the Compton Amplitude (which forms the basis for deep inelastic scattering) and hadron
scattering. Some numerical results are presented showing results indicating what this
approach might achieve.

1 Introduction

Understanding the internal structure of hadrons and in particular the nucleon directly from the
underlying QCD theory is a major task of particle physics. It is complicated because of the non-
perturbative nature of the problem, and presently the only known method is to discretise QCD
and use numerical Monte Carlo methods. The relevant information is encoded in correlation
functions – from the all encompassing two-quark correlation functions to GTMDs, TMDs, GPDs
Wigner functions, PDFs and Form Factors, e.g. [1].

Using the Operator Product Expansion (OPE), it is possible to relate form factors to mo-
ments of certain matrix elements, which in principle are calculable using lattice QCD tech-
niques. However due to theoretical problems such as much more mixing of lattice operators
due to reduced H(4) symmetry and numerical problems, for many years it was only possible
to compute the very lowest moments. (As an example of a complete calculation – albeit for
quenched fermions – see for example [2].) This does not allow for the reconstruction of the
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associated PDF. Progress was recently achieved with the concepts of quasi-PDFs and pseudo-
PDFs, for a comprehensive review see [3].

Here in this talk we shall describe a complementary approach which relates the structure
function to that of the associated Compton amplitude, emphasising via dispersion relations the
physical and unphysical regions and their connection with Minkowski and Euclidean variables.
While the Compton amplitude is a correlation function it is 4-point and hence difficult to com-
pute with the straightforward standard approach used in Lattice QCD of tying the appropriate
Grassmann quark lines together in the path integral. However, we are able to circumvent
this problem by using a Feynman–Hellmann approach. This approach avoids operator mixing
problems, has a simple renormalisation and as independent of the Operator Product Expan-
sion, OPE, allows an investigation of power corrections to the leading behaviour (twist 2) of
the OPE. We first described this method in [4] and have been developing it further e.g. [5,6].

In this talk we give a brief introduction to this approach, first in section 2 giving the relation
between structure functions and the Compton amplitude. This is followed in section 3 by a
description of the Feynman–Hellmann approach. Some numerical results are given in 4.2.
Further details and results are given in [5]. The Feynman–Hellmann approach is a versatile
method and in the following section 5 some further applications are mentioned. Finally we
give some conclusions.

2 Structure functions and the Compton amplitude

Deep Inelastic Scattering (DIS) is the inclusive scattering of a lepton (usually an electron) from
nucleon (usually a proton), eN → e′X . The process is shown diagrammatically in Fig. 1. The

P

k k0

q

P + q
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X
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p p

Figure 1: DIS, where k, k′ represent the incoming, outgoing lepton momenta, p is
the momentum of the incoming nucleon of mass MN , q = k − k′ is the momentum
transfer and X represents the recoiling system.

kinematics is such that Q2 ≡ −q2 > 0; the invariant mass of X is M2
X = (p+q)2 and the Bjorken

variable, x , is defined by x = Q2/(2p · q). Here we shall be mainly using the inverse Bjorken
variable ω = 1/x . x > 0 from kinematics and M2

X > M2
N means that x < 1 which translates

to 1 < ω <∞ as the physical region. The square of the amplitude can be factorised into a
calculable leptonic tensor together with an unknown hadronic tensor, Wµν, given1 by

Wµν ≡
1

4π

∫

d4z eiq·zρss′ rel〈p, s′|[J†
µ(z), Jν(0)]|p, s〉rel , (1)

1The state normalisation is given by rel〈N |N〉rel = 2EN . See also footnote 5.
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where Jµ is the electromagnetic current (γ)2 and for unpolarised nucleons we haveρss′ = δss′/2.
The tensor has the Lorentz decomposition

Wµν =
�

−ηµν +
qµqν
q2

�

F1(x ,Q2) +
�

pµ −
p · q
q2

qµ

��

pν −
p · q
q2

qν

�

F2(x ,Q2)
p · q

, (2)

with structure functions F1(x ,Q2) and F2(x ,Q2). It is useful to relate the Wµν scattering am-
plitude to the forward Compton scattering amplitude, Tµν, depicted in the LH panel of Fig. 2,
as this is a correlation function and so more amenable to lattice QCD or other calculational

p p

p p

q q

Im ω

Re ω

Figure 2: LH panel: The forward Compton Amplitude. RH panel: The analytic struc-
ture for F1 – branch cuts starting from ω = ±1, together with the contour used for
the dispersion relation.

methods. The definition parallels that of Wµν

Tµν(p, q)≡ i

∫

d4z eiq·zρss′ rel〈p, s′|T (J†
µ(z)Jν(0))|p, s〉rel

=
�

−ηµν +
qµqν
q2

�

F1(ω,Q2) +
�

pµ −
p · q
q2

qµ

��

pν −
p · q
q2

qν

� F2(ω,Q2)
p · q

, (3)

with corresponding structure functions F1(ω,Q2), F2(ω,Q2). Due to the time ordering in its
definition it is a correlation function. These are related via the Optical theorem to the hadronic
tensor structure functions by ImF1(ω,Q2) = 2πF1(x ,Q2) (and similarly for F2, however in
this talk we shall concentrate on F1). Photon crossing symmetry N → N̄ means that F1 is
symmetric under ω → −ω (while F2 is anti-symmetric). The analytic structure, e.g. [7],
is thus given in the RH plot of Fig. 2. Analyticity properties (including using the Schwarz
reflection principle across the branch cut) then give a once subtracted3 dispersion relation

F1(ω,Q2) =
2ω
π

∫ ∞

1

dω′
�

ImF1(ω′,Q2)
ω′(ω′ −ω− iε)

−
ImF1(ω′,Q2)
ω′(ω′ +ω− iε)

�

+F1(0,Q2)

= 4ω2

∫ 1

0

d x ′
x ′F1(x ′,Q2)

1− x ′2ω2 − iε
︸ ︷︷ ︸

F1(ω,Q2)

+ F1(0,Q2)
︸ ︷︷ ︸

once subtracted

. (4)

(Replacing x ′F1 by F2 with no subtraction gives the equivalent dispersion relation for F2.) As
long as we are in the unphysical region |ω| < 1⇐⇒ M2

X < M2
N , i.e. below elastic threshold,

there is no singularity in previous integral the time ordering is irrelevant, so the iε in eq. (4)

2This can, of course, be generalised to neutral (Z) or charged (W±) currents.
3Conventionally ω= 0 is chosen as the subtraction point, but others have recently been suggested, [8].
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can be dropped. The Minkowski and Euclidean amplitudes are then identical which as we
shall see in section (3) will eventually allow a direct lattice QCD computation. Physically
|ω| < 1 means states propagating between currents cannot go on-shell. Taylor expanding the
denominator in eq. (4) then gives

F1(ω,Q2) = 2
∞
∑

n=1

ω2nM (1)2n (Q
2) , where M (1)2n (Q

2) = 2

∫ 1

0

d x ′ x ′2n−1F1(x
′,Q2) (5)

are the Mellin moments of F1. Furthermore for the numerical results considered later we set
µ= ν= z, pz = qz = 0 giving

T33(p, q) = F1(ω,Q2) = 2
∞
∑

n=1

ω2nM (1)2n (Q
2) . (6)

So from Compton amplitude data we can directly extract the Mellin moments. The positivity
of the cross section means that F1 > 0 or M (1)2 ≥ M (1)4 ≥ . . . M (1)2n ≥ . . . > 0 so the expected
shape of the Compton amplitude in the unphysical region for fixed Q2 is simply an increasing
polynomial function of ω2.

3 The Feynman–Hellmann approach

The task now is to compute the (Euclidean) Compton amplitude and in particular that given
in eq. (6). A direct lattice QCD computation of the path integral for the necessary 4-point
correlation function is complicated as there are many diagrams to compute. As an alternative
we shall use the Feynman–Hellmann approach here.

We now sketch a derivation of the procedure. Consider the 2-point nucleon correlation
function

C f iλ(t; ~p, ~q) = λ〈0| ˆ̃BN f
(0; ~p)

︸ ︷︷ ︸

Sink:momentum

Ŝ(~q)t ˆ̄BNi
(0, ~0)

︸ ︷︷ ︸

Source: spatial

|0〉λ , (7)

where Ŝ is the ~q-dependent transfer matrix Ŝ(~q) = exp (−Ĥ(~q)) in the presence of a perturbed
Hamiltonian

Ĥ(~q) = Ĥ0 −
∑

α

λα
ˆ̃Oα(~q) , (8)

where

ˆ̃Oα(~q) =
∫

~x

�

Ôα(~x)e
i~q·~x + Ô†

α(~x)e
−i~q·~x� (9)

is a Hermitian operator. λ can be taken as a real positive parameter4. Using time dependent
perturbation theory via the Dyson Series, namely the operator expansion, regarding B̂ as ‘small’

et(Â+B̂) = etÂ+

∫ t

0

d t ′ e(t−t ′)Â B̂ et ′Â+

∫ t

0

d t ′
∫ t ′

0

d t ′′ e(t−t ′)Â B̂ e(t
′−t ′′)Â B̂et ′′Â+O(B̂3) , (10)

and inserting complete sets of unperturbed states5

∑

~p

|N(~p)〉〈N(~p)|+
∑

EX (~pX )>EN (~p)

|X (~pX ))〉 〈X (~pX )|= 1 , (11)

4Can generalise to complex λ by absorbing the phase into the operator: λαÔα(~x)→ |λα|eiφα Ôα(~x).
5The lattice normalisation is used here: 〈X (~pX )|Y (~pY )〉= δX Yδ~pX ~pY

. To convert to the usual relativistic normal-

isation, with an additional factor 2EX , change |X 〉 → |X 〉/
p

〈X |X 〉 with |0〉 → |0〉.
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appropriately gives after some algebra the factorised result

C f iλ(t; ~p, ~q) = λ〈0| ˆ̃BN f
(~p)|N(~p)〉 × λ〈N(~p)| ˆ̄BNi

(~0)|0〉λ × e−EN λ(~p,~q)t + . . . , (12)

where as this equation suggests we have taken the lowest state |N(~p)〉 to be well separated
from other states. Furthermore we have defined λ〈N(~p)| as

λ〈N(~p)|= 〈N(~p)|+λα
∑

EY (~pY )>EN (~p)

〈N(~p)| ˆ̃Oα(~q)|Y (~pY )〉
EY (~pY )− EN (~p)

〈Y (~pY )|+O(λ2) . (13)

(We do not give the O(λ2) term here.) While the final nucleon operator, ˆ̃BN f
(~p), has a definite

momentum and so just picks out one state, the initial nucleon operator, B̂Ni
(~0), being at posi-

tion ~x = ~0 contains all momenta and states (indicated here by the sum over |X (~pX )〉). For the
matrix elements that appear in the modified energy in eq. (12), rather than writing them in

terms of the operator ˆ̃Oα we first use Ô(~x) = e−i ~̂p·~x Ô(~0) ei ~̂p·~x on the relevant term to give

〈X (~pX )|
ˆ̃Oα(~q)|N(~p)〉= 〈X (~pX )|Ôα(~0)|N(~p)〉δ~pX ,~p+~q + 〈X (~pX )|Ô†

α(~0)|N(~p)〉δ~pX ,~p−~q , (14)

so matrix elements step up or down in ~q. As this is also valid for X = N then the O(λ) term6

vanishes (~q 6= ~0). Generalising each λ inserts another ˆ̃O into the matrix element, so we need
an even number of λs, i.e. odd powers of λ vanish. This gives finally

EN λ(~p, ~q) = EN (~p)−
∑

EX (~p±~q)>EN (~p)

�

|〈X (~p+ ~q)|λαÔα(~0)|N(~p)〉|2

EX (~p+ ~q)− EN (~p)
(15)

+
|〈X (~p− ~q)|(λαÔα(~0))†|N(~p)〉|2

EX (~p− ~q)− EN (~p)

�

+O(λ3) .

We need EN (~p± ~q)> EN (~p) (X = N is the worst case) giving −1<ω< 1 with ω= 2~p · ~q/~q2.
This is the usual definition of ω (with q0 = 0), which is in the safe unphysical region.

What has all this to do with the Compton Amplitude? We now interpret this result and
relate it to the Compton Amplitude. Considering its Minkowski (M) definition again, eq. (3),
and again inserting a complete set of states for t > 0 and t < 0 with the appropriate iε
prescription

T (M)
µν (p, q) =

∑

X

�

〈X (~p+ ~q)|Ôµ(~0)|N(~p)〉∗ 〈X (~p+ ~q)|Ôν(~0)|N(~p)〉
EX (~p+ ~q)− EN (~p)− q0 − iε

+
〈X (~p− ~q)|Ô†

ν(~0)|N(~p)〉
∗〈X (~p− ~q)|Ô†

µ(~0)|N(~p)〉

EX (~p− ~q)− EN (~p) + q0 − iε

�

. (16)

Comparing with the previous result of eq. (15) if we set q0 = 0 and choose the ~p, ~q geometry
so that EX (~p± ~q)> EN (~p), i.e. −1<ω< 1 then we can also drop the iε which gives

EN λ(~p, ~q) = EN (~p)−
λ∗αλβ

rel〈N(~p)|N(~p〉rel
T (M)

αβ
((EN (~p), ~p), (0, ~q)) +O(λ4) . (17)

As T (M)

αβ
(p, q)∗ = T (M)

βα
(p, q) then the real part of Compton amplitude is symmetric (unpolarised

case with λ real) while the imaginary part is anti-symmetric (polarised with λ complex).
For the DIS case considered here in eq. (6) where µ = ν = z; pz = qz = 0, giving

T33(p, q) = F1(ω,Q2). So with Oα→ Jz we have finally

∆EN λ(~p, ~q)≡ EN λ(~p, ~q)− EN (~p) = −
λ2

z

2EN (~p)
F1(ω,Q2) +O(λ4) , (18)

writing the relativistic normalisation explicitly.

6Namely −λα〈N(~p)|
ˆ̃Oα(~q)|N(~p)〉.
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4 The Lattice

We now briefly describe some lattice details. In the Lagrangian in the path integral we add
the equivalent perturbation

L(x) = L0(x) + 2λz cos(~q · ~x)Jz(x) , (19)

where rather than considering the complete electromagnetic current we take the vector cur-
rent J (q)µ to be either ZV ūγµu (where q → u) or ZV d̄γµd (q → d). ZV has been previously
determined. We only modify the propagators for the valence u/d quarks in λ. So there are
no quark-line disconnected terms considered here. To include this would require at least very
expensive dedicated configuration generation.

More specifically we consider 2+1 quark mass degenerate flavours on a N3
S ×NT = 323×64

lattice with a spacing a ∼ 0.074 fm. (Technically β = 5.50, κl = 0.120900, l = u, d or
s giving mπ ∼ 470MeV and mπL ∼ 5.4 where L = aNS .) For more details of the action
and configuration generation see [9]. Apart from λz = 0, we use 4 values of λz , namely
±0.0125, ±0.025. Q2 has 5 values in the range between 3 and 7 GeV2 and we make ∼ O(104)
measurements for each λz , Q2 pair (varying ~p is numerically cheap as it is not part of the
source, and hence not connected with the numerically expensive fermion matrix inversion).

4.1 Kinematic coverage

We now briefly discuss the possible kinematic coverage, which is sketched in the LH panel of
Fig 3. As an example consider fixed ~q = (2π/L) (3,5, 0). We can access differentω by varying
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Figure 3: LH panel: The allowed kinematic possibilities for ~p given ~q = 2π/L(3,5, 0),
where L = 32a. Lines of constant ω = (2/34)(3nx + 5ny) are shown dashed. The
blue dots give the allowed momenta. RH panel: A plot of ∆EN λ against λz for
~q = 2π/L(4,1, 0) and ~p = 2π/L(1,0, 0).

the nucleon momenta ~p = (2π/L)~n as ω = 2~p · ~q/~q2 = (2/34)(3nx + 5ny). Thus for a given
constant ω we have a linear relationship between ny and nx as shown by the lines in the LH
panel of Fig. 3. The blue dots give allowed values of ~p.

To extract energy shifts, ∆EN λ, for each λz we form ratios, Rλ which isolate the O(λ2
z )

term

Rλ =
CNN +λz

(t)CNN −λz
(t)

CNN 0(t)2
= Aλ(~p, ~q) e−2∆EN λ(~p,~q) + . . . . (20)

After extracting ∆EN λ, this is plotted against λz . An example is shown in the RH panel of
Fig. 3 for ~q = 2π/L(4,1, 0), ~p = 2π/L(1, 0,0) (giving Q2 = 4.7 GeV2). A quadratic fit gives
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from eq. (18) the structure function, F1(ω,Q2), at one value of ω. Repeating this for various
values of ~p and ~q gives the complete structure function of ω and Q2.

4.2 Results

In Fig. 4 we show F1(ω,Q2) as a function of ω for Q2 = 4.7GeV2 for J (u)z and J (d)z separately.

0.12 0.24 0.35 0.47 0.59 0.71 0.82 0.94
ω

−0.5

0.0

0.5

1.0

1.5

2.0

F
q
q

1
(ω
,
Q

2
)

q =(4, 1, 0) 2π/L

uu

dd

mean± stat.± sys.

µuu1 0.240+0.044+0.000
−0.063−0.002

µuu3 0.150+0.050+0.001
−0.055−0.004
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Figure 4: ω dependence of F1(ω,Q2) for Q2 = 4.7GeV2. The blue circles are for J (u)z ,
the red diamonds for J (d)z . The fits, blue and red lines with errors given by shaded
region are described in the text. The points are slightly shifted for clarity.

This figure is our main result. We now mention some further consequences from this result.
From eq. (5) we can make a fit to F1(ω,Q2) to determine the (low) Mellin moments. We
have the constraints M (1)2 ≥ M (1)4 ≥ . . . ≥ M (1)2n ≥ . . . > 0 for u, d separately and so we have
implemented a Bayesian procedure (likelihood with priors as constraints). These are also
shown in the LH panel of Fig. 5 for n = 6. We note that the fall-off of the moments is as

1 2 3 4
n

0.0

0.1

0.2

0.3

0.4

0.5

0.6

0.7

M
(1

)
2
n
,u
u
−
d
d
(Q

2
)

Q2 = 2.74

Q2 = 3.56

Q2 = 4.66

Q2 = 5.48

Q2 = 7.13

1 2 3 4 5 6 7 8 9
0.

0.1

0.2

0.3

0.4

0.5

0.6

0.7

0.8

Q2 GeV2

M
2
,u
u
-
dd

(1
)

Q
2 

Figure 5: LH panel: The first 5 isovector moments M (1)2n;u−d(Q
2) (using J (u)z − J (d)z

for various Q2 values). RH panel: The corresponding valence PDF for M (1)2;u−d(Q
2)

Q2 = 2.7 GeV2, together with the fit from eq. (21).

expected, however the second moment does not decrease as rapidly as expected from DIS.
Alternatively we can investigate the Q2 dependence of a particular moment and investigate

scaling and the existence of power corrections not restricted to the OPE and large Q2 as shown
in the RH panel of Fig. 5. We also made the naive fit

M (1)2;u−d(Q
2) = M (1)2;u−d +

C (u−d)
2

Q2
. (21)

We concluded, [5, 10, 11], that we need Q2
∼> 16 GeV2 to reliably extract moments at a scale

of µ= 2GeV.

7



SciPost Physics Submission

Is it possible to reconstruct the Form Factor, F1 or indeed the PDF? This, of course, would
be the ultimate goal. From eq. (4) we have

T33(ω,Q2) =ω

∫ 1

0

d x K(xω) F1(x ,Q2) , where K(ξ) = 4
ξ

1− ξ2
. (22)

This is a Fredholm integral equation and so an inverse problem, which is ill defined. Presently
with this data, we have first made the ansatz

F1(x ,Q2)≡ apval(x; b, c) = a
Γ (b+ c + 3)

Γ (b+ 2)Γ (c + 1)
x b(1− x)c , (23)

(normalised to
∫ 1

0 d x x pval = 1). Again with a Bayesian implementation, we find typical results
as in Fig. 6 here for Q2 = 2.7 GeV2. The general shape is okay (the parton model would give

0

0.2

0.4

0.6

0.8

1

1.2

1.4

1.6

0 0.2 0.4 0.6 0.8 1

x
p
u
−
d
(x
)

x

Figure 6: The valence PDF, p(u−d)
val for Q2 = 2.7GeV2.

a δ-function at x = 1/3, which is smeared out by QCD corrections).

5 Further applications

Finally we briefly mention some more applications of this method.

5.1 The O(λ) term

We previously showed that the O(λ) terms vanish if ~q 6= ~0. However for ~q = ~0 then it is possible
to determine the baryon charges. For example in [12] the tensor charge of octet baryons was
determined.

However we can escape this constraint if there is an degeneracy when two (or more) states
have the same energy. Then we now have a matrix of states Mrs = 〈N(~pr)| ˆ̃O(~q)|N(~ps)〉 (where
r, s = 1 , . . . , dS , where dS is the number of degenerate states). As before the diagonal elements
vanish, but the off-diagonal do not. This can be diagonalised to give ∆EN λ. In [13] this was
investigated (for dS = 2 in the Breit frame) and applied to form factors and scattering over a
large range of Q2.

5.2 The O(λ2) term

While most of our present effort has been directed at the forward Compton amplitude, we
have also started to investigate Off-forward Compton Amplitude (OFCA) and GPDs in [14]
where we described the fomalism and determined the two lowest moments.
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5.3 Possible future perspectives

Possible future perspectives include Spin dependent Structure functions and Form factors
as indicated in eq. (17), electromagnetic corrections to the proton – neutron mass splitting
Mp −Mn = δMγ +δM md−mu via the Cottingham formula

δMγ =
i

2M
αem

(2π)2

∫

ηµν

q2 + iε
Tµν(p, q) , (24)

and mixed currents, for example neutrino-nucleon charged weak current νN → eX or eN → νX

Wµν ≡
1

4π

∫

d4z eiq·zρss′ rel〈p, s′|[Jµem(z), JνW,A(0)]|p, s〉rel

= −iεµναβ
qαpβ
2p · q

F3(x ,Q2) , (25)

where JνW,A = ūγνγ5d the axial part of the weak charged current.
A potential problem is including quark-line-disconnected matrix elements. This needs pur-

pose generated configurations with the fermion determinant also containing the λ term. For
(H)MC for the probability definition of the action also need a real determinant so fermion
matrix must be γ5-Hermitian which means that λV and λA have to be imaginary (while λS , λP

and λT are all real). In this case ∆Eλ develops an imaginary part. (This is not a problem for
the valence sector, as this is just an inversion of a matrix.) Simulations are however possible
and this was investigated in [15] (at O(λ)) for the disconnected contributions to the spin of
the nucleon.

6 Conclusions

We have described here a new versatile approach for the computation of matrix elements only
involving computation of 2-point correlation functions rather than 3-pt or 4-pt which is able
to compute Compton amplitudes and structure function moments. Advantages include longer
source-sink separations – so less excited states contamination and overcoming fierce operator
mixing / renormalisation issues.
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