Measurement-induced entanglement phase transitions in variational quantum circuits
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Variational quantum algorithms (VQAs), which classically optimize a parametrized quantum circuit to solve a computational task, promise to advance our understanding of quantum many-body systems and improve machine learning algorithms using near-term quantum computers. Prominent challenges associated with this family of quantum-classical hybrid algorithms are the control of quantum entanglement and quantum gradients linked to their classical optimization. Known as the barren plateau phenomenon, these quantum gradients may rapidly vanish in the presence of volume-law entanglement growth, which poses a serious obstacle to the practical utility of VQAs. Inspired by recent studies of measurement-induced entanglement transition in random circuits, we investigate the entanglement transition in variational quantum circuits endowed with intermediate projective measurements. Considering the Hamiltonian Variational Ansatz (HVA) for the XXZ model and the Hardware Efficient Ansatz (HEA), we observe a measurement-induced entanglement transition from volume-law to area-law with increasing measurement rate. Moreover, we provide evidence that the transition belongs to the same universality class of random unitary circuits. Importantly, the transition coincides with a “landscape transition” from severe to mild/no barren plateaus in the classical optimization. Our work paves an avenue for greatly improving the trainability of quantum circuits by incorporating intermediate measurement protocols in currently available quantum hardware.
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Controlling quantum entanglement has been identified as a critical element in the development of quantum computing. A prominent example is variational quantum algorithms, which are designed for quantum simulations and machine learning in near-term quantum computers [1]. How to efficiently use quantum entanglement resources impacts the performance of such quantum algorithms. Another important element in a quantum algorithm is the measurement, which can be performed at intermediate steps during a quantum computation and directly affects the overall entanglement structure of the quantum circuit. As there now exists quantum hardware that allows intermediate measurements [2, 3], it stands to reason that such measurements may offer yet another resource for controlling entanglement and improving VQAs.

Recently, there has been great progress in understanding the quantum entanglement evolution in random unitary quantum circuits with intermediate projective measurements. In random unitary circuits, the time evolution is governed by unitaries drawn from a random distribution without specifying any Hamiltonian. In these circuits, the nearby two-qubit gates locally entangle qubits, which generally leads to volume-law entanglement growth. When such a system is measured at randomly selected locations throughout the circuit, entanglement is destroyed globally. One might expect that this leads to a simple decrease in the coefficient of the entanglement growth volume law; however, this is not the case. The competition between local entanglement creation and non-local entanglement destruction induces a phase transition in the entanglement growth from a volume to an area law at a critical measurement rate $p_c$ [4–14]. Moreover, it appears that this critical behavior is universal, independent of the specific implementation of both the unitary or measurement dynamics. A significant amount of theoretical understanding has been gained about the properties of entanglement phase transitions in random unitary circuits [9, 15] by mapping such systems to well-defined statistical mechanics models. So far, most of the studies on measurement-induced phase transitions are focused on random unitary circuits or circuits with quantum chaotic dynamics. But do these transitions also take place in circuits of practical interest such as the variational quantum circuits used in quantum chemistry, quantum many body simulations, and quantum machine learning?

In this letter, we connect two highly active fields of research in condensed matter theory and variational quantum computing, by showing that measurement-induced entanglement phase transitions take place in two prototypical variational quantum circuits used within the Variational Quantum Eigensolver (VQE) algorithm [16]. This hybrid quantum-classical algorithm is used throughout the literature to approximate quantum many-body ground states [17–21] or perform quantum chemistry...
simulations [22–26]. Our motivations to investigate the measurement-induced entanglement transitions in variational quantum circuits rest on the following two issues. Most of the quantum ground states of interacting many-body systems follow the area-law entanglement (up to a logarithmic correction). However, ballistic growth of entanglement in time evolution implies that circuits used in VQE can rapidly develop much more entanglement than what may be efficiently simulated through these ground states of interest [20, 27, 28]. The second issue is the evaluation of the quantum gradient, which is used to minimize a cost function in VQAs. It is known that quantum circuits that approximate a 2-design have exponentially decaying quantum gradients, localized on so-called barren plateaus, which pose a significant hurdle for variational quantum algorithms [29–31]. It has also been shown that there is a close relation between entanglement scaling and barren plateaus, hence it is natural to consider constraining the amount of entanglement during parts of the variational optimization as a useful strategy for increasing the trainability of variational circuits [32–34].

We anticipate that the inclusion of interspersed measurements in the variational quantum circuits may offer an alternative way to control their quantum entanglement, which can be used for more efficient quantum simulations, as well as to overcome the issue of barren plateau in the evaluation of quantum gradients. Below we numerically show that the measurement-induced entanglement phase transition in the variational quantum circuits coincides with a “landscape transition”, a change from a landscape with severe barren plateaus to a landscape with mild or no barren plateaus. This suggests that VQE with intermediate projective measurements can potentially be used to avoid barren plateaus and improve current optimization strategies. In deriving our results, we also provide a modified parameter shift rule for calculating the quantum gradients with intermediate projective measurements.

Measurement-induced entanglement phase transitions.—We consider a chain of $N$ qubits with spatial periodic boundary conditions. To quantify the entanglement we consider the bipartite von Neumann entanglement entropy $S(N,p)$ between two halves of an $N$-qubit circuit of depth $L$. At each discrete time step $1 \leq d \leq L$, we apply a layer of local unitaries consisting of a combination of single qubit and two-local quantum gates between nearest neighbor qubits, which rapidly increase the entanglement in the chain. After each layer, we apply projective measurements onto the computational basis $\{|0\},\{|1\}$ on each qubit with probability $p$. A single measurement on a state $\rho = |\psi\rangle \langle \psi|$ then results in a state

$$\rho = \frac{\Pi_i \rho \Pi_i}{\text{Tr}\{\Pi_i \rho\}}, \quad (1)$$

where $\Pi_i = |i\rangle \langle i|$ are the projectors onto $\sigma^z$ basis. These measurements destroy entanglement at any length scale due to a local projection onto a single state [6]. As a result, the unitary dynamics locally entangles nearest neighbor qubits, whereas measurements globally destroy entanglement between different subsystems. This competition induces a dynamical phase transition between a volume and area law regime of entanglement scaling at a critical measurement rate $p_c$.

Although the critical point $p_c$ can vary between different types of random unitary dynamics and measurement schemes, the critical exponent characterizing the correlation length scale divergence $\xi \propto (p - p_c)^{-\nu}$ appears to be the same for different models at $\nu \approx 4/3$. This critical exponent can be derived by considering toy models and mapping the projective dynamics to a two-dimensional percolation model, which is exactly solvable [6, 9, 10, 15].

Central to the investigations on phase transitions induced by measurements is the concept of steady state entanglement dynamics [6, 7]. Given a circuit with a number of qubits $N$, we are primarily interested in the late time behavior when $d \to \infty$. In this infinite depth (long time) limit we expect the system to evolve into a steady state, characterized by a typical value of entanglement entropy that depends on the measurement rate $p$, but not the dynamics at finite times. In order to characterize this regime, we can investigate the average entanglement entropy as a function of depth for different values of $p$. For the moderate system sizes considered in this work, we observe steady state entanglement dynamics at $d = 16$.

The Variational Quantum Eigensolver.—Instead of considering Haar random circuits, Floquet dynamics or Random Clifford circuits, we turn to quantum circuits widely used in VQAs, e.g., in VQE algorithms [16]. In this hybrid quantum-classical algorithm we consider a quantum circuit $U(\theta)$ parametrized by a set of parameters $\theta$. By invoking the variational principle $E_{\text{ground}} \leq E(\theta) = \langle H \rangle_\theta$, one can use a classical optimization routine to minimize the energy of a Hamiltonian $H$ with respect to the parametrized wave function $\rho(\theta) = U(\theta) |0\rangle \langle 0| U^\dagger(\theta)$ and approximate the ground state of $H$. As with other variational methods, the choice of ansatz $U(\theta)$ is crucial since the ground states must be reachable from the initial state by application of this unitary.

There exists a variety of proposals, including the so-called Hamiltonian Variational Ansatz (HVA) [17–21] and the Hardware efficient Ansatz (HAE) [22, 35, 36]. The former exploits the structure of the Hamiltonian for the unitary ansatz design, whereas the latter aims to provide a hardware-friendly parameterization with enough degrees of freedom to capture a variety of states. For our numerical study, we investigate the projective dynamics of the XXZ-chain HVA and the HEA, whose circuits are depicted in fig. 1. Notice that the dynamics in the HVA is specified by a Hamiltonian in contrast to random unitaries. The HVA for the XXZ model is of particular
interest as it represents the simulation of a non-trivial interacting model of fermions, which is Bethe-ansatz integrable and it is still an open question if Bethe-ansatz integrable models also show measurement-induced entanglement phase transitions [9]. For the HEA, it is expected that the behavior is close to that of random circuits [30].

For each circuit, we measure the bipartite entanglement entropy of the output state of the circuit. Note that we are not creating a mixed state by remixing the individual intermediate measurement states into a single density matrix. Instead, we measure the entanglement entropy of the output state of the circuit. Note that this procedure.

**Finite size scaling analysis.—**Since phase transitions only occur in the thermodynamic limit \( N \rightarrow \infty \), we have to take care of the finite-size effects in analyzing our numerical data. To account for finite-size effects, we fit the scaling form [5, 6, 9]

\[
S(N, p, \nu) - S(N, p_c, \nu) = f(N^{1/\nu}(p - p_c))
\]

(2)

where \( f \) is a scaling function, to get a data collapse of the individual circuits of size \( N \). To determine \( p_c \) and \( \nu \), we minimize a Chi-squared statistic between the scaling form above and the data, and use a statistical bootstrap to verify the integrity of the fit. In fig. 2 we find critical exponents close to the previously mentioned value of \( \nu \approx 4/3 \). To extrapolate the critical exponent to the thermodynamic limit, we do a linear fit of \( \nu \) as a function of \( 1/N' \) where \( N_{\text{max}}/2 \leq N' \leq N_{\text{max}} \) is the largest value of \( N \) in the data set. The intercept then gives us the value of \( \nu \) for \( N' \rightarrow \infty \) [5]. The details of our statistical estimation procedure are outlined in the Supplementary Materials A.

In addition to the finite scaling analysis, we can investigate the quantum mutual information,

\[
I(A, B) = S_A(N, p) + S_B(N, p) - S_{A\cup B}(N, p),
\]

(3)

between qubits \( A \) and \( B \) separated by a distance \( r \), which we expect to peak at a critical point due to subsystem correlations becoming non-negligible. From these data, we find similar critical measurement rates \( p_c \approx 0.25 \) and \( p_c \approx 0.5 \) for the XXZ-HVA and HEA, respectively. In Supplementary Materials B. we give further details on this procedure.

**Projective gradients and barren plateaus.—**For variational quantum algorithms, one prepares a parametrized quantum circuit on a quantum computer and feeds the output state to a classical optimizer which updates the parameters by minimizing the energy. Gradient descent is the most widely used classical optimization method for such general non-convex optimization problems but is plagued by barren plateaus. As a result, a variety of recent works are aimed at finding ways to circumvent these regions where optimization is hard [30, 33, 37–41]. Here, we investigate barren plateau problems under the influence of projective measurements, more specifically the variance of the gradients in the XXZ-HVA and the HEA with intermediate projective measurements.

Although, there exists a variety of methods for calculating gradients in parametrized quantum circuits [42–49], none of these works consider quantum gradients through a circuit undergoing projective measurements.

In [50] the quantum natural gradient [51] is extended to quantum channels. Additionally, in [52] measurement-based VQE is investigated, but only in the context of the
(a) For the XXZ-HVA, we find
\[ p \approx 0.25 \text{ and } \nu \approx 1.22 \pm 0.24. \]
(b) For the HEA, we find
\[ p \approx 0.5 \text{ and } \nu \approx 1.26 \pm 0.23. \]
The error bars are calculated as the difference between the critical exponent in the thermodynamic extrapolation and the finite-size data collapse. The entropies are averaged over \(3 \times 10^3\) circuit realizations.

FIG. 2. Data collapse of the average entanglement entropies. (a) For the XXZ-HVA, we find \( p = 0.25 \) and \( \nu \approx 1.22 \pm 0.24 \). (b) For the HEA, we find \( p \approx 0.5 \) and \( \nu \approx 1.26 \pm 0.23 \). The error bars are calculated as the difference between the critical exponent in the thermodynamic extrapolation and the finite-size data collapse. The entropies are averaged over \(3 \times 10^3\) circuit realizations.

work by Briegel [53] where an entangled state is prepared and measurement is directly part of the algorithm.

In Supplementary Materials C., we provide a detailed analytical derivation of a quantum gradient in a circuit undergoing \(M\) measurements. The result is an equation for calculating projective gradients of the form,
\[
\text{Tr}\{(\partial_{\theta_i} \rho) O \} = \sum_{i} \frac{1}{2} \left( \langle O \rangle^{(i)}_{+} \frac{p^{(i)}_{+}}{p^{(i)}} - \langle O \rangle^{(i)}_{-} \frac{p^{(i)}_{-}}{p^{(i)}} \right).
\]
(4)

Here, \( \rho \equiv \rho(\theta) = \sum_{i}^{2M} p^{(i)} \rho^{(i)}(\theta) \) is a mixture of pure states \( \rho^{(i)}(\theta) \) that are the result of intermediate measurements. The bitstrings \( i = (i_1, \ldots, i_M) \in \{0, 1\}^M \) indicate the measurement outcomes of the projective measurements. The probabilities \( p^{(i)}\) and \( p^{(i)\pm} \) are the probabilities of observing outcomes \( (i) \) on the circuit with and without \( \theta_i \) shifted by \( \pm \pi/2 \), respectively. In this work, we have computed those weights exactly and we will explore the scalability of their estimation in future work. The expectation values \( \langle O \rangle^{(i)\pm} \) correspond to the expectation value of \( O \) if the circuit has the \( \theta_i \) parameter shifted by \( \pm \pi/2 \).

The average entanglement entropy of sufficiently random quantum states is given by the Page entropy [54], which follows a volume law entanglement scaling. With intermediate projective measurements, volume-law states can be broken down into states with less entanglement, i.e., area-law/logarithmic-law states which are not Haar random. As a result, we do not expect barren plateaus to occur for these states [32, 34]. To investigate this effect, we consider the same circuit settings discussed in fig. 2 and examine the projective gradients with respect to the expectation value of \( H = Z_0 Z_1 \). We calculate the projective gradients for the first circuit parameter (\( \theta \) in the first parametrized layer in both the HVA and HEA, see fig. 1) using eq. (4). We consider a depth \( d = 16 \) circuit for system sizes \( N = 8, \ldots, 18 \). In fig. 3a and fig. 3b, we observe that the gradient variances in both the XXZ-HVA and HEA transition from exponentially decaying to a constant as the measurement rate increases. This transition, coincides with the critical measurement rate for the volume-area law transition. Therefore, we see that the measurement-induced entanglement phase transitions induces a landscape transition in the circuit from mild/severe barren plateaus to no barren plateaus. This landscape transition can serve as the motivation for a projective gradient VQE algorithm where the early optimization of the circuit is done with projective gradients to escape barren plateaus due to initialization. An important caveat to consider is that intermediate measurements on the circuit change the nature of the optimization problem, since we are effectively minimizing the mixture
\[
E_{\text{ground}} \leq E_{\text{int}}(\theta) = \sum_{i}^{2M} p^{(i)} \text{Tr}\{\rho^{(i)}(\theta) H\}
\]
(5)

Hence we require that the measurement rate is either annealed or set to zero after a number of optimization steps.
steps to ensure that the final state is pure. We leave the exploration of this class of algorithms as future work.
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(a) XXZ-HVA
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(b) HAE

FIG. 3. Variance of the projective gradients taken with respect to the first parameter in the circuit ($\theta$ in the first parametrized layer in both the HVA and HEA, see fig. 1). The variances are estimated over $10^3$ samples where for each data point, we randomly choose measurements with probability $p$ and uniformly sample the gate parameters. The gradient is then calculated exactly from eq. (4). For the 1D HVA-XXZ circuits with depth $d = 16$ (a) and the 1D HAE circuit with depth $d = 16$ (b) the gradient variance becomes constant as the measurement rate $p$ increases.

**Outlook.**—In this work, we demonstrated the existence of a measurement-induced entanglement transition in variational quantum circuits which coincides with a “landscape transition” in the behavior of quantum gradients. As mentioned earlier, the exponentially-vanishing quantum gradients in presence of volume-law entanglement growth, the so-called barren plateau, is a serious obstacle in the applications of variational quantum circuits. Our work suggests that the intermediate projective measurements may provide a useful knob to control the barren plateau issue. Inclusion of the measurement protocol in the quantum-classical hybrid algorithm would be a timely development given that quantum computing hardware companies like IBM and Honeywell now allow their users to perform mid-circuit measurements, enabling the real-time logic required for performing these algorithms in an experimental setting [2, 3]. In particular, the Hamiltonian variational quantum circuits considered in this work could be implemented in the quantum hardware. For the projective gradient VQE, the exponential sum in eq. (4) currently inhibits the number of measurements that can be performed in practice. A detailed analysis of when and how a projective circuit optimization can be practical and “advantageous” would be an excellent topic of future study.

For a practical implementation of a projective gradient VQE algorithm, note that the scheme we provided here is quite general and many extensions and modifications are possible. For instance, the projective measurements used in this work can be replaced by general Positive Operator Value Measures (POVM) or parametrized measurements. Additionally, we have focused on one-dimensional quantum circuits where the measurement-induced entanglement transition belongs to the same universality class as in the random unitary circuits. It would be interesting to consider moderately sized quantum circuits with a two-dimensional topology, and see if a similar phase transition appears there and investigate the universality class.
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FINITE-SCALING ANALYSIS AND DATA COLLAPSE

The correlation length $\xi$ of a system quantifies the length scale over which parts of a system are correlated. When a system undergoes a continuous phase transition, the correlation length diverges. Phase transitions only occur in the thermodynamic limit, and hence simulations of finite-sized systems will contain artifacts that have to be accounted for in order to capture the correct behavior [1]. In particular, for a finite system the correlation length $\xi$ cannot become infinite and is cut off at $L^d$, the maximum volume of a finite $d$-dimensional system. To account for this effect, we can perform a finite-scaling analysis.

The entanglement entropy as a function of measurement rate is conjectured to follow a volume law for $p < p_c$, a constant plus logarithmic correction at $p = p_c$ and area law for $p > p_c$ [2–4]. We can therefore construct a scaling form of the entanglement entropy as

$$S(N, p, \nu) = S(N, p_c, \nu) + f(N^{1/\nu}(p - p_c))$$

where $S(N, p, \nu)$ denotes the von Neumann entropy at measurement rate $p$ and $f$ is a scaling function. The critical exponent $\nu$ determines the scaling of the entanglement entropy near $p_c$. If this scaling form is correct, we should be able to account for finite-size effects and all the data can be appropriately rescaled to match a single curve representing $f$ with a proper choice of $\nu$.

To determine the critical exponents, we fit a 5th-degree polynomial $g$ to our data using a Nelder-Mead optimization [5] and minimize the $\chi^2$-statistic

$$\chi^2 = \sum_i \frac{(S(N_i, p_i, \nu) - \tilde{S}(N_i, p_i, \nu))^2}{\Delta S}.$$ 

Here, $\tilde{S}(N_i, p_i, \nu)$ is estimated from the data and $S(N_i, p_i, \nu)$ is the proposed scaling form from eq. (1). $\Delta S$ is the standard deviation of the von Neumann entropies which arises due to the fluctuations induced by the randomized measurements and their outcomes. From the unscaled data, we determine a set of potential critical points $p_c$ and fit the above $\chi^2$-statistic to determine $\nu$. We then report the values of $p_c$ and $\nu$ that provided the best fit.

To verify the stability of the fit, we perform a statistical bootstrapping procedure to estimate the error bars on the fitted critical exponent $\nu$. We take $K_{\text{boot}} = 100$, where each data set consists of $K$ samples obtained by sampling from the entire data set of $3 \times 10^3$ data points with replacement. The final obtained error bars on $\nu$ are $\approx 0.01$.

We can extrapolate our result to the thermodynamic limit by fitting the data for $N' = N_{\text{max}}/2$ to $N' = N_{\text{max}}$ and plotting the resulting values for $\nu$ against $1/N'$ [2]. By doing a linear fit on the resulting data, we obtain

$$\tilde{\nu}(N') = a \frac{1}{N'} + b$$

and so the intercept $b$ corresponds to the value of $\nu$ in the thermodynamic limit, since $\lim_{N' \to \infty} 1/N' = 0$. When fitting the data, we weigh the errors by the standard errors obtained in the statistical bootstrap described above.
MUTUAL INFORMATION

The quantum mutual information can be used to quantify subsystem correlations, and subsequently detect phase transitions since we expect correlations to divergence at criticality [2, 3, 6]. As additional confirmation that the critical values $p_c$ estimated from the prior analysis are correct, we calculate the quantum mutual information as,

$$I(A, B) = S_A(N, p) + S_B(N, p) - S_{A∪B}(N, p)$$

(4)

Here, we take the same approach as in [3], and take $A$ and $B$ to be two single qubit subsystems $|A| = 1$ and $|B| = 1$. We then vary the distance $r$ between qubit $A$ and $B$, to determine the effect of the distance on the subsystem correlations. In fig. 1, we observe two broad peaks around the previously found values $p_c ≈ 0.25$ and $p_c ≈ 0.5$ for the XXZ-HVA and HAA, respectively.

FIG. 1. Quantum mutual information between two qubits $A$ and $B$ separated by a distance $r$ on a chain of length 16. The mutual information is averaged over $3 \times 10^3$ samples, where each sample corresponds to a random circuit realization, as described in the main text.
PROJECTIVE GRADIENTS

Let $|\psi\rangle$ be a quantum state of an $n$-qubit system with corresponding density operator $|\psi\rangle\langle\psi| = \rho \in L(\mathbb{C}^2^n)$. A projective measurement can transform the state as

$$\rho \mapsto \frac{\Pi \rho \Pi}{\text{Tr}\{\Pi \rho\}}, \quad (5)$$

where $\Pi$ is a projector onto an eigenbasis of some Hermitian observable $O$ and is therefore Hermitian itself. Since $\Pi$ is a projector it satisfies $\Pi^2 = \Pi$. The normalization constant $\text{Tr}\{\Pi \rho\}$ gives the overlap of the state $\rho$ with the basis onto which $\Pi$ projects the state. We can write a parameterized state as

$$|\psi(\theta_{1:k})\rangle = \prod_{k=1}^k U(\theta_k) |\psi_0\rangle,$$

where we use the shorthand notation $\theta \equiv (\theta_1, \ldots, \theta_k)$ and $\prod$ indicates that the product is ordered from right to left.

Given a set of $M$ intermediate measurements performed on the circuit, we are interested in minimizing the energy

$$E_{\text{int}}(\theta) = \sum_{i} p_{M}^{(i)} \text{Tr}\{\rho^{(i)}(\theta)H\}$$

where $H = \sum_n O_n$ is the Hamiltonian. Here we consider projective measurements with 2 outcomes (the extension to more general measurements follows the same logic), hence $p^{(i)}$ is the probability of obtaining the bitstring outcomes $(i) = (i_1, \ldots, i_M) \in \{0,1\}^M$ for the intermediate measurements. The variational energy is thus the statistical mixture of all possible variational energies given the pure state $\rho^{(i)}(\theta)$ that results from the circuit and its intermediate measurement. Clearly $E_{\text{ground}} \leq E_{\text{int}}(\theta)$. Calculating the gradient of eq. (7) involves calculating the gradient for all individual states in the mixture and all terms $O_n$ in the Hamiltonian.

We construct the gradient update rule inductively by calculating the resulting states for 1, 2 and $M$ measurements applied in the circuit. Consider an initial state $\rho_0 = |\psi_0\rangle\langle\psi_0|$, to which we apply a unitary matrix $U(\theta_1)$ followed by a projective measurement $\Pi_1$,

$$\rho_1(\theta_1) = \frac{\Pi_1 U(\theta_1) \rho_0 U_\dagger(\theta_1) \Pi_1}{\text{Tr}\{\Pi_1 U(\theta_1) \rho_0 U_\dagger(\theta_1) \Pi_1\}} = \frac{\Pi_1 U(\theta_1) \rho_0 U_\dagger(\theta_1) \Pi_1}{p_1(\theta_1)}, \quad (8,9)$$

where we omitted the label $(i)$ for now and use the subscript to simply indicate the number of measurements. Next, we add an additional unitary and measurement,

$$\rho_2(\theta_1, \theta_2) = \frac{\Pi_2 U(\theta_2) \rho_1(\theta_1) U_\dagger(\theta_2) \Pi_2}{\text{Tr}\{\Pi_2 U(\theta_2) \rho_1(\theta_1) U_\dagger(\theta_2) \Pi_2\}}$$

$$= \frac{\Pi_2 U(\theta_2) \Pi_1 U(\theta_1) \rho_0 U_\dagger(\theta_1) \Pi_1 U_\dagger(\theta_2) \Pi_2}{\text{Tr}\{\Pi_2 U(\theta_2) \Pi_1 U(\theta_1) \rho_0 U_\dagger(\theta_1) \Pi_1 U_\dagger(\theta_2) \Pi_2\}} = \frac{\Pi_2 U(\theta_2) \Pi_1 U(\theta_1) \rho_0 U_\dagger(\theta_1) \Pi_1 U_\dagger(\theta_2) \Pi_2}{p_2(\theta_1, \theta_2)}. \quad (10,11)$$

Note how the normalization constant of $\rho_1(\theta_1)$ cancels. Generalizing this to $M$ measurements, we get the general form

$$\rho_M(\theta_1, \ldots, \theta_M) = \prod_{m=1}^M \Pi_m U(\theta_m) \rho_0 \prod_{m=1}^M U_\dagger(\theta_m) \Pi_m p_{M}^{-1}(\theta_1, \ldots, \theta_M) \quad \text{for } M \geq 2, \quad (13,14)$$

$$\rho_M(\theta_1, \ldots, \theta_M) = \rho_M(\theta_1, \ldots, \theta_M) p_{M}^{-1}(\theta_1, \ldots, \theta_M),$$

where

$$\tilde{\rho}_M(\theta_1, \ldots, \theta_M) = \prod_{m=1}^M \Pi_m U(\theta_m) \rho_0 \prod_{m=1}^M U_\dagger(\theta_m) \Pi_m, \quad (15)$$

$$p_M(\theta_1, \ldots, \theta_M) = \text{Tr}\{\tilde{\rho}_M(\theta_1, \ldots, \theta_M)\}.$$
are the unnormalized state and its normalization constant, respectively. We will omit the arguments \((\theta_1, \ldots, \theta_M)\) for now to reduce notational clutter. We are interested in calculating gradients of a cost function that contains a sum of terms of the form \(\text{Tr}\{\rho_M O\}\) with respect to the parameter \(\theta_i\),

\[
\partial_{\theta_i} \text{Tr}\{\rho_M O\} = \text{Tr}\{ (\partial_{\theta_i} \hat{\rho}_M) p_M^{-1} O \} + \text{Tr}\{ \hat{\rho}_M (\partial_{\theta_i} p_M^{-1}) O \}.
\]  

For the derivative of the unnormalized state, we get

\[
\text{Tr}\{ (\partial_{\theta_i} \hat{\rho}_M) O \} = \langle \tilde{\psi}_0 | \prod_{m=1}^{M} U^\dagger(\theta_m) \Pi_m \prod_{m=1}^{i-1} \Pi_m U(\theta_m) \prod_{m=i+1}^{M} \Pi_m U(\theta_m) | \psi_0 \rangle \quad (18)
\]

\[
+ \langle \tilde{\psi}_0 | \prod_{m=1}^{i-1} U^\dagger(\theta_m) \Pi_i \prod_{m=i+1}^{M} U^\dagger(\theta_m) \Pi_m \prod_{m=1}^{M} \Pi_m U(\theta_m) | \psi_0 \rangle \quad (19)
\]

\[
= \langle \tilde{\psi}_0 | U^\dagger(\theta_i) \hat{O} \partial_{\theta_i} U(\theta_i) | \tilde{\psi}_0 \rangle + \langle \tilde{\psi}_0 | \partial_{\theta_i} U^\dagger(\theta_i) \hat{O} U(\theta_i) | \tilde{\psi}_0 \rangle, \quad (20)
\]

where

\[
| \tilde{\psi}_0 \rangle = \prod_{m=1}^{i-1} \Pi_m U(\theta_m) | \psi_0 \rangle, \quad (21)
\]

\[
\hat{O} = \prod_{m=i+1}^{M} U^\dagger(\theta_m) \Pi_m \prod_{m=1}^{M} \Pi_m U(\theta_m). \quad (22)
\]

If \(U(\theta_i)\) is generated by a Pauli operator \(A\), then \(\partial_{\theta_i} U(\theta_i) = -\frac{i}{2} A U(\theta_i)\) and so we can use the parameter-shift rule \([7, 8]\)

\[
-\frac{i}{2} \langle \tilde{\psi}_0 | [A, U^\dagger(\theta_i) \hat{O} U(\theta_i)] | \tilde{\psi}_0 \rangle = \frac{1}{2} \left( \langle \tilde{\psi}_0 | U^\dagger(\theta_i + \frac{\pi}{2}) \hat{O} U(\theta_i + \frac{\pi}{2}) - U^\dagger(\theta_i - \frac{\pi}{2}) \hat{O} U(\theta_i - \frac{\pi}{2}) | \tilde{\psi}_0 \rangle \right) \quad (23)
\]

If the state would be properly normalized, then this would provide a strategy for measuring this gradient. However, the final result

\[
\text{Tr}\{ (\partial_{\theta_i} \hat{\rho}_M) p_M^{-1} O \} = \frac{1}{2} \left( \langle \tilde{\psi}_0 | U^\dagger(\theta_i + \frac{\pi}{2}) \hat{O} U(\theta_i + \frac{\pi}{2}) - U^\dagger(\theta_i - \frac{\pi}{2}) \hat{O} U(\theta_i - \frac{\pi}{2}) | \tilde{\psi}_0 \rangle \right) p_M^{-1}, \quad (24)
\]

calculates an observable with respect to an unnormalized state, because \(p_M^{-1}\) normalizes the state without the parameter-shifted gates. Hence, we need to first normalize the state in order to be able to execute the gradient calculation on the device. We can achieve this by multiplying with the identity

\[
\text{Tr}\{ (\partial_{\theta_i} \hat{\rho}_M) O \} = \frac{1}{2} \langle \tilde{\psi}_0 | \left( U^\dagger(\theta_i + \frac{\pi}{2}) \hat{O} U(\theta_i + \frac{\pi}{2}) \times \frac{p_M^{+1}}{p_M^{+1}}(\theta_1, \ldots, \theta_i + \frac{\pi}{2}, \ldots, \theta_M) - U^\dagger(\theta_i - \frac{\pi}{2}) \hat{O} U(\theta_i - \frac{\pi}{2}) \times \frac{p_M^{-1}}{p_M^{-1}}(\theta_1, \ldots, \theta_i - \frac{\pi}{2}, \ldots, \theta_M) \right) | \tilde{\psi}_0 \rangle p_M^{-1} \quad (25)
\]

\[
= \frac{1}{2} \left( \langle O \rangle + \frac{p_M^{+1}}{p_M} - \langle O \rangle - \frac{p_M^{-1}}{p_M} \right). \quad (27)
\]

Here, \(\langle O \rangle^\pm\) is the expectation value of the observable \(O\) after the measurements \(\{\Pi_1, \ldots, \Pi_M\}\) have been applied to the parameter-shifted circuit.

For the gradient of the inverse of the normalization constant, we get

\[
\text{Tr}\{ \hat{\rho}_M (\partial_{\theta_i} p_M^{-1}) O \} = - \langle O \rangle p_M^{-1} \partial_{\theta_i} p_M, \quad (28)
\]
where we used the normalization constant to define $\langle O \rangle$, the expectation value of $O$ with respect to the measured circuit. The final step is to calculate $\partial_0 P_M$:

$$
\partial_0 P_M = \text{Tr}\{\partial_0 \rho_M(\theta_1, \ldots, \theta_M)\} = \langle \psi_0 | \left( \prod_{m=1}^{M-1} U^\dagger(\theta_m) \Pi_m \right) U^\dagger(\theta_M)P_M U(\theta_M) \left( \prod_{m=1}^{M-1} \Pi_m U(\theta_m) \right) \Pi_l \partial_0 U(\theta_l) \left( \prod_{m=l+1}^{M-1} \Pi_m U(\theta_m) \right) |\psi_0 \rangle \tag{29}
$$

$$
+ \langle \psi_0 | \left( \prod_{m=1}^{M-1} U^\dagger(\theta_m) \Pi_m \right) \partial_0 U^\dagger(\theta_l) \Pi_l \left( \prod_{m=l+1}^{M-1} U^\dagger(\theta_m) \Pi_m \right) U^\dagger(\theta_M)P_M U(\theta_M) \left( \prod_{m=1}^{M-1} \Pi_m U(\theta_m) \right) |\psi_0 \rangle \tag{30}
$$

$$
= \langle \tilde{\psi}_0 | U^\dagger(\theta_l) \Pi_M \partial_0 U(\theta_l) |\tilde{\psi}_0 \rangle + \langle \tilde{\psi}_0 | \partial_0 U^\dagger(\theta_l) \Pi_M U(\theta_l) |\tilde{\psi}_0 \rangle \tag{31}
$$

where

$$
\Pi_M = \left( \prod_{m=1}^{M-1} U^\dagger(\theta_m) \Pi_m \right) U^\dagger(\theta_M) \Pi_M U(\theta_M) \left( \prod_{m=1}^{M-1} \Pi_m U(\theta_m) \right), \tag{32}
$$

and $|\tilde{\psi}_0\rangle$ is the same as in eq. (21). Again, we can apply the parameter-shift rule to obtain

$$
\partial_0 P_M = \frac{1}{2} \left( \langle \psi_0 | U^\dagger(\theta_l + \frac{\pi}{2}) \Pi_M U(\theta_l + \frac{\pi}{2}) - U^\dagger(\theta_l - \frac{\pi}{2}) \Pi_M U(\theta_l - \frac{\pi}{2}) |\tilde{\psi}_0 \rangle \right). \tag{33}
$$

But these expectation values are simply the normalization constants $p_M^{\pm,l}$, hence the final result becomes

$$
\text{Tr}\{\rho_M (\partial_0 P_M^{-1}) O\} = \langle O \rangle \frac{1}{2} \left( \frac{p_M^{+l}}{p_M} - \frac{p_M^{-l}}{p_M} \right). \tag{34}
$$

All together, the final projective gradient is then

$$
\partial_0 \text{Tr}\{\rho_M O\} = \frac{1}{2} \left( \langle O \rangle^+ + \langle O \rangle^- \right) \frac{p_M^{+l}}{p_M} - \left( \langle O \rangle^- + \langle O \rangle^+ \right) \frac{p_M^{-l}}{p_M}. \tag{35}
$$

We see that if all projectors are the identity projector, $\frac{p_M^{+l}}{p_M} = 1$, so we get back the old parameter shift rule

$$
\partial_0 \text{Tr}\{\rho_M O\} = \frac{1}{2} \left( \langle O \rangle^+ - \langle O \rangle^- \right). \tag{36}
$$

We now reintroduce the label $i = (i_1, \ldots, i_M)$ to indicate the specific measurement outcome. The probability of the measurement $(i)$ occurring is given by the probability $p_M^{(i)}(\theta_1, \ldots, \theta_M)$. The total mixed state as a result of the measurements is then

$$
\rho(\theta_1, \ldots, \theta_M) = \sum_i p_M^{(i)}(\theta_1, \ldots, \theta_M) \rho_M^{(i)}(\theta_1, \ldots, \theta_M) = \sum_i p_M^{(i)}(\theta_1, \ldots, \theta_M) \tag{37}
$$

From eq. (27) we see that the gradient of the mixed state is then simply

$$
\text{Tr}\{(\partial_0 \rho) O\} = \sum_i \frac{1}{2} \left( \langle O \rangle^{(i)+} \frac{p_M^{(i)+l}}{p_M^{(i)}} - \langle O \rangle^{(i)-} \frac{p_M^{(i)-l}}{p_M^{(i)}} \right) \tag{38}
$$

Hence the estimator for the gradient corresponds to the average expectation value over intermediate measurements done on parameter-shifted circuits weighted by $p_M^{(i)+l}$. Therefore, the projective gradients can be estimated by obtaining
statistics from the measurements done on the vanilla and parameter-shifted circuits. These statistics are obtained when estimating $\langle O \rangle$ and $\langle O \rangle^\pm$, respectively. To calculate the projective gradients, we use the TensorFlow-based quantum simulator Zyglrox [9].