# The threefold way to quantum periods: WKB, TBA equations and q-Painlevé 

Fabrizio Del Monte ${ }^{a, b}$ Pietro Longhi ${ }^{c, d}$<br>${ }^{a}$ Centre de Recherches Mathématiques, Université de Montréal, C. P. 6128, Succ. Centre Ville, Montréal, QC H3C 3J7 Canada<br>${ }^{b}$ Department of Mathematics and Statistics, Concordia University, 1455 de Maisonneuve Blvd. W. Montréal, QC H3G 1M8 Canada<br>${ }^{c}$ Department of Physics and Astronomy, Uppsala University, Box 516, 75120 Uppsala, Sweden<br>${ }^{d}$ Department of Mathematics, Uppsala University, Box 480, 75106 Uppsala, Sweden<br>E-mail: delmonte@crm.umontreal.ca, pietro.longhi@physics.uu.se

Abstract: We show that TBA equations defined by the BPS spectrum of $5 d \mathcal{N}=1 S U(2)$ Yang-Mills on $S^{1} \times \mathbb{R}^{4}$ encode the q-Painlevé $\mathrm{II}_{3}$ equation. We find a fine-tuned stratum in the physical moduli space of the theory where solutions to TBA equations can be obtained exactly, and verify that they agree with the algebraic solutions to q-Painlevé. Switching from the physical moduli space to that of stability conditions, we identify a one-parameter deformation of the fine-tuned stratum, where the general solution of the q-Painlevé equation in terms of dual instanton partition functions continues to provide explicit TBA solutions. Motivated by these observations, we propose a further extensions of the range of validity of this correspondence, under a suitable identification of moduli. As further checks of our proposal, we study the behavior of exact WKB quantum periods for the quantum curve of local $\mathbb{P}^{1} \times \mathbb{P}^{1}$.
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## 1 Introduction

This paper puts forward a new approach to the exact solution of TBA equations of the type studied in [61], applied to BPS structures of five-dimensional supersymmetric QFTs. We obtain exact solutions by mapping the problem of solving the complicated TBA integral equations to an appropriate q-Painlevé equation [88], whose general solution is known to be written in terms of five-dimensional Nekrasov functions [22-25, 28, 87, 100]. In doing so, we also propose an explicit connection to the monodromy theory of difference equations arising from quantum mirror curves in Topological Strings.

## The general picture

Our starting point is the five-dimensional Seiberg-Witten description [106, 111], where the Seiberg-Witten curve $\Sigma$ is identified with the mirror curve of the local Calabi-Yau geometry "geometrically engineering" the 5d theory on $\mathbb{R}^{4} \times S^{1}[35,93]$. In this geometric description, a stable BPS state is a calibrated cycle $\gamma \in H_{1}(\Sigma)$, and its central charge is computed by the period of the Seiberg-Witten differential $\lambda_{S W}$ along the cycle $\gamma$. The low energy description has further instantonic corrections once the theory is compactified on a second circle. These corrections are encoded by a system of TBA equations derived in physics [6-8, 61], and reformulated mathematically by Bridgeland in terms of a Riemann-Hilbert Problem (RHP) associated to BPS structures [30, 33]:

$$
\begin{equation*}
\log Y_{\gamma}(\epsilon)=\frac{Z_{\gamma}}{\epsilon}-\frac{\epsilon}{\pi i} \sum_{\gamma^{\prime}>0} \Omega\left(\gamma^{\prime}, u\right)\left\langle\gamma, \gamma^{\prime}\right\rangle \int_{\ell_{\gamma^{\prime}}} \frac{d \epsilon^{\prime}}{\left(\epsilon^{\prime}\right)^{2}-(\epsilon)^{2}} \log \left(1-\sigma\left(\gamma^{\prime}\right) Y_{\gamma^{\prime}}\left(\epsilon^{\prime}\right)\right) . \tag{1.1}
\end{equation*}
$$

Equation (1.1) can be iteratively solved, yielding an asymptotic series in $\epsilon$. Viewing this as a quantum deformation of the periods, we refer to $\log Y_{\gamma}$ loosely as "quantum periods". In the case of four-dimensional theories, the connection between TBAs and WKB quantum periods is very well studied, and it leads to the statement that $Y_{\gamma}$ indeed coincide with monodromy coordinates of differential equations on Riemann Surfaces (opers) [60]. This correspondence has motivated many recent studies of $Y_{\gamma}$ by means of exact WKB methods [86, 94]. The differential equations are obtained by quantizing the corresponding Seiberg-Witten curve, and are often called quantum curves.

In the five-dimensional case relevant to this paper, the Seiberg-Witten/mirror curve is defined over $\mathbb{C}^{*} \times \mathbb{C}^{*}$, and as a result the quantum mirror curve is a difference, rather than a differential, equation. Indeed, the curve and differential arise as the leading order WKB approximation of a difference equation, whose solution is the open (refined) topological string partition function in the Nekrasov-Shatashvili limit $[1,81]$. This leads us across the second road on our journey, namely WKB approximation of difference equations. As in four dimensions, the general expectation is that the $\epsilon$-expansion of (1.1) and the WKB expansion of the quantum periods coincides, after an appropriate matching of parameters.

TBA and WKB are by now relatively traditional approaches to the study of quantum periods, dating back to the seminal works of Gaiotto Moore and Neitzke [61, 63]. ${ }^{1}$ Unfortunately,

[^0]each of these frameworks becomes computationally prohibitive when applied to five-dimensional theories. This is especially true of those theories engineered by Calabi-Yau threefolds with compact divisors, due to wall-crossing phenomena in the BPS spectrum (see [7, 12, 29, 72] for previous results on the case without compact divisors).

In this paper we chart a third route, mapping the problem to a q-Painlevé equation that allows us to obtain explicit solutions even in theories characterized by the richness of $5 d$ wallcrossing phenomena. The three approaches we just described are a priori different quantizations of the classical periods describing BPS states of the five-dimensional QFT, and we provide evidence for their identification with a precise map of the parameters involved. The relation between them is outlined in Figure (1).

| WKB <br> quantum <br> periods <br> extension <br> of 4 d <br> Borel-Voros | TBA | $Y_{\gamma}$ <br> cluster <br> algebra | $q$-Painlevé |
| :---: | :---: | :---: | :---: |

Figure 1: The general picture.

## Main results

For illustration purposes, we focus on M-theory in the Calabi-Yau background of local $\mathbb{P}^{1} \times \mathbb{P}^{1}$, which engineers $5 \mathrm{~d} \mathcal{N}=1$ Super Yang-Mills theory with gauge group $S U(2)$ [47, 84, 104, 112]. The four-dimensional limit of this theory, $4 \mathrm{~d} \mathcal{N}=2 S U(2)$ Yang-Mills, has a Seiberg-Witten description [111] based on the spectral curve of the Toda chain [68, 99]. The 5d theory also admits a Seiberg-Witten description [106], corresponding to a relativistic deformation of the Toda chain [110], with curve

$$
\begin{equation*}
F\left(e^{x}, e^{y}\right)=\tau\left(e^{x}+e^{-x}\right)+e^{y}+e^{-y}-\kappa=0 . \tag{1.2}
\end{equation*}
$$

The BPS charge lattice in this case is four-dimensional, and we denote its generators by $\gamma_{1}, \ldots, \gamma_{4}$. In this paper we show that the moduli space of quantum mirror curves of local $\mathbb{P}^{1} \times \mathbb{P}^{1}$ contains a locus, which we call the fine-tuned stratum $\mathcal{C}_{1}$ of the collimation chamber, which is characterized by a $\mathbb{Z}_{2}$ symmetry acting on the classical (and quantum) periods:

$$
\begin{equation*}
\mathcal{C}_{1}: \quad Z_{\gamma_{1}}=Z_{\gamma_{3}}, \quad Z_{\gamma_{2}}=Z_{\gamma_{4}}, \quad \arg Z_{\gamma_{1}}>\arg Z_{\gamma_{2}}, \quad Z_{\gamma_{1}+\gamma_{2}} \in \mathbb{R}^{+} \tag{1.3}
\end{equation*}
$$

The locus belongs to a larger BPS chamber, where the spectrum of BPS states is remarkably simple and characterized by an affine symmetry [37, 43, 97]. On the one hand, BPS states govern
both discontinuities of TBA solutions $Y_{\gamma}$, and the Stokes automorphisms of Borel-resummed quantum WKB periods $X_{\gamma}$. On the other hand, the BPS spectrum is encoded in the discretetime evolution of a cluster integrable system described by the q-Painlevé $I I I_{3}$ equation, whose solutions will be denoted $\mathcal{X}$. This implies that, up to the identification of suitable boundary conditions for q-Painlevé, the TBA solutions / WKB quantum periods must satisfy the qPainlevé equations. This perspective is fruitful for the geometry we study, since a solution of q-Painlevé equations was obtained in [22, 24, 26, 28] in terms of 5 d instanton partition functions. By matching moduli of the 5d gauge theory with those of the quantum mirror curve, we identify the discrete time evolution of q-Painlevé with a trajectory in the parameter space of the latter, leading to the identification of boundary conditions for the equation from the degeneration of the curve into two 'half-geometries' (see Figure 5).

After establishing a dictionary between the q-Painlevé $\mathrm{III}_{3}$ equation and the quantum mirror curve moduli, we translate solutions of the former into quantum periods for the latter. Remarkably we find that on the fine-tuned stratum (1.3) the quantum periods can be computed exactly: due to the $\mathbb{Z}_{2}$ symmetry, all $\epsilon$-corrections in the TBA equations (1.1) cancel out and the semiclassical answer is exact, yielding

$$
\begin{equation*}
\mathcal{C}_{1}: \quad Y_{\gamma_{1}}=Y_{\gamma_{3}}=e^{\frac{\pi}{R \epsilon}} \tau^{-\frac{i}{R \epsilon}}, \quad Y_{\gamma_{2}}=Y_{\gamma_{4}}=\tau^{\frac{i}{R \epsilon}} . \tag{1.4}
\end{equation*}
$$

Here $\tau$ is a modulus of the mirror (Seiberg-Witten) curve (1.2) and $R$ is the radius of the Mtheory circle. We check that the same holds for the solutions to $q$-Painlevé in a suitable limit of its moduli, finding exact agreement with its class of algebraic solutions [25, 28]. There is a very close analogy between the definition of the fine-tuned locus and that of algebraic solution, so it is natural to expect that this observation holds for more general cases: we formulate this as Conjecture 1.

We also study a deformation of the fine-tuned stratum in the space of stability conditions (see Section 2.2.3), that we denote $\widetilde{\mathcal{C}}_{1}$. Unlike $\mathcal{C}_{1}$, which belongs to the physical moduli space of the theory (parameterized by the classical curve parameters $\tau, \kappa$ ), the deformation $\tilde{\mathcal{C}}_{1}$ appears to belong only to the moduli space of stability conditions. Nevertheless we argue that, while the deformation that parameterizes $\tilde{\mathcal{C}}_{1}$ breaks the $\mathbb{Z}_{2}$, it does not induce wall-crossing of the BPS spectrum. This means that $\tilde{\mathcal{C}}_{1}$ belongs to the same BPS chamber as the fine-tuned stratum, we call this the collimation chamber, following our earlier work [43]. Differently from what happened in the fine-tuned case, quantum corrections in the TBA equations (1.1) no longer cancel out. The solution is now

$$
\begin{aligned}
\widetilde{\mathcal{C}}_{1}: & Y_{\gamma_{1}}=\left.(q t)^{1 / 2}\left(\frac{Z_{D}(u, s, q, q t)}{s^{\frac{1}{2}} Z_{D}\left(q^{\frac{1}{2}} u, s, q, q t\right)}\right)^{2}\right|_{u=q^{\frac{1}{4}}}, \quad Y_{\gamma_{2}}=\left.t^{-\frac{1}{2}}\left(\frac{s^{\frac{1}{2}} Z_{D}\left(q^{\frac{1}{2}} u, s, q, t\right)}{Z_{D}(u, s, q, t)}\right)^{2}\right|_{u=q^{\frac{1}{4}}}, \\
& Y_{\gamma_{3}}=\left.(q t)^{1 / 2}\left(\frac{s^{\frac{1}{2}} Z_{D}\left(q^{\frac{1}{2}} u, s, q, q t\right)}{Z_{D}(u, s, q, q t)}\right)^{2}\right|_{u=q^{\frac{1}{4}}}, \quad Y_{\gamma_{4}}=\left.t^{-\frac{1}{2}}\left(\frac{Z_{D}(u, s, q, t)}{s^{\frac{1}{2}} Z_{D}\left(q^{\frac{1}{2}} u, s, q, t\right)}\right)^{2}\right|_{u=q^{\frac{1}{4}}},
\end{aligned}
$$

where $Z_{D}(u, s, q, t)$ is the dual instanton partition function of the 5 d theory (see Section 5).
Motivated by the exact match between q-Painlevé and TBA equations on the fine-tuned stratum of moduli space we outline a broader relation in Section 5.4. We propose that there is
a neighbourhood of the fine-tuned stratum where solutions to TBA equations coincide with the general two-parametric solutions to q-Painlevé $\mathrm{III}_{3}$, given explicitly by

$$
\begin{array}{ll}
\mathcal{X}_{1}=(q t)^{1 / 2}\left(\frac{Z_{D}(u, s, q, q t)}{s^{\frac{1}{2}} Z_{D}\left(q^{\frac{1}{2}} u, s, q, q t\right)}\right)^{2}, & \mathcal{X}_{2}=t^{-\frac{1}{2}}\left(\frac{s^{\frac{1}{2}} Z_{D}\left(q^{\frac{1}{2}} u, s, q, t\right)}{Z_{D}(u, s, q, t)}\right)^{2}, \\
\mathcal{X}_{3}=(q t)^{1 / 2}\left(\frac{s^{\frac{1}{2}} Z_{D}\left(q^{\frac{1}{2}} u, s, q, q t\right)}{Z_{D}(u, s, q, q t)}\right)^{2}, & \mathcal{X}_{4}=t^{-\frac{1}{2}}\left(\frac{Z_{D}(u, s, q, t)}{s^{\frac{1}{2}} Z_{D}\left(q^{\frac{1}{2}} u, s, q, t\right)}\right)^{2},
\end{array}
$$

after appropriate matching of the four parameters of q -Painlevé equations $(q, t, u, s)$ with moduli of TBA equations. We provide a detailed proposal for this identification in the main text.

The paper is organized as follows. Section 2 collects some background on the geometry, and known results about the BPS spectrum. Here we also include a novel observation concerning the existence of the fine-tuned stratum (hence of the collimation chamber) in the physical moduli space. In Section 3 we discuss the computation of quantum periods via exact WKB analysis for difference equations. In Section 4 we formulate the TBA equations in the conformal limit, for the BPS spectrum corresponding to the collimation chamber. We give the exact solution on the fine-tuned stratum, where the equations essentially decouple. In Section 5 we recall the connection between 5d gauge theory, BPS states and q-Painlevé equations, which leads us to a new characterization of quantum periods in terms of 5 d instanton partition functions. Section 6 collects concluding remarks and open directions. Appendices contain additional material: an exponential network analysis of the fine-tuned stratum, an analysis of the half-geometry limit, and computations of WKB quantum periods for first-order $\hbar$-difference equations.

## 2 Classical geometry and classical periods

### 2.1 Local $\mathbb{P}^{1} \times \mathbb{P}^{1}$ and its mirror

Five-dimensional SCFTs of rank one arise via geometric engineering in M-theory on local del Pezzo and Hirzebruch surfaces [47, 84, 93, 104, 112]. For illustration purposes we will focus on the $E_{1}$ model, corresponding to the fixed point of $5 \mathrm{~d} \mathcal{N}=1 S U(2)$ Yang-Mills. This theory is engineered by considering M-theory in the background of the local Hirzebruch surface $\mathbb{P}^{1} \times \mathbb{P}^{1}$. The complexified Kähler moduli, corresponding to the areas of the two $\mathbb{P}^{1}$ 's, are related to the Coulomb modulus and the dimensionful gauge coupling of the theory. An additional modulus arises by formulating the theory on $S^{1} \times \mathbb{R}^{4}$, and corresponds to the radius of the circle.

A five-dimensional QFT on $S^{1}$ may be viewed as a four-dimensional theory of its Fourier modes, also known as a Kaluza-Klein (KK) $4 \mathrm{~d} \mathcal{N}=2$ theory [37, 39]. The mirror Calabi-Yau $X^{\vee}$ is the hypersurface

$$
\begin{equation*}
u v=F\left(e^{x}, e^{y}\right) \tag{2.1}
\end{equation*}
$$

describing a bundle of conics over $\mathbb{C}^{*} \times \mathbb{C}^{*}$, with fiber that degenerates over the mirror curve $\Sigma$ described by

$$
\begin{equation*}
F\left(e^{x}, e^{y}\right)=\tau\left(e^{x}+e^{-x}\right)+e^{y}+e^{-y}-\kappa=0 . \tag{2.2}
\end{equation*}
$$

The mirror curve is topologically a torus with four punctures, and coincides with the SeibergWitten curve for the $E_{1}$ theory [106]. As usual in Seiberg-Witten descriptions, certain one-cycles
on $\Sigma$ correspond to charges of BPS states and the central charge is computed by periods of a one-form $\lambda$

$$
\begin{equation*}
Z_{\gamma}=\oint_{\gamma} \lambda \tag{2.3}
\end{equation*}
$$

with

$$
\begin{equation*}
\lambda=\frac{1}{2 \pi R} y d x . \tag{2.4}
\end{equation*}
$$

In general, the periods can be complicated functions of the complex moduli of $\Sigma$, such as $\tau, \kappa$ for (2.2). Much of this paper is devoted to studying different ways to define a quantization of these periods.

Remark 1. A difference with standard $4 d \mathcal{N}=2$ Seiberg-Witten descriptions is in the relation between BPS charges and homology classes of cycles on $\Sigma$. A careful analysis of BPS cycles [15] reveals that the logarithmic structure of the Seiberg-Witten differential for $4 d$ KK theories plays an important role in the computation of central charges, and it imposes certain selection rules on true BPS charges. Precisely, BPS cycles are paths on $\Sigma$ that lift to closed cycles on $\tilde{\Sigma}$, a covering of $\Sigma$ induced by the logarithmic map $e^{y} \rightarrow y$.

The charge lattice of BPS states for the $E_{1}$ theory is generated by four cycles on the mirror curve [17]

$$
\begin{equation*}
\Gamma=\bigoplus_{i=1}^{4} \gamma_{i} \mathbb{Z} \tag{2.5}
\end{equation*}
$$

Mirror symmetry relates $\gamma_{i}$ to charges of $B$-branes on $X=O_{\mathbb{P}^{1} \times \mathbb{P}^{1}}(-2,-2)$

$$
\begin{equation*}
\gamma_{1}: \mathcal{O}(0,0), \quad \gamma_{2}: \mathcal{O}(1,0), \quad \gamma_{3}: \mathcal{O}(1,1), \quad \gamma_{4}: \mathcal{O}(2,1) \tag{2.6}
\end{equation*}
$$

see [32, Example 6.5(b)]. In the language of type IIA D-branes wrapping cycles on the toric Calabi-Yau, these translate into

$$
\begin{equation*}
\gamma_{1}: D 4, \quad \gamma_{2}: D 2_{f} \overline{D 4}, \quad \gamma_{3}: D 0 \overline{D 2}_{f} D 2_{b} \overline{D 4}, \quad \gamma_{4}: \overline{D 2}_{b} D 4 \tag{2.7}
\end{equation*}
$$

as explained in [17, Section 3]. Readers are referred to [17, 18, 21, 32, 49, 58, 79, 80, 95, 115] and references therein for background and for more details on the case at hand. The intersection pairing of the four basis cycles is

$$
\left\langle\gamma_{i}, \gamma_{j}\right\rangle=\left(\begin{array}{cccc}
0 & -2 & 0 & 2  \tag{2.8}\\
2 & 0 & -2 & 0 \\
0 & 2 & 0 & -2 \\
-2 & 0 & 2 & 0
\end{array}\right)
$$

The two-dimensional sublattice $\Gamma_{f}$ of flavor charges, corresponding to the kernel of this pairing, is generated by

$$
\begin{equation*}
\gamma_{D 0}=\gamma_{1}+\gamma_{2}+\gamma_{3}+\gamma_{4}, \quad \gamma_{D 2_{f} \overline{D 2_{b}}}=\gamma_{2}+\gamma_{4} . \tag{2.9}
\end{equation*}
$$

A special feature of flavor cycles is that their periods, which can be computed by direct integration of (2.3), are simple functions of complex moduli ${ }^{2}$

$$
\begin{equation*}
Z_{\gamma_{D 0}}=\frac{2 \pi}{R}, \quad Z_{\gamma_{D 2_{f} \overline{D 2}_{b}}}=\frac{2 i}{R} \log \tau . \tag{2.10}
\end{equation*}
$$

### 2.2 BPS spectrum in a collimation chamber

The BPS spectrum of this theory has been studied from several angles and with different techniques, see $[17,21,27,37]$ and references therein. A complete description of the BPS spectrum appeared in [97]. A connection to the Cremona group of $X$ in our previous work [43] led to exact computations for other local toric threefolds.

A fundamental role in the derivation of the BPS spectrum is played by a careful choice of stability condition. While for generic moduli the spectrum is difficult to compute, in certain regions known as 'collimation chambers' [43] the spectrum simplifies dramatically. An example of a collimation chamber for local $\mathbb{P}^{1} \times \mathbb{P}^{1}$, first studied in [37] corresponds to the following configuration of central charges

$$
\begin{equation*}
\mathcal{C}_{1}: \quad Z_{\gamma_{1}}=Z_{\gamma_{3}}, \quad Z_{\gamma_{2}}=Z_{\gamma_{4}}, \quad \arg Z_{\gamma_{1}}>\arg Z_{\gamma_{2}}, \quad Z_{\gamma_{1}+\gamma_{2}} \in \mathbb{R}^{+} \tag{2.11}
\end{equation*}
$$

For reasons that will become clear in a moment, we will denote the class of stability conditions $\mathcal{C}_{1}$ as the fine-tuned stratum of the collimation chamber. In fact the conditions (2.11) together with the known values of flavor central charges (2.10) determine the central charges of basis cycles entirely

$$
\begin{equation*}
Z_{\gamma_{1}}=Z_{\gamma_{3}}=\frac{\pi}{R}-\frac{i}{R} \log \tau, \quad Z_{\gamma_{2}}=Z_{\gamma_{4}}=\frac{i}{R} \log \tau \tag{2.12}
\end{equation*}
$$

In particular, from (2.7) it follows that

$$
\begin{equation*}
Z_{\gamma_{1}+\gamma_{2}}=Z_{\gamma_{3}+\gamma_{4}}=Z_{\gamma_{D 2_{f}}}=\frac{1}{2} Z_{\gamma_{D 0}}=\frac{\pi}{R} \in \mathbb{R}^{+} \tag{2.13}
\end{equation*}
$$

where $Z_{D 0}=\frac{2 \pi}{R}$ is our choice of normalization for the D0 brane central charge. ${ }^{3}$ Working with a fixed radius $R$, we may parameterize the locus $\mathcal{C}_{1}$ entirely by the value of $Z_{\gamma_{1}} \in \mathbb{C}$

$$
\begin{equation*}
Z_{\gamma_{1}}=Z_{\gamma_{3}}, \quad Z_{\gamma_{2}}=Z_{\gamma_{4}}=\frac{\pi}{R}-Z_{\gamma_{1}} \tag{2.14}
\end{equation*}
$$

with $0 \leq \operatorname{Re} Z_{\gamma_{1}}<\pi / R$ and $\operatorname{Im} Z_{\gamma_{1}}>0$, so that all $Z_{\gamma_{i}}$ are contained in the half-plane with phases $-\pi / 2<\arg Z_{\gamma_{i}} \leq \pi / 2$.

In the context of $4 \mathrm{~d} \mathcal{N}=2$ QFT and supergravity, the BPS spectrum is encoded by the BPS index $\Omega(\gamma) \in \mathbb{Z}$ (a.k.a. the 'second helicity supertrace'). The notion of BPS index can be

[^1]extended to $5 \mathrm{~d} \mathcal{N}=1$ QFT on the circle, viewed as a $4 \mathrm{~d} \mathcal{N}=2$ theories of the Kaluza-Klein modes. The BPS spectrum in $\mathcal{C}_{1}$ is ${ }^{4}$
\[

$$
\begin{align*}
& \Omega\left(\gamma_{1}+k\left(\gamma_{1}+\gamma_{2}\right)\right)=\Omega\left(\gamma_{3}+k\left(\gamma_{3}+\gamma_{4}\right)\right)=1 \\
& \Omega\left(\gamma_{1}+\gamma_{2}+k \gamma_{D 0}\right)=-2, \quad k \in \mathbb{Z}, \tag{2.15}
\end{align*}
$$
\]

together with CPT conjugates with $\Omega(-\gamma)=\Omega(\gamma)$. There is a second collimation chamber $\mathcal{C}_{2}$, obtained by setting $\arg Z_{\gamma_{1}}<\arg Z_{\gamma_{2}}$ in (2.11), where the spectrum takes the form (2.15) after cyclic permutation $(1,2,3,4)$ of the charge labels [43].


Figure 2: Part of the BPS spectrum (2.15), for stability condition (2.11).

### 2.2.1 Geometric realization of the fine-tuned stratum

It is natural to ask whether the stability condition (2.11) is actually present in the physical moduli space of the theory, corresponding to the complex moduli space of the curve (2.2) parameterized by $\tau, \kappa$. If this is the case, it follows that the BPS spectrum (2.15) is actually realized in the physical theory, namely $5 \mathrm{~d} \mathcal{N}=1 S U(2)$ Yang-Mills. Otherwise the BPS spectrum would be unphysical, although it could still be used to compute the wall-crossing invariant of [96] to deduce the physical spectrum for other stability conditions. At the time when the spectrum was studied by [38, 43, 97] the answer to this question was not known. Here we settle the question in the affirmative.

We will now show that the fine-tuned stability condition (2.11) is realized by periods of $\Sigma$ in the region of moduli space

$$
\begin{equation*}
\kappa \rightarrow 0 \quad \text { with } \quad \tau \text { finite. } \tag{2.16}
\end{equation*}
$$

Appendix A contains a detailed analysis of the mirror curve, its periods, and some of the basic BPS states from exponential networks.

[^2]In the fine-tuned limit (2.16) the curve becomes

$$
\begin{equation*}
\tau\left(e^{x}+e^{-x}\right)+e^{y}+e^{-y}=0 \tag{2.17}
\end{equation*}
$$

Away from the punctures, the curve is still smooth (see Appendix A), and it may be verified numerically that

$$
\begin{equation*}
\frac{1}{2 \pi R} \oint_{\gamma_{1}, \gamma_{3}} \lambda=\frac{\pi}{R}-\frac{i}{R} \log \tau, \quad \frac{1}{2 \pi R} \oint_{\gamma_{2}, \gamma_{4}} \lambda=\frac{i}{R} \log \tau \tag{2.18}
\end{equation*}
$$

as predicted by (2.12). This confirms that (2.11), with either $\arg Z_{\gamma_{1}} \gtrless \arg Z_{\gamma_{2}}$ (corresponding to conditions $\mathcal{C}_{1}$ or $\mathcal{C}_{2}$ ), is indeed realized by $Z_{\gamma}$ computed as periods (2.3). Since the moduli space of $\Sigma$ coincides with the physical moduli space of the 5 d gauge theory [106], it follows that the BPS spectrum (2.15) is indeed physical.

The fine-tuned stratum is parameterized solely by $\tau$. Noting that

$$
\begin{equation*}
\operatorname{Re} Z_{\gamma_{1}}=\frac{\pi}{R}+\frac{1}{R} \arg \tau, \quad \operatorname{Re} Z_{\gamma_{2}}=-\frac{1}{R} \arg \tau \tag{2.19}
\end{equation*}
$$

all basic central charges $Z_{\gamma_{i}}$ will lie in the right-half plane if

$$
\begin{equation*}
0<\arg \tau<\pi \tag{2.20}
\end{equation*}
$$

Whenever this condition is violated, at least two of the basic central charges exit the half-plane. In a similar fashion, since

$$
\begin{equation*}
\operatorname{Im} Z_{\gamma_{1}}=-\operatorname{Im} Z_{\gamma_{2}}=-\frac{1}{R} \log |\tau| \tag{2.21}
\end{equation*}
$$

it follows that the fine-tuned locus is divided into two regions

$$
\begin{align*}
|\tau|<1 & \Rightarrow \quad \arg Z_{\gamma_{1}}>\arg Z_{\gamma_{2}}  \tag{2.22}\\
|\tau|>1 & \Rightarrow \quad \arg Z_{\gamma_{1}}<\arg Z_{\gamma_{2}}
\end{align*}
$$

These regions correspond to the fune-tuned loci $\mathcal{C}_{1}$ and $\mathcal{C}_{2}$ described earlier. The two regions have different BPS spectra, therefore $|\tau|=1$ corresponds to a wall of marginal stability.

The region $\mathcal{C}_{1}$ corresponding to $|\tau|<1$ includes the distinguished point $\tau=0$, which corresponds to a degeneration of the mirror curve into two half-geometries (see Section 2.3). Likewise the region $\mathcal{C}_{2}$ corresponding to $|\tau|>1$ includes the distinguished point $\tau=\infty$, which corresponds to a different degeneration into two half-geometries. This is summarized in Figure 3.

### 2.2.2 An affine symmetry on the fine-tuned stratum

It will be useful to observe that there is a distinguished $\mathbb{Z}$-action on each of the the chambers $\mathcal{C}_{i}$. For example in $\mathcal{C}_{1}$, this is the rotation by $\pi$

$$
\begin{equation*}
T(\tau)=e^{\pi i} \tau \tag{2.23}
\end{equation*}
$$

acting as follows on the central charges:

$$
\begin{array}{lll}
T: & Z_{\gamma_{1}} \rightarrow Z_{\gamma_{1}+\left(\gamma_{1}+\gamma_{2}\right)}, \quad & Z_{\gamma_{2}} \rightarrow Z_{\gamma_{2}-\left(\gamma_{1}+\gamma_{2}\right)}  \tag{2.24}\\
& Z_{\gamma_{3}} \rightarrow Z_{\gamma_{3}+\left(\gamma_{3}+\gamma_{4}\right)}, & Z_{\gamma_{4}} \rightarrow Z_{\gamma_{4}-\left(\gamma_{3}+\gamma_{4}\right)}
\end{array}
$$



Figure 3: The fine tuned stratum. Two BPS chambers $\mathcal{C}_{1}, \mathcal{C}_{2}$ separated by a wall of marginal stability $|\tau|=1$. Each chamber includes a half-geometry point.

Combining this with a relabeling of charges

$$
\begin{array}{lll}
T: & \gamma_{1} \rightarrow \gamma_{1}+\left(\gamma_{1}+\gamma_{2}\right), & \gamma_{2} \rightarrow \gamma_{2}-\left(\gamma_{1}+\gamma_{2}\right)  \tag{2.25}\\
& \gamma_{3} \rightarrow \gamma_{3}+\left(\gamma_{3}+\gamma_{4}\right), & \gamma_{4} \rightarrow \gamma_{4}-\left(\gamma_{3}+\gamma_{4}\right)
\end{array}
$$

we find a symmetry of the BPS spectrum (2.15). By this we mean that central charges, BPS indices, and Dirac pairings of the spectrum obtained by acting with $T$ are identical to those of the original spectrum

$$
\begin{equation*}
T\left(Z_{\gamma}\right)=Z_{T(\gamma)}, \quad \Omega(T(\gamma))=\Omega(\gamma), \quad\left\langle\gamma, \gamma^{\prime}\right\rangle=\left\langle T(\gamma), T\left(\gamma^{\prime}\right)\right\rangle \tag{2.26}
\end{equation*}
$$

A distinguishing feature of the relabeling (2.25) is that it coincides with the one arising from a sequence quiver mutation, or equivalently from a 'tilting' of the positive half-plane [27, 43]. Indeed, the $\mathbb{Z}$-action (2.23) shifts the basis central charges by $\pm \frac{\pi}{R}$, which pushes two of them outside of the right half-plane, according to (2.20). This induces a change in the quiver description, precisely by a pair of mutations.

### 2.2.3 A deformation of the fine-tuned stratum

As it turns out, stability conditions (2.11) are rather peculiar. For example, we will see in Section 4, that the associated Riemann-Hilbert problem in the sense of [31, 61] becomes trivial in the 'conformal limit', in spite of the fact that the system is coupled. It may be observed however that the fine-tuned stratum (2.11) is only part of a larger chamber in the moduli space of stability conditions. In particular, the stability conditions parameterized by

$$
\begin{equation*}
\widetilde{\mathcal{C}_{1}}: \quad Z_{\gamma_{3}}=Z_{\gamma_{1}}+\delta, \quad Z_{\gamma_{4}}=Z_{\gamma_{2}}-\delta, \quad \arg Z_{\gamma_{1}}>\arg Z_{\gamma_{2}}, \quad Z_{\gamma_{1}+\gamma_{2}} \in \mathbb{R}^{+} \tag{2.27}
\end{equation*}
$$

with

$$
\begin{equation*}
-\frac{\pi}{R}<\delta<\frac{\pi}{R} \tag{2.28}
\end{equation*}
$$

still satisfies (2.13) and belongs to the collimation chamber defined by $\mathcal{C}_{1}$, as we now explain. ${ }^{5}$
On the one hand the limiting rays ( $k \rightarrow \pm \infty$ ) for the spectrum (2.15) still lie on the real axis, since the relation (2.13) is unchanged. On the other hand, observe from (2.15) that BPS states with central charges (2.11) are arranged according to two identical and overlapping 'peacock patterns' [65, 74], as shown in Figure 2. The presence of coincident rays in the pattern is allowed because the corresponding charges are mutually local, namely

$$
\begin{equation*}
\left\langle\gamma_{1}+k\left(\gamma_{1}+\gamma_{2}\right), \gamma_{3}+k\left(\gamma_{3}+\gamma_{4}\right)\right\rangle=0 . \tag{2.29}
\end{equation*}
$$

Turning on the deformation $\delta$ resolves the two patterns as shown in Figure 4. In order to remain within the same chamber it is crucial that no rays in the complex plane of central charges cross each other, except for mutually local ones. In particular we should avoid a crossing between any pair of charges with

$$
\begin{equation*}
\left\langle\gamma_{1}+k\left(\gamma_{1}+\gamma_{2}\right), \gamma_{3}+k^{\prime}\left(\gamma_{3}+\gamma_{4}\right)\right\rangle \neq 0, \quad \text { if } k \neq k^{\prime} \tag{2.30}
\end{equation*}
$$

This is ensured by the condition (2.28), since the spacing between two central charges in the sequence $\gamma_{1}+k\left(\gamma_{1}+\gamma_{2}\right)$ is given precisely by $Z_{\gamma_{1}+\gamma_{2}}=\pi / R$. The class of stability conditions (2.27) can be parameterized by the complex number $Z_{\gamma_{1}}$ subject to the same constraints as before, and by the real $\delta$ subject to (2.28). For later convenience, we will sometimes denote by $\alpha$ the phase of $Z_{\gamma_{1}}$.


Figure 4: Part of the BPS spectrum (2.15), for $\delta$-deformed stability condition (2.27).

Thanks to the periodic 'peacock' pattern characterizing the BPS spectrum, it is possible to extend the $\mathbb{Z}$-action (2.23) defined on the fine-tuned stratum to the more general class of stability conditions $\tilde{\mathcal{C}}_{1}$. Taking

$$
\begin{equation*}
T\left(Z_{\gamma_{1,3}}\right)=Z_{\gamma_{1,3}}+\frac{\pi}{R}, \quad T\left(Z_{\gamma_{2,4}}\right)=Z_{\gamma_{2,4}}-\frac{\pi}{R}, \tag{2.31}
\end{equation*}
$$

[^3]preserves both (2.27) and (2.28). As before, this $\mathbb{Z}$-action pushes two of the basic BPS states (those with charges $\gamma_{i}$ ) to exit the right half-plane. From the viewpoint of a quiver description based on the right half-plane, this induces a pair of mutations, as will be seen in more detail in Section 5.

### 2.3 Half-geometry limit

We conclude this section by studying the limit where local $\mathbb{P}^{1} \times \mathbb{P}^{1}$ degenerates into its 'halfgeometry'

$$
\begin{equation*}
O_{\mathbb{P}^{1} \times \mathbb{P}^{1}}(-2,-2) \quad \rightarrow \quad O_{\mathbb{P}^{1}}(-2) \oplus O_{\mathbb{P}^{1}}(0) \tag{2.32}
\end{equation*}
$$

One motivation for considering this limit is the observation [97] that a class of stability conditions very close to (2.27) can be realized by considering the limit $\tau \rightarrow 0$ corresponding to the degeneration (2.32). ${ }^{6}$

A second motivation for studying the half-geometry is that taking $\tau \rightarrow 0$ corresponds to a weak-coupling limit for $5 \mathrm{~d} \mathcal{N}=1 S U(2)$ Yang-Mills theory [106]. This observation will be important in connection to a description of quantum periods in terms of instanton partition functions, whose computation takes place in the weak-coupling regime of the gauge theory [ 107,108$]$, and will be the focus of section 5 .

Taking $\tau \rightarrow 0$ while staying in the collimation chamber of $\widetilde{\mathcal{C}_{1}}$, from (2.10) we expect

$$
\begin{equation*}
Z_{\gamma_{1}} \approx Z_{\gamma_{3}} \rightarrow+i \infty \quad Z_{\gamma_{2}} \approx Z_{\gamma_{4}} \rightarrow-i \infty \tag{2.33}
\end{equation*}
$$

Geometrically this reflects the fact that cycles corresponding to the $D 4$ brane and the $D 2_{b}$ brane grow to infinite size. In terms of the parametrization (2.27), we may reproduce this by keeping $\delta$ fixed while taking $\alpha=\arg Z_{\gamma_{1}}=\pi / 2-\epsilon$ with $\epsilon \rightarrow 0^{+}$. In this limit

$$
\begin{equation*}
Z_{\gamma_{1}+\gamma_{2}}=Z_{\gamma_{D 2_{f}}}=\frac{1}{2} Z_{\gamma_{D 0}}=\frac{\pi}{R}, \quad Z_{\gamma_{3}+\gamma_{4}}=Z_{D 0 \overline{D 2}_{f}}=\frac{1}{2} Z_{\gamma_{D 0}}=\frac{\pi}{R} \tag{2.34}
\end{equation*}
$$

remain fixed. By tuning only $0<\alpha<\pi / 2$ and $-\pi / R<\delta<\pi / R$, the stability condition always belongs to the collimation chamber defined by (2.27). Therefore the BPS spectrum cannot change by wall-crossing, but can at most shed part of its states when reaching the boundaries of the chamber as $\tau \rightarrow 0$. Indeed it was observed that in this limit all states that become infinitely massive disappear, while all states that retain finite mass get their BPS index halved [17]. The states that survive are $D 2 D 0$ boundstates with charges ${ }^{7}$

$$
\begin{equation*}
\Omega\left(\gamma_{1}+\gamma_{2}+k \gamma_{D 0}\right)=-1, \quad k \in \mathbb{Z} \tag{2.35}
\end{equation*}
$$

together with the CPT conjugates (see [16, Section 4]). Note that this spectrum is a subset of that in $(2.15)$ corresponding to chamber $\mathcal{C}_{1}$.

We may also check that the expectation (2.34) on the behaviour of periods in the limit $\tau \rightarrow 0$ is indeed verified by the mirror geometry. A simple computation, involving a change of variables described in Appendix B leads to the following mirror curve for the half-geometry

$$
\begin{equation*}
(1+Q)-e^{x}-Q e^{-y}-e^{y}=0 \tag{2.36}
\end{equation*}
$$

[^4]where $Q$ is related to $\kappa$ by
\[

$$
\begin{equation*}
\kappa^{2}=\frac{(1+Q)^{2}}{Q} . \tag{2.37}
\end{equation*}
$$

\]

In section 3 we will show that the quantum periods of this curve are classically exact and given by

$$
\begin{equation*}
Z_{\gamma_{D 2_{f}}}=-\frac{i}{R} \log Q, \quad Z_{\gamma_{D 0}}=\frac{2 \pi}{R} \tag{2.38}
\end{equation*}
$$

where $\gamma_{D 2_{f}}$ is the cycle corresponding to the limit of $\gamma_{1}+\gamma_{2}$ in the full geometry. Since these periods match exactly (2.34) for $Q=e^{\pi i}$, we conclude that the collimation chamber defined by $\widetilde{\mathcal{C}}_{1}$ contains at least one point where local $\mathbb{P}^{1} \times \mathbb{P}^{1}$ degenerates to a half-geometry. Indeed, since taking $Q \rightarrow e^{\pi i}$ sends $\kappa \rightarrow 0$, this limit may also be regarded as a special case of (2.16) where we also take $\tau \rightarrow 0$.

## 3 Quantum periods from WKB

The definition of quantum periods is based on a $\hbar$-difference equation ( $\hbar \mathrm{DE}$ ) associated to the classical (mirror) curve $\Sigma$, by imposing the WKB ansatz

$$
\begin{equation*}
\psi(x ; \hbar)=\exp \left(\int^{x} S(x ; \hbar) d x\right), \quad S(x ; \hbar)=\frac{2 \pi R}{\hbar} \lambda+O(1) \tag{3.1}
\end{equation*}
$$

where $S(x ; \hbar)$ is an asymptotic power series in $\hbar$, and $\lambda$ is the classical differential (2.4). Monodromies of $\psi$ are described by exponentiated contour integrals of $S(x ; \hbar) d x$, which are also asymptotic series in $\hbar$. Under the assumption that the series are Borel summable, the quantum periods are defined to be the Borel summation of the WKB periods ${ }^{8}$

$$
\begin{equation*}
\Pi_{\gamma}(\hbar):=\mathcal{B}\left[\oint_{\gamma} S(x ; \hbar) d x\right]=\frac{2 \pi R}{\hbar} Z_{\gamma}+O(1) \tag{3.2}
\end{equation*}
$$

For later convenience we will denote the exponentiated quantum periods by

$$
\begin{equation*}
X_{\gamma}:=\exp \Pi_{\gamma} . \tag{3.3}
\end{equation*}
$$

## $3.1 \hbar$-difference equations

The quantization of mirror curves in the context of refined open (refined) topological strings gives rise to $\hbar$-difference equations [2]. ${ }^{9}$ The open string partition function plays the role of a wave-function $[91,105,114,116,117]$, characterized by the $\hbar$-difference equation and by a certain choice of boundary conditions. In the following we will consider quantum curves that appear in the study open refined Topological Strings in the Nekrasov-Shatashvili limit [1, 81, 109]. Given an algebraic curve $\Sigma$

$$
\begin{equation*}
F\left(e^{x}, e^{y}\right)=\sum_{m, n} a_{m, n} e^{m x} e^{n y}=0 \tag{3.4}
\end{equation*}
$$

[^5]in variables $\left(e^{x}, e^{y}\right) \in \mathbb{C}^{*} \times \mathbb{C}^{*}$, the corresponding quantum curve is a $\hbar$-difference equation
\[

$$
\begin{equation*}
\hat{F}\left(e^{\hat{x}}, e^{\hat{y}}\right) \psi(x)=\left(\sum_{m, n} a_{m, n}(\hbar) e^{m \hat{x}} e^{n \hat{y}}\right) \psi(x)=0 \tag{3.5}
\end{equation*}
$$

\]

with

$$
\begin{equation*}
\lim _{\hbar \rightarrow 0} a_{m, n}(\hbar)=a_{m, n}, \quad e^{\hat{x}} \psi(x)=e^{x} \psi(x), \quad e^{\hat{y}} \psi(x)=\psi(x+\hbar) . \tag{3.6}
\end{equation*}
$$

Here $\psi(x)$ is truly a function of $e^{x}$, meaning $\psi(x+2 \pi i)=\psi(x)$. This definition of a quantum curve involves a choice of polarization based on classical coordinates $(x, y)$ whose quantization is achieved by replacing

$$
\begin{equation*}
y \rightarrow \hat{y}=\hbar \partial_{x} . \tag{3.7}
\end{equation*}
$$

It will later be useful to consider other choices of polarization, which can be obtained by an $S p(2, \mathbb{Z})$ transformation on $(x, y)$.

Clearly, there is more than one $\hbar$-difference equation that reduces to a given algebraic curve $\Sigma$. This ambiguity may be traced to the $\hbar$-dependence of $a_{m, n}(\hbar)$, which trivializes in the limit $\hbar \rightarrow 0$, and has to be fixed by some additional requirements. For example, a popular convention, known as Weyl's prescription [73, 90, 98], consists in replacing $e^{m x+n y}$ by $e^{m \hat{x}+n \hat{y}}$. With this prescription the curve (3.4) is promoted to the following $\hbar$-difference equation

$$
\begin{equation*}
\hat{F}\left(e^{\hat{x}}, e^{\hat{y}}\right) \psi(x)=\left(\sum_{m, n} a_{m, n} e^{m \hat{x}+n \hat{y}}\right) \psi(x)=0, \tag{3.8}
\end{equation*}
$$

where $a_{m, n}$ are the classical coefficients.

### 3.2 Quantum periods

We will now show that the quantum periods (3.2) can be written in terms of the eigenvalue $\mathcal{R}$ of the shift operator $e^{\hat{y}}$,

$$
\begin{equation*}
\mathcal{R}(x ; \hbar):=\frac{\psi(x+\hbar)}{\psi(x)} . \tag{3.9}
\end{equation*}
$$

Left-multiplying (3.5) by $[\psi(x)]^{-1}$ and taking the limit $\hbar \rightarrow 0$, it is clear that

$$
\begin{equation*}
\lim _{\hbar \rightarrow 0} \mathcal{R}(x ; \hbar)=\exp y(x), \tag{3.10}
\end{equation*}
$$

where $y(x)$ is a sheet of the classical curve (3.4). It follows that, while $\mathcal{R}(x ; \hbar)$ is generally a multi-valued function of $x$, its (semi-) classical limit is single valued on $\Sigma$. From (3.10) it follows that the leading order of $\frac{1}{2 \pi R} \log \mathcal{R}$ coincides with the classical differential $\lambda$ (2.4), so that

$$
\begin{equation*}
\frac{1}{\hbar} \oint_{\gamma} \log \mathcal{R}(x ; \hbar) d x=\frac{2 \pi R}{\hbar} Z_{\gamma}+O\left(\hbar^{0}\right) . \tag{3.11}
\end{equation*}
$$

In fact, it is possible to write $\mathcal{R}$ in terms of $S$ : from (3.1) and (3.9) it follows that

$$
\begin{equation*}
\mathcal{R}(x, \hbar)=\exp \left\{\int_{x}^{x+\hbar} d x S(x ; \hbar)\right\}=\exp \left\{\hbar S(x ; \hbar)+\sum_{k=1}^{\infty} \frac{\hbar^{k+1}}{(k+1)!} \partial_{x}^{k} S(x ; \hbar)\right\} \tag{3.12}
\end{equation*}
$$

which means that $\frac{1}{\hbar} \log \mathcal{R}(x) d x$ and $S(x) d x$ only differ by a total derivative

$$
\begin{equation*}
S(x ; \hbar)=\frac{1}{\hbar} \log \mathcal{R}(x ; \hbar) d x+d \xi(x ; \hbar), \quad \xi(x ; \hbar):=\sum_{k=1}^{\infty} \frac{\hbar^{k+1}}{(k+1)!} \partial_{x}^{k-1} S(x ; \hbar) \tag{3.13}
\end{equation*}
$$

Therefore periods of $S(x ; \hbar) d x$ along closed BPS cycles $\gamma$ actually coincide with the periods of $\frac{1}{\hbar} \log \mathcal{R}(x ; \hbar) d x$

$$
\begin{equation*}
\frac{1}{\hbar} \oint_{\gamma} \log \mathcal{R}(x ; \hbar) d x=\int_{\gamma} S(x ; \hbar) \tag{3.14}
\end{equation*}
$$

and we can compute the quantum periods (3.2) using the 1 -form $\log \mathcal{R} d x$ instead. This will turn out to be important, as we will see in the following sections that $\mathcal{R}$ is the solution to a $\hbar$ difference version of the Riccati equation, and its $\hbar$-expansion can be systematically computed. In the following, we will refer to $\frac{1}{\hbar} \log \mathcal{R}(x ; \hbar) d x$ as the quantum, or WKB , differential.

Remark 2. Equation (3.14) holds if the function $\xi$ in equation (3.13) is single-valued on the logarithmic cover $\tilde{\Sigma}$ of $\Sigma$ used to define BPS cycles. It follows from the definition (3.1) of $S d x$ as a differential on $\tilde{\Sigma}$ that $S d x$ and its derivatives are single-valued on the logarithmic cover.

### 3.3 Boundary conditions for $\psi$

The quantum one-form $\log \mathcal{R}(x, \hbar)$ defines $\psi(x)$ in terms of transport by finite shifts through (3.9). Iterating such shifts infinitely many times leads to an explicit solution for $\psi(x)$ in terms of $\mathcal{R}(x ; \hbar)$. We have two distinct cases, depending on the sign of $\operatorname{Re} \hbar$

$$
\begin{align*}
& \psi(x)=\psi_{0}(x) \prod_{k=-\infty}^{-1} \mathcal{R}(x+k \hbar ; \hbar)=\psi_{\infty}(x) \prod_{k=0}^{\infty} \frac{1}{\mathcal{R}(x+k \hbar ; \hbar)} \quad(\operatorname{Re} \hbar>0)  \tag{3.15}\\
& \psi(x)=\psi_{\infty}(x) \prod_{k=-\infty}^{-1} \mathcal{R}(x+k \hbar ; \hbar)=\psi_{0}(x) \prod_{k=0}^{\infty} \frac{1}{\mathcal{R}(x+k \hbar ; \hbar)} \quad(\operatorname{Re} \hbar<0) \tag{3.16}
\end{align*}
$$

Here the functions $\psi_{0}, \psi_{\infty}$ are $\hbar$-periodic functions

$$
\begin{equation*}
\psi_{0}(x+\hbar)=\psi_{0}(x), \quad \psi_{\infty}(x+\hbar)=\psi_{\infty}(x) \tag{3.17}
\end{equation*}
$$

Due to linearity of the $\hbar$-difference equation (3.5), any solution $\psi(x)$ is ambiguously defined up to multiplication by such $\hbar$-periodic functions. This is the $\hbar$-difference uplift of the familiar statement that solutions to linear ODEs are defined up to an overall constant multiplier.

The functions $\psi_{0}(x), \psi_{\infty}(x)$ can be fixed in part by studying the boundary conditions for the wavefunction. Recall from (3.10) that the semiclassical limit of $\psi$ depends on a choice of branch $y(x)$ for $\Sigma$, and different branches give rise to different boundary conditions at leading order. Through the consistency imposed by (3.5) this dependence determines the boundary condition to higher orders in $\hbar$ as well. For instance, in the context of open topological string theory, one is often (though not always) interested in a branch where $\psi(x)=\sum_{k \geq 0} \psi_{k}(\hbar) e^{k x}$ with $\psi_{0}=1$, meaning that the wavefunction has asymptotics normalized to $\psi(-\infty)=1$.

On the other hand, boundary conditions do not entirely fix the ambiguity. There may be $\hbar$-periodic factors that simply obey the desired boundary condition and one may choose to
include them or not in the answer for $\psi(x)$. A prescription to fix these residual factors is to take an asymptotic expansion of $\psi(x)$ as a series in $\hbar$, and perform a Borel resummation. This resummation involves the choice of an angular sector $\measuredangle$ in the Borel plane, bounded by rays corresponding to singularities of the Borel transform of the series. Different sectors give rise to resummations with different $\hbar$-periodic normalizations

$$
\begin{equation*}
\mathcal{B}_{\measuredangle}[\psi(x)]=\mathcal{S}_{\measuredangle, \iota^{\prime}}(x) \mathcal{B}_{\iota^{\prime}}[\psi(x)] . \tag{3.18}
\end{equation*}
$$

A detailed analysis of this phenomenon for first-order $\hbar$-difference equations associated to the mirror of $\mathbb{C}^{3}$ can be found in [72]. The quantum mirror curve of the resolved conifold is discussed in $[12,72]$. The choice of a normalization for $\psi(x)$ matters when solving the $\hbar$-difference equation, but does not affect the definition (3.2) of the quantum periods. For this reason we will mostly neglect this issue in the following.

### 3.4 WKB for first order $\hbar$-difference equations

The most general first order linear $\hbar$-difference equation is simply the definition of $\mathcal{R}$ :

$$
\begin{equation*}
\left[e^{\hat{y}}-\mathcal{R}(x, Q ; \hbar)\right] \psi(x)=\psi(x+\hbar)-\mathcal{R}(x, Q ; \hbar) \psi(x)=0 \tag{3.19}
\end{equation*}
$$

with $\mathcal{R}$ given explicitly by the equation. As such, a solution is given straightforwardly by (3.15), (3.16). In Appendix $C$ we discuss the examples of $\mathbb{C}^{3}$ and the resolved conifold; here we will focus on the half-geometry, that we saw arising as the limit $\tau \rightarrow 0$ of local $\mathbb{P}^{1} \times \mathbb{P}^{1}$.

## Half-geometry

The mirror curve (2.36) for the half-geometry can be written equivalently as

$$
\begin{equation*}
e^{x}=\left(1-Q e^{-y}\right)\left(1-e^{y}\right) \tag{3.20}
\end{equation*}
$$

and in the limit $Q \rightarrow 0$ it degenerates to the curve of $\mathbb{C}^{3}$, see (C.1). We may quantize (3.20) by simply replacing $x, y$ with the corresponding operators $\hat{x}, \hat{y}$; however, the usual polarization (3.7) leads to a second-order $\hbar$-difference equation, namely

$$
\begin{equation*}
\left(e^{x}-1-Q\right) \psi(x)+Q \psi(x-\hbar)+\psi(x+\hbar)=0 \tag{3.21}
\end{equation*}
$$

We can however switch to a Fourier-dual polarization where $\hat{x}=-\hbar \partial_{y}, \hat{y}=y$, in which the $\hbar$-difference equation becomes

$$
\begin{equation*}
\tilde{\psi}(y-\hbar)=\left(1-Q e^{-y}\right)\left(1-e^{y}\right) \tilde{\psi}(y) \tag{3.22}
\end{equation*}
$$

which is a first-order system for the Fourier transform $\tilde{\psi}$ of $\psi$. We can easily find a solution with boundary condition $\tilde{\psi}(-\infty)=1$

$$
\begin{equation*}
\tilde{\psi}(y)=\frac{\left(Q e^{y+\hbar} ; e^{\hbar}\right)_{\infty}}{\left(e^{-y} ; e^{\hbar}\right)_{\infty}} \tag{3.23}
\end{equation*}
$$

To compute the parallel transport for the Fourier-dual wavefunction we define

$$
\begin{equation*}
\tilde{\mathcal{R}}(y ; \hbar)=\frac{1}{\tilde{\psi}(y)} x \cdot \tilde{\psi}(y)=\frac{\tilde{\psi}(y-\hbar)}{\tilde{\psi}(y)}=\left(1-Q e^{-y}\right)\left(1-e^{y}\right) \tag{3.24}
\end{equation*}
$$

Repeating the arguments that led to (3.14) one may show that $-\tilde{\mathcal{R}} d y$ is in the same cohomology class as $d \log \tilde{\psi}$. Since quantum periods are invariant under changes of polarization ${ }^{10}$, they can be computed from $\tilde{\mathcal{R}}$ as follows

$$
\begin{equation*}
\Pi_{\gamma}=-\frac{1}{\hbar} \oint_{\gamma} \log \tilde{\mathcal{R}}(y ; \hbar) d y \tag{3.25}
\end{equation*}
$$

by computing the primitive

$$
\begin{equation*}
-\frac{1}{\hbar} \int^{y} \log \tilde{\mathcal{R}}(y) d y=\frac{1}{\hbar}\left[\operatorname{Li}_{2}\left(Q^{-1} e^{y}\right)+\operatorname{Li}_{2}\left(e^{y}\right)-\frac{\pi^{2}}{6}-\frac{1}{2} \log ^{2}\left(-Q e^{-y}\right)\right] \tag{3.26}
\end{equation*}
$$

and then studying its monodromies along appropriate cycles of $\Sigma$. The mirror curve (3.20) is a sphere with four punctures, located at $e^{y}=0,1, Q$, with two independent periods ${ }^{11}$. Let us denote by $C_{z}$ a small counter-clockwise loop around the puncture at $e^{y}=z$. In [16] via exponential networks, the cycle corresponding to the $D 2$ brane in the mirror picture is found to be

$$
\begin{equation*}
\gamma_{D 2}=C_{Q}^{-1} \circ C_{1} \tag{3.27}
\end{equation*}
$$

depicted in Figure 5. Using the monodromy properties (C.7), we find that

$$
\begin{align*}
\operatorname{Li}_{2}\left(Q^{-1} e^{y}\right)+\operatorname{Li}_{2}\left(e^{y}\right) & \xrightarrow{C_{1}} \operatorname{Li}_{2}\left(Q^{-1} e^{y}\right)+\operatorname{Li}_{2}\left(e^{y}\right)-2 \pi i \log e^{y} \\
& \xrightarrow{C_{Q}^{-1}} \operatorname{Li}_{2}\left(Q^{-1} e^{y}\right)+2 \pi i \log \left(Q^{-1} e^{y}\right)+\operatorname{Li}_{2}\left(e^{y}\right)-2 \pi i \log e^{y}  \tag{3.28}\\
& =\operatorname{Li}_{2}\left(Q^{-1} e^{y}\right)+\operatorname{Li}_{2}\left(e^{y}\right)-2 \pi i \log Q
\end{align*}
$$

so that the quantum period is

$$
\begin{equation*}
\Pi_{\gamma_{D 2}}=-\frac{2 \pi i}{\hbar} \log Q=\frac{2 \pi R}{\hbar} Z_{\gamma_{D 2}} \tag{3.29}
\end{equation*}
$$

To complete the basis of quantum periods we need a second, linearly independent, cycle. We choose the cycle $\gamma_{D 0}$ corresponding to the $D 0$-brane, whose computation is completely analogous and is performed in Appendix C for the resolved conifold. The idea is to note that (3.20) is a pair of trinions glued along a tube, and then recall that each trinion is a copy of the mirror curve of $\mathbb{C}^{3}$. The D0 cycle can be embedded into, say, the left trinion: if $C_{0}, C_{1}, C_{\infty}$ are cycles around the three punctures of the trinion, then

$$
\begin{equation*}
\gamma_{D 0}=C_{1}^{-1} \circ C_{0}^{-1} \circ C_{\infty}^{-1}=C_{1}^{-1} \circ C_{0}^{-1} \circ C_{1} \circ C_{0} \tag{3.30}
\end{equation*}
$$

also see [16, Figure 18]. The period computation proceeds by keeping track of monodromies of the primitive, and turns out to be

$$
\begin{equation*}
\Pi_{\gamma_{D 0}}(\hbar)=\frac{4 \pi^{2}}{\hbar}=\frac{2 \pi R}{\hbar} Z_{\gamma_{D 0}} \tag{3.31}
\end{equation*}
$$

[^6]

Figure 5: Left: the cycle $\gamma_{D 2}$ on the mirror curve of the half-geometry, shown as a covering over the $y$ plane. Labels of punctures denote the values of $e^{y}=1, Q$ respectively. Right: the cycle $\gamma_{D 4}$ in the half-geometry limit becomes noncompact.

A similar computation for the D0 in the resolved conifold is detailed in Appendix C, see equation (C.15). Note that the periods of first-order systems are almost trivially computed, since the only possible $\hbar$-dependence of the quantum differential $\log \mathcal{R}$ is the one explicitly coming from the first-order equation (3.19) (this explicit dependence is absent for the half-geometry quantum curve (3.21)).

### 3.5 WKB for second order $\hbar$-difference equations

Higher-order $\hbar$-difference equations arise typically for Calabi-Yau geometries that engineer interacting five-dimensional theories. ${ }^{12}$ We focus on second-order $\hbar$-difference equations ${ }^{13}$, that can generally be written as

$$
\begin{equation*}
\psi(x+2 \hbar)+a_{1}(x ; \hbar) \psi(x+\hbar)+a_{2}(x ; \hbar) \psi(x)=0 . \tag{3.32}
\end{equation*}
$$

Here $a_{i}$ are really functions of $e^{x}$, in other words they obey the periodicity constraints

$$
\begin{equation*}
a_{i}(x ; \hbar)=a_{i}(x+2 \pi i ; \hbar) . \tag{3.33}
\end{equation*}
$$

Generically they may also depend on $\hbar$ and on the complex moduli of $\Sigma$. We will assume for simplicity that they admit a Taylor series in $\hbar$ :

$$
\begin{equation*}
a_{i}(x ; \hbar)=\sum_{k=0}^{\infty} \hbar^{k} a_{i, k}(x) . \tag{3.34}
\end{equation*}
$$

Again, for the purpose of studying the quantum periods defined by (3.2), the main problem is to compute $R(x ; \hbar)$. We then use the definition (3.9) of the latter to recast (3.32) as a a

[^7]difference equation in Riccati form:
\[

$$
\begin{equation*}
\mathcal{R}(x+\hbar ; \hbar) \mathcal{R}(x ; \hbar)+a_{1}(x ; \hbar) \mathcal{R}(x ; \hbar)+a_{2}(x ; \hbar)=0 . \tag{3.35}
\end{equation*}
$$

\]

We will henceforth turn our attention to the solution of (3.35) as a formal series in $\hbar$. The WKB ansatz (3.1) implies that

$$
\begin{equation*}
\mathcal{R}(x ; \hbar)=\sum_{k=0}^{\infty} \hbar^{k} \mathcal{R}_{k}(x), \tag{3.36}
\end{equation*}
$$

leading to the following expansion for the difference Riccati equation (3.35):

$$
\begin{equation*}
\sum_{k, l, m=0}^{\infty} \frac{\hbar^{k+l+m}}{l!} \mathcal{R}_{k}(x) \partial_{x}^{l} \mathcal{R}_{m}(x)+\sum_{k, l=0}^{\infty} \hbar^{k+l} a_{1, k}(x) \mathcal{R}_{l}(x)+\sum_{k=0}^{\infty} \hbar^{k} a_{2, k}(x)=0 . \tag{3.37}
\end{equation*}
$$

To get this expression we used the expansion

$$
\begin{equation*}
\mathcal{R}(x+\hbar ; \hbar)=\sum_{k, l=0}^{\infty} \frac{\hbar^{k+l}}{l!} \partial_{x}^{l} \mathcal{R}_{k}(x) \tag{3.38}
\end{equation*}
$$

An important difference between (3.37) and the more familiar Riccati equation for second order linear ODEs is that the $\hbar$-expansion (3.37) contains derivatives of arbitrary order. However, since an $n$-th derivative always comes with a power of $\hbar^{n}$, the equation at order $n$ contains only derivatives of the solution from the previous orders, so that every order can be solved algebraically as in the usual Riccati equation. The solution can be written explicitly:

$$
\begin{equation*}
\mathcal{R}_{0}^{( \pm)}(x)=e^{y_{ \pm}(x)}=-\frac{a_{1,0}}{2} \pm \sqrt{\frac{a_{1,0}^{2}}{4}-a_{2,0}}, \tag{3.39}
\end{equation*}
$$

corresponding to the two branches of $\Sigma$ in the semiclassical limit (3.10). Higher orders are entirely fixed by the choice of a branch at level zero

$$
\begin{equation*}
\mathcal{R}_{n}^{( \pm)}=\mp \frac{1}{\sqrt{a_{1,0}^{2}-4 a_{2,0}}}\left[\sum_{m=1}^{n-1} \sum_{l=0}^{m} \frac{1}{l!} \mathcal{R}_{m-l} \partial_{x}^{l} R_{n-l}+\sum_{l=1}^{n} \frac{1}{l!} \mathcal{R}_{n-l} \partial_{x}^{l} \mathcal{R}_{0}+\sum_{l=1}^{n} a_{1, l} \mathcal{R}_{n-l}+a_{2, n}\right] \tag{3.40}
\end{equation*}
$$

While the idea of using $\mathcal{R}(x, \hbar)$ to solve second order order $\hbar$-difference equations is not new, see e.g. [83, 92], to our knowledge the systematic WKB solution (3.40) is absent in the literature. differently from the differential case, there is no substantial complication in passing from the second order Riccati solution to the higher order one.

### 3.6 Local $\mathbb{P}^{1} \times \mathbb{P}^{1}$

We now use the above formalism to study the $\hbar$-difference equation of local $\mathbb{P}^{1} \times \mathbb{P}^{1}$ and its quantum periods. The quantization of the classical curve (2.2) is

$$
\begin{equation*}
\psi(x+2 \hbar)+\left[\tau\left(e^{x+\hbar}+e^{-(x+\hbar)}\right)-\kappa\right] \psi(x+\hbar)+\psi(x)=0 \tag{3.41}
\end{equation*}
$$

which is of general form (3.32). The associated Riccati equation is therefore

$$
\begin{equation*}
\mathcal{R}(x+\hbar ; \hbar) \mathcal{R}(x ; \hbar)+\left[\tau\left(e^{x}+e^{-x}\right)-\kappa\right] \mathcal{R}(x ; \hbar)+1=0 . \tag{3.42}
\end{equation*}
$$

The first few terms of the general solution (3.39)-(3.40) are

$$
\begin{align*}
\mathcal{R}_{0}^{( \pm)}(x)= & \frac{\kappa}{2} \pm \sqrt{\frac{1}{4}(\kappa-2 \tau \mathrm{Ch}(x))^{2}-1}-\tau \mathrm{Ch}(x), \\
\mathcal{R}_{1}^{( \pm)}(x)= & \frac{\tau \mathrm{Sh}(x)}{2\left(\frac{1}{4}(\kappa-2 \tau \mathrm{Ch}(x))^{2}-1\right)}, \\
\mathcal{R}_{2}^{( \pm)}(x)= & \pm \frac{1}{32\left(\frac{1}{4}(\kappa-2 \tau \mathrm{Ch}(x))^{2}-1\right)^{5 / 2}}  \tag{3.43}\\
\times & {\left[-\tau^{4} \mathrm{Ch}(4 x)+\kappa \tau^{3} \mathrm{Ch}(3 x)+\tau^{2}\left(\kappa^{2}+4 \tau^{2}-6\right) \mathrm{Ch}(2 x)\right.} \\
& \left.-\kappa \tau\left(\kappa^{2}+13 \tau^{2}-4\right) \mathrm{Ch}(x)+\tau^{2}\left(5 \kappa^{2}+5 \tau^{2}-2\right)\right]
\end{align*}
$$

with $\tau$ defined as in (2.16). Higher order terms quickly increase in complexity. Overall the WKB differential has the following expansion:

$$
\begin{align*}
& \frac{1}{\hbar} \log \mathcal{R}^{( \pm)}(x ; \hbar)=\frac{1}{\hbar} \log \left(\frac{\kappa}{2} \pm \sqrt{\frac{1}{4}(\kappa-2 \tau \operatorname{Ch}(x))^{2}-1}-\tau \operatorname{Ch}(x)\right) \\
& \quad+\frac{t \operatorname{Sh}(x)}{2\left(\frac{1}{4}(\kappa-2 \tau \operatorname{Ch}(x))^{2}-1\right)\left(\frac{\kappa}{2} \pm \sqrt{\frac{1}{4}(\kappa-2 \tau \operatorname{Ch}(x))^{2}-1}-\tau \operatorname{Ch}(x)\right)} \\
& \quad \pm \hbar\left[-\tau^{4} \mathrm{Ch}(4 x)+\kappa \tau^{3} \mathrm{Ch}(3 x)+\tau^{2}\left(5 \kappa^{2}+5 \tau^{2}-2\right)+\tau^{2}\left(\kappa^{2}+4 \tau^{2}-6\right) \mathrm{Ch}(2 x)\right. \\
& \left.\quad-\kappa \tau\left(\kappa^{2}+13 \tau^{2}-4\right) \operatorname{Ch}(x)\right] \frac{1}{32}\left(\frac{1}{4}(\kappa-2 \tau \mathrm{Ch}(x))^{2}-1\right)^{-5 / 2}  \tag{3.44}\\
& \quad \times\left(\frac{\kappa}{2} \pm \sqrt{\frac{1}{4}(\kappa-2 \tau \operatorname{Ch}(x))^{2}-1}-\tau \operatorname{Ch}(x)\right)^{-1} \\
& \quad-\hbar \frac{\tau^{2} \operatorname{Sh}^{2}(x)}{8\left(\frac{1}{4}(\kappa-2 \tau \operatorname{Ch}(x))^{2}-1\right)^{2}\left(\frac{\kappa}{2} \pm \sqrt{\frac{1}{4}(\kappa-2 \tau \operatorname{Ch}(x))^{2}-1}-\tau \operatorname{Ch}(x)\right)^{2}}+O\left(\hbar^{2}\right) .
\end{align*}
$$

This solution for the quantum differential allows to compute the wavefunction on the one hand, and quantum periods on the other hand. ${ }^{14}$ We will focus on the computation of quantum periods, which involves integrating $\log \mathcal{R}$ along closed cycles as in (3.14). To this end, a few remarks are in order:

- The only term with logarithmic branching is the classical one, while the other terms have only square root cuts, so we do not have to worry about the logarithmic branching when talking about the quantum corrections.

[^8]- One may define, in analogy with the case of second order ODEs, the even and odd differentials under the hyperelliptic involution exchanging the two sheets of the square root

$$
\begin{equation*}
S_{\text {odd }}:=\frac{1}{2}\left(\log \mathcal{R}^{(+)}-\log \mathcal{R}^{(-)}\right), \quad S_{\text {even }}:=\frac{1}{2}\left(\log \mathcal{R}^{(+)}+\log \mathcal{R}^{(-)}\right) . \tag{3.45}
\end{equation*}
$$

In the differential case, the even contribution is a total derivative, a fact that can be proven using Riccati equation [94]. Even though no such proof is available to our knowledge in the $\hbar$-difference case, it seems to be also true in this example that $S_{\text {even }}$ is a total derivative. We checked this statement up to order $O\left(\hbar^{9}\right)$. It is worth noting that this could be stemming from the fact the classical curve (2.2) is invariant under $y \rightarrow-y$, so that $e^{y^{(+)}(x)+y^{(-)}(x)}=1$, so that the classical differential does not have an even component.

- By direct inspection, it also appears that even powers in the $\hbar$-expansion of $S_{\text {odd }}$ are total derivatives. For the purpose of computing quantum periods, the WKB differential can then be taken to be just the odd $\hbar$-expansion of $S_{\text {odd }}$, in complete analogy with the differential case. It would be interesting to understand this fact from a more general point of view.

Despite these simplifications, direct computation of expressions for the WKB differentials become quickly very unwieldy. A way around this problem is the so-called "quantum operator method", first discovered in [103] for the case of the Modified Mathieu equation. It consists in writing the higher order periods as linear combinations of the classical ones and their derivatives with respect to the moduli of the curve, and was used in [81] to compute the first corrections to the classical periods in the WKB expansion of local $\mathbb{P}^{1} \times \mathbb{P}^{1}$. While this method can be pushed to very high orders in the context of ordinary WKB expansion [70, 71], it seems to be too computationally expensive in the $\hbar$-difference case, an issue that will be circumvented in Section 5 by the use of q-Painlevé equations.

## Exact limits

To conclude our analysis of the WKB quantum periods on a higher note, we remark that there exist certain limits of the geometry in which an exact computation becomes feasible.

1. The first one is the region characterized by $\kappa \rightarrow 0$ with $\tau$ finite. In this limit it can be seen by explicit computation (although we do not have a proof of this statement to all orders) that the higher-order corrections become total derivatives. This can be checked explicitly by taking the limit $\kappa \rightarrow 0$ in (3.44). The first resulting order of the even and odd differentials are

$$
\begin{align*}
S_{\text {even }} & =\left(-\frac{\tau^{2} \operatorname{Sh}(2 x)}{\tau^{2}+\tau^{2} \operatorname{Ch}(2 x)-2}-\hbar \frac{\tau^{2}\left(\tau^{2}+\left(\tau^{2}-2\right) \operatorname{Ch}(2 x)\right)}{\left(\tau^{2}+\tau^{2} \operatorname{Ch}(2 x)-2\right)^{2}}\right) d x+O\left(\hbar^{2}\right) \\
& =-\frac{1}{2} \mathrm{~d} \log \left(\tau^{2}+\tau^{2} \operatorname{Ch}(2 x)-2\right)  \tag{3.46}\\
& -\hbar \mathrm{d}\left(\frac{\tau^{2} \operatorname{Sh}(2 x)}{2\left(\tau^{2}+\tau^{2} \operatorname{Ch}(2 x)-2\right)}\right)+O\left(\hbar^{2}\right)
\end{align*}
$$

$$
\begin{align*}
S_{o d d} & =\frac{2 \pi R}{\hbar}\left(\lambda^{(+)}-\lambda^{(-)}\right)-\frac{\sqrt{2} \tau \operatorname{Sh}(x)}{\sqrt{\tau^{2}+\tau^{2} \operatorname{Ch}(2 x)-2}} \\
& -\hbar \frac{\tau^{3} \operatorname{Ch}(x)\left(2 \tau^{2}+\left(2 \tau^{2}-5\right) \operatorname{Ch}(2 x)+1\right)}{\sqrt{2}\left(\tau^{2}+\tau^{2} \mathrm{Ch}(2 x)-2\right)^{5 / 2}}  \tag{3.47}\\
& =\frac{2 \pi R}{\hbar}\left(\lambda^{(+)}-\lambda^{(-)}\right)-\mathrm{d} \log \left(\sqrt{2} \tau \operatorname{Ch}(x)+\sqrt{\tau^{2}+\tau^{2} \operatorname{Ch}(2 x)-2}\right) \\
& -\hbar \mathrm{d}\left(\frac{\tau^{3}\left(6 \tau^{2}-5\right) \operatorname{Sh}^{3}(x)+6 \tau^{3}\left(\tau^{2}-1\right) \operatorname{Sh}(x)}{3 \sqrt{2}\left(\tau^{2}-1\right)\left(\tau^{2}+\tau^{2} \operatorname{Ch}(2 x)-2\right)^{3 / 2}}\right)+O\left(\hbar^{2}\right),
\end{align*}
$$

where the total derivatives are single-valued on $\Sigma$, and

$$
\begin{equation*}
\lambda^{( \pm)}=\log \left( \pm \sqrt{\tau^{2} \cosh ^{2}(x)-1}-\tau \cosh (x)\right) \mathrm{d} x . \tag{3.48}
\end{equation*}
$$

Since the higher orders are total derivatives, the quantum periods are classically exact:

$$
\begin{equation*}
\lim _{\kappa \rightarrow 0} \Pi_{\gamma}=\frac{2 \pi R}{\hbar} \lim _{\kappa \rightarrow 0} Z_{\gamma} . \tag{3.49}
\end{equation*}
$$

Note that the limit considered here coincides precisely with the geometric realization of the fine-tuned stratum (2.16). As we will see in the next section the solutions to TBA (which we conjecture to coincide with WKB quantum periods) are in fact exactly semiclassical for this choice of stability condition. In this light, the observation that higher-order corrections to WKB quantum periods seem to vanish matches exactly with expectations from the proposed identification with TBA solutions.
2. The other asymptotics we will discuss is the limit $\tau \rightarrow 0$ describing the degeneration of local $\mathbb{P}^{1} \times \mathbb{P}^{1}$ to the half-geometry (2.36) ( $t \rightarrow 0$ limit in (3.44)). Recall from Section 2.3 the charge lattice of local $\mathbb{P}^{1} \times \mathbb{P}^{1}$ halves in dimension since certain cycles (such as $\gamma_{D_{4}}$ ) become infinitely large. In this limit, the $\hbar$-expansion become classically exact (note for example that all the higher order corrections to the WKB differential in (3.44) are proportional to $\tau \rightarrow 0$ ). The periods along the surviving compact cycles are then simply the classical periods of the half-geometry that we computed in (3.29), (3.31). Conversely the periods along non-compact cycles (such as $\Pi_{\gamma_{D_{4}}}$ ) become divergent integrals over open contours. ${ }^{15}$

## 4 TBA equations

We now turn to the discussion of the Thermodynamic Bethe Ansatz (TBA) equations associated to BPS structures.

[^9]
### 4.1 Background

The relation between TBA equations and BPS states first appeared in the context of fourdimensional $\mathcal{N}=2$ theories on $S^{1} \times \mathbb{R}^{3}$. Circle compactifications of $4 \mathrm{~d} \mathcal{N}=2$ theories are described by $3 \mathrm{~d} \mathcal{N}=4$ sigma models with hyperkähler target $\mathcal{M}$ [113], whose metric receives corrections from 4d BPS particles. A way to encode these corrections is to adopt a twistor description based on a set of Darboux coordinates $Y_{\gamma_{i}}$ [61]. In turn, these Darboux coordinates are characterized by TBA equations equivalent to a Riemann-Hilbert problem associated to the BPS spectrum. This description of hyperkähler geometry in terms of topological data of BPS spectra was soon realized to be an instance of a more general story. A similar construction was applied to the case of D-instanton corrections to hypermultiplet moduli spaces in type II string theory [9], see [6] for a review. Even more generally, a class of Riemann-Hilbert problems connected to BPS counting was defined in [31, 89, 96], and further studied in [29, 30, 33].

Most relevant to our work is the connection between TBA equations and five-dimensional gauge theories studied in $[5,75,76]$. In this context, solutions to TBA equations should be related to quantum periods of $\hbar$-difference equations considered in the previous section. The motivation for this expectation comes from extending an observation of [63] connectng RH problems and ODEs arising in class $S$ theories, to Kaluza-Klein $4 \mathrm{~d} \mathcal{N}=2$ theories. ${ }^{16}$

The main goal of this section is to provide evidence that the solutions of TBA equations associated to BPS structures of $5 \mathrm{~d} \mathcal{N}=1$ gauge theories coincide, under suitable assumptions, with the quantum periods of the corresponding $\hbar$-difference equations studied in the previous section

$$
\begin{equation*}
Y_{\gamma}=X_{\gamma} \tag{4.1}
\end{equation*}
$$

with $X_{\gamma}$ as defined in (3.3). Below we will provide supporting evidence for this relation in a few examples. Besides this, there are also heuristic reasons to expect such a relation to hold. One of these is the fact that TBA equations are characterized by certain discontinuities encoded by BPS states, and the same discontinuities are expected to be a feature of quantum periods of $\hbar \mathrm{DEs}$. Indeed the latter are asymptotic series in $\hbar$, with leading exponential behavior determined by the classical differential (2.4). The Stokes graph coincides with the exponential network, whose abelianization map jumps by Stokes-like automorphisms [15, 62]. Another reason is the expectation that the ODE/IM correspondence of $[20,46]$ should admit an extension to $\hbar \mathrm{DEs}$, see [59] for a recent discussion. Yet another general motivation is that a similar relation between quantum periods and TBA systems is known to hold for certain $4 \mathrm{~d} \mathcal{N}=2$ theories, and 5 d $\mathcal{N}=1$ theories on a circle can be regarded as $4 \mathrm{~d} \mathcal{N}=2$ theories of Kaluza-Klein type [38, 39].

### 4.2 Integral equations in the conformal limit

Viewing a $5 \mathrm{~d} \mathcal{N}=1$ theory on $S^{1} \times \mathbb{R}^{4}$ as a $4 \mathrm{~d} \mathcal{N}=2$ Kaluza-Klein theory, we consider compactifiaction on a further circle of radius $\tilde{R}$, down to $T^{2} \times \mathbb{R}^{3}$. Denoting by $Z_{\gamma}$ the $4 \mathrm{~d} \mathcal{N}=2$ central charge, and by $\theta_{\gamma}$ the Wilson-'t Hooft lines on the circle $\tilde{S}^{1}$ taking us from 4 d to 3 d , we

[^10]define the 'semiflat' variables following [113]
\[

$$
\begin{equation*}
Y_{\gamma}^{s f}(\zeta)=\exp \left(\frac{\pi \tilde{R}}{\zeta} Z_{\gamma}+i \theta_{\gamma}+\pi \tilde{R} \zeta \bar{Z}_{\gamma}\right) \tag{4.2}
\end{equation*}
$$

\]

The functions $Y_{\gamma}(\zeta)$ are then defined by a set of coupled nonlinear integral equations

$$
\begin{equation*}
Y_{\gamma}(\zeta)=Y_{\gamma}^{s f}(\zeta) \exp \left(-\frac{1}{4 \pi i} \sum_{\gamma^{\prime}} \Omega\left(\gamma^{\prime}, u\right)\left\langle\gamma, \gamma^{\prime}\right\rangle \int_{\ell_{\gamma^{\prime}}} \frac{d \zeta^{\prime}}{\zeta^{\prime}} \frac{\zeta^{\prime}+\zeta}{\zeta^{\prime}-\zeta} \log \left(1-\sigma\left(\gamma^{\prime}\right) Y_{\gamma^{\prime}}\left(\zeta^{\prime}\right)\right)\right) \tag{4.3}
\end{equation*}
$$

where $\sigma(\gamma)=-1$ if $\Omega(\gamma)=1$ and $\sigma(\gamma)=1$ if $\Omega(\gamma)=-2$, while $\ell_{\gamma}:=Z_{\gamma} \mathbb{R}_{-}$.
We restrict to the so-called Hitchin section by setting $\theta_{\gamma}=0$. An important consequence of this restriction is that $Y_{-\gamma}(-\zeta)=Y_{\gamma}(\zeta)$. We can then simplify the equations by using CPT symmetry of the BPS spectrum $\Omega(\gamma, u)=\Omega(-\gamma, u)$ to obtain

$$
\begin{equation*}
\left.Y_{\gamma}(\zeta)\right|_{\theta_{\gamma}=0}=Y_{\gamma}^{s f}(\zeta) \exp \left(-\frac{\zeta}{\pi i} \sum_{\gamma^{\prime}>0} \Omega\left(\gamma^{\prime}, u\right)\left\langle\gamma, \gamma^{\prime}\right\rangle \int_{\ell_{\gamma^{\prime}}} \frac{d \zeta^{\prime}}{\left(\zeta^{\prime}\right)^{2}-(\zeta)^{2}} \log \left(1-\sigma\left(\gamma^{\prime}\right) Y_{\gamma^{\prime}}\left(\zeta^{\prime}\right)\right)\right) \tag{4.4}
\end{equation*}
$$

where $\gamma^{\prime}>0$ corresponds to the 'positive half' of the charge lattice, defined by $Z_{\gamma^{\prime}} \in \mathbb{H}$ for some choice of half-plane $\mathbb{H} \subset \mathbb{C}$. To take the conformal limit we replace $\zeta=\epsilon \pi \tilde{R}$ and take $\tilde{R} \rightarrow 0$ with $\epsilon$ fixed

$$
\begin{equation*}
\log Y_{\gamma}(\epsilon)=\frac{Z_{\gamma}}{\epsilon}-\frac{\epsilon}{\pi i} \sum_{\gamma^{\prime}>0} \Omega\left(\gamma^{\prime}, u\right)\left\langle\gamma, \gamma^{\prime}\right\rangle \int_{\ell_{\gamma^{\prime}}} \frac{d \epsilon^{\prime}}{\left(\epsilon^{\prime}\right)^{2}-(\epsilon)^{2}} \log \left(1-\sigma\left(\gamma^{\prime}\right) Y_{\gamma^{\prime}}\left(\epsilon^{\prime}\right)\right) \tag{4.5}
\end{equation*}
$$

Varying $\epsilon$ across one of the rays $\ell_{\gamma^{\prime}}$ induces the solutions $Y_{\gamma}(\epsilon)$ to jump by a KontsevichSoibelman transformation [96]

$$
\begin{equation*}
Y_{\gamma} \rightarrow Y_{\gamma}\left(1-\sigma\left(\gamma^{\prime}\right) Y_{\gamma^{\prime}}\right)^{\Omega\left(\gamma^{\prime}\right)\left\langle\gamma, \gamma^{\prime}\right\rangle} \tag{4.6}
\end{equation*}
$$

### 4.3 The TBA system for local $\mathbb{P}^{1} \times \mathbb{P}^{1}$

Since $Y_{\gamma}$ obey the product rule

$$
\begin{equation*}
Y_{\gamma} Y_{\gamma^{\prime}}=Y_{\gamma+\gamma^{\prime}} \tag{4.7}
\end{equation*}
$$

we can always decompose $Y_{\gamma}=\prod_{i} Y_{\gamma_{i}}^{n_{i}}$ for a choice of generators of the charge lattice $\gamma$ in which $\gamma=\sum_{i} n_{i} \gamma_{i}$. It follows that one only needs to solve TBA equations for $Y_{\gamma_{i}}$ for $i=1, \ldots, 4$. Moreover, in the case of local $\mathbb{P}^{1} \times \mathbb{P}^{1}$ the TBA system reduces further, to the computation of two out of four of these variables. Recall from Section 2 that the charge lattice contains a two-dimensional flavour sublattice $\Gamma_{f}$. The variables $Y_{\gamma_{f}}$ for $\gamma_{f} \in \Gamma_{f}$ do not receive instanton corrections in the TBA equations, since flavour charges have trivial pairing with all charges. We then rotate to a basis (see (2.9))

$$
\begin{equation*}
\gamma_{1}, \gamma_{2}, \gamma_{D 0}, \gamma_{D 2_{f} \overline{D 2}_{b}} \tag{4.8}
\end{equation*}
$$

that reflects the splitting into gauge and flavour charges

$$
\begin{equation*}
\Gamma=\Gamma_{g} \oplus \Gamma_{f} \tag{4.9}
\end{equation*}
$$

Then TBA equations for the BPS chamber described in Section 2.2 take the following form

$$
\begin{equation*}
Y_{\gamma_{D 0}}(\epsilon)=\exp \frac{Z_{\gamma_{D 0}}}{\epsilon}, \quad Y_{\gamma_{D 2_{f} \overline{D_{2}}}}(\epsilon)=\exp \frac{Z_{\gamma_{D 2_{f}} \overline{D_{2}} b}}{\epsilon}, \tag{4.10}
\end{equation*}
$$

$$
\begin{align*}
\log Y_{\gamma_{1}}(\epsilon) & =\frac{Z_{\gamma_{1}}}{\epsilon} \\
& +\frac{2 \epsilon}{\pi i} \sum_{k \geq 0} k \int_{\ell_{\gamma_{1}+k\left(\gamma_{1}+\gamma_{2}\right)}} \frac{d \epsilon^{\prime}}{\left(\epsilon^{\prime}\right)^{2}-(\epsilon)^{2}} \log \left[1+Y_{\gamma_{1}+k\left(\gamma_{1}+\gamma_{2}\right)}\left(\epsilon^{\prime}\right)\right] \\
& -\frac{2 \epsilon}{\pi i} \sum_{k \geq 0} k \int_{\ell_{\gamma_{3}+k\left(\gamma_{3}+\gamma_{4}\right)}} \frac{d \epsilon^{\prime}}{\left(\epsilon^{\prime}\right)^{2}-(\epsilon)^{2}} \log \left[1+Y_{\gamma_{3}+k\left(\gamma_{3}+\gamma_{4}\right)}\left(\epsilon^{\prime}\right)\right] \\
& +\frac{2 \epsilon}{\pi i} \sum_{k \geq 0}(k+1) \int_{\ell_{\gamma_{2}+k\left(\gamma_{1}+\gamma_{2}\right)}} \frac{d \epsilon^{\prime}}{\left(\epsilon^{\prime}\right)^{2}-(\epsilon)^{2}} \log \left[1+Y_{\gamma_{2}+k\left(\gamma_{1}+\gamma_{2}\right)}\left(\epsilon^{\prime}\right)\right]  \tag{4.11}\\
& -\frac{2 \epsilon}{\pi i} \sum_{k \geq 0}(k+1) \int_{\ell_{\gamma_{4}+k\left(\gamma_{3}+\gamma_{4}\right)}} \frac{d \epsilon^{\prime}}{\left(\epsilon^{\prime}\right)^{2}-(\epsilon)^{2}} \log \left[1+Y_{\gamma_{4}+k\left(\gamma_{3}+\gamma_{4}\right)}\left(\epsilon^{\prime}\right)\right] \\
& +\frac{2 \epsilon}{\pi i} \sum_{k \geq 1} k \int_{\mathbb{R}_{<0}} \frac{d \epsilon^{\prime}}{\left(\epsilon^{\prime}\right)^{2}-(\epsilon)^{2}} \log \left[\frac{1-Y_{\gamma_{1}+\gamma_{2}+k \gamma_{D 0}}\left(\epsilon^{\prime}\right)}{1-Y_{\gamma_{3}+\gamma_{4}+k \gamma_{D 0}}\left(\epsilon^{\prime}\right)}\right],
\end{align*}
$$

$$
\log Y_{\gamma_{2}}(\epsilon)=\frac{Z_{\gamma_{2}}}{\epsilon}
$$

$$
-\frac{2 \epsilon}{\pi i} \sum_{k \geq 0}(k+1) \int_{\ell_{\gamma_{1}+k\left(\gamma_{1}+\gamma_{2}\right)}} \frac{d \epsilon^{\prime}}{\left(\epsilon^{\prime}\right)^{2}-(\epsilon)^{2}} \log \left[1+Y_{\gamma_{1}+k\left(\gamma_{1}+\gamma_{2}\right)}\left(\epsilon^{\prime}\right)\right]
$$

$$
+\frac{2 \epsilon}{\pi i} \sum_{k \geq 0}(k+1) \int_{\ell_{\gamma_{3}+k\left(\gamma_{3}+\gamma_{4}\right)}} \frac{d \epsilon^{\prime}}{\left(\epsilon^{\prime}\right)^{2}-(\epsilon)^{2}} \log \left[1+Y_{\gamma_{3}+k\left(\gamma_{3}+\gamma_{4}\right)}\left(\epsilon^{\prime}\right)\right]
$$

$$
\begin{equation*}
-\frac{2 \epsilon}{\pi i} \sum_{k \geq 0} k \int_{\ell_{\gamma_{2}+k\left(\gamma_{1}+\gamma_{2}\right)}} \frac{d \epsilon^{\prime}}{\left(\epsilon^{\prime}\right)^{2}-(\epsilon)^{2}} \log \left[1+Y_{\gamma_{2}+k\left(\gamma_{1}+\gamma_{2}\right)}\left(\epsilon^{\prime}\right)\right] \tag{4.12}
\end{equation*}
$$

$$
+\frac{2 \epsilon}{\pi i} \sum_{k \geq 0} k \int_{\ell_{\gamma_{4}+k\left(\gamma_{3}+\gamma_{4}\right)}} \frac{d \epsilon^{\prime}}{\left(\epsilon^{\prime}\right)^{2}-(\epsilon)^{2}} \log \left[1+Y_{\gamma_{4}+k\left(\gamma_{3}+\gamma_{4}\right)}\left(\epsilon^{\prime}\right)\right]
$$

$$
-\frac{2 \epsilon}{\pi i} \sum_{k \geq 1} k \int_{\mathbb{R}_{<0}} \frac{d \epsilon^{\prime}}{\left(\epsilon^{\prime}\right)^{2}-(\epsilon)^{2}} \log \left[\frac{1-Y_{\gamma_{1}+\gamma_{2}+k \gamma_{D 0}}\left(\epsilon^{\prime}\right)}{1-Y_{\gamma_{3}+\gamma_{4}+k \gamma_{D 0}}\left(\epsilon^{\prime}\right)}\right],
$$

where we used the spectrum (2.15) and the intersection pairing (2.8). Note that the coupled system (4.11)-(4.12) can be written entirely in terms of $Y_{\gamma_{1}}, Y_{\gamma_{2}}$ by substitution

$$
\begin{equation*}
\gamma=\sum_{i} n_{i} \gamma_{i} \Rightarrow Y_{\gamma}=Y_{\gamma_{1}}^{n_{1}-n_{3}} Y_{\gamma_{2}}^{n_{2}-n_{4}} \exp \left\{\frac{1}{\epsilon}\left(n_{3} Z_{\gamma_{D 0}}+\left(n_{4}-n_{3}\right) Z_{\gamma_{D 2} \overline{D L}_{b}}\right)\right\} . \tag{4.13}
\end{equation*}
$$

In fact $Y_{\gamma_{3}}, Y_{\gamma_{4}}$ can be recovered from solutions of (4.11)-(4.12) as follows

$$
\begin{equation*}
\log Y_{\gamma_{3}}=\epsilon^{-1}\left(Z_{\gamma_{D 0}}-Z_{\gamma_{D_{f} \overline{D 2_{b}}}}\right)-\log Y_{\gamma_{1}}, \quad \log Y_{\gamma_{4}}=\epsilon^{-1} Z_{\gamma_{D_{2}} \overline{\overline{D 2}_{b}}}-\log Y_{\gamma_{2}} \tag{4.14}
\end{equation*}
$$

### 4.4 An exact solution on the fine-tuned stratum

TBA-type equations like (4.11)-(4.12) are generally difficult to solve in closed form. A basic exception is the case of uncoupled BPS structures, characterized by the vanishing of (nearly) all pairings $\left\langle\gamma, \gamma^{\prime}\right\rangle=0$. Explicit solutions for systems of this kind have been studied for example in $[7,19,29,61]$.

At first sight, solving TBA equations for local $\mathbb{P}^{1} \times \mathbb{P}^{1}$ appears to be a formidable task, since the equations are clearly coupled by the nontrivial pairing matrix (2.8). However something remarkable happens in the fine-tuned stratum $\mathcal{C}_{1}$ of the collimation chamber, described by (2.11). There is an exact $\mathbb{Z}_{2}$ symmetry acting on the BPS spectrum

$$
\begin{equation*}
\gamma_{1} \leftrightarrow \gamma_{3}, \quad \gamma_{2} \leftrightarrow \gamma_{4}, \tag{4.15}
\end{equation*}
$$

both at the level of central charges (2.11) and at the level of BPS indices (2.15). This symmetry is moreover preserved by the conformal limit of the TBA equations (4.5). In order to see this, consider for example the equation for $Y_{\gamma_{1}}$

$$
\begin{align*}
\log Y_{\gamma_{1}}(\epsilon)-\frac{Z_{\gamma_{1}}}{\epsilon} & =\sum_{k \geq 0} \mathcal{I}_{\gamma_{1}+k\left(\gamma_{1}+\gamma_{2}\right)}+\sum_{k \geq 0} \mathcal{I}_{\gamma_{2}+k\left(\gamma_{1}+\gamma_{2}\right)} \\
& +\sum_{k \geq 0} \mathcal{I}_{\gamma_{3}+k\left(\gamma_{3}+\gamma_{4}\right)}+\sum_{k \geq 0} \mathcal{I}_{\gamma_{4}+k\left(\gamma_{3}+\gamma_{4}\right)}  \tag{4.16}\\
& +\sum_{k \geq 0} \mathcal{I}_{\gamma_{1}+\gamma_{2}+k \gamma_{D 0}}+\sum_{k \geq 0} \mathcal{I}_{\gamma_{3}+\gamma_{4}+k \gamma_{D 0}}
\end{align*}
$$

where we arranged the instanton corrections

$$
\begin{equation*}
\mathcal{I}_{\gamma^{\prime}}=-\frac{\epsilon}{\pi i} \Omega\left(\gamma^{\prime}, u\right)\left\langle\gamma, \gamma^{\prime}\right\rangle \int_{\ell_{\gamma^{\prime}}} \frac{d \epsilon^{\prime}}{\left(\epsilon^{\prime}\right)^{2}-(\epsilon)^{2}} \log \left(1-\sigma\left(\gamma^{\prime}\right) Y_{\gamma^{\prime}}\left(\epsilon^{\prime}\right)\right) \tag{4.17}
\end{equation*}
$$

into towers of 'positive' states of the BPS spectrum (2.15) of charge $\gamma^{\prime}$ such that $\operatorname{Re} Z_{\gamma^{\prime}}>0$. Next we claim that

$$
\begin{align*}
& \mathcal{I}_{\gamma_{1}+k\left(\gamma_{1}+\gamma_{2}\right)}+\mathcal{I}_{\gamma_{3}+k\left(\gamma_{3}+\gamma_{4}\right)}=0 \\
& \mathcal{I}_{\gamma_{2}+k\left(\gamma_{1}+\gamma_{2}\right)}+\mathcal{I}_{\gamma_{4}+k\left(\gamma_{3}+\gamma_{4}\right)}=0  \tag{4.18}\\
& \mathcal{I}_{\gamma_{1}+\gamma_{2}+k \gamma_{D 0}}+\mathcal{I}_{\gamma_{3}+\gamma_{4}+k \gamma_{D 0}}=0 .
\end{align*}
$$

For illustration we prove the first identity. Observe that

$$
\begin{equation*}
\left\langle\gamma_{1}, \gamma_{1}+k\left(\gamma_{1}+\gamma_{2}\right)\right\rangle=k\left\langle\gamma_{1}, \gamma_{2}\right\rangle=-k\left\langle\gamma_{1}, \gamma_{4}\right\rangle=-\left\langle\gamma_{1}, \gamma_{3}+k\left(\gamma_{3}+\gamma_{4}\right)\right\rangle \tag{4.19}
\end{equation*}
$$

where we made use of $\left\langle\gamma_{1}, \gamma_{3}\right\rangle=0$ and other pairings in (2.8). Also observe that

$$
\begin{equation*}
\Omega\left(\gamma_{1}+k\left(\gamma_{1}+\gamma_{2}\right)\right)=\Omega\left(\gamma_{3}+k\left(\gamma_{3}+\gamma_{4}\right)\right) \tag{4.20}
\end{equation*}
$$

from (2.15). Finally observe that

$$
\begin{equation*}
Y_{\gamma_{1}}=Y_{\gamma_{3}} \quad Y_{\gamma_{2}}=Y_{\gamma_{4}} \tag{4.21}
\end{equation*}
$$

since each pair solves the same set of equations, up to the relabeling (4.15). Since this relabeling is a symmetry of the parameters $Z_{\gamma}, \Omega(\gamma)$ that define TBA equations, it follows that the TBA equations for $Y_{\gamma_{1}}$ and $Y_{\gamma_{3}}$ are identical, and this implies the above identity. Taken together, the relations (4.19), (4.20) and (4.21) imply the first line of (4.18) by direct substitution into (4.17). The second and third line follow from a similar reasoning.

We conclude that for stability condition (2.11) the coupled TBA equations of local $\mathbb{P}^{1} \times \mathbb{P}^{1}$ simplify dramatically, and have the exact solution

$$
\begin{equation*}
\log Y_{\gamma_{i}} \equiv \frac{Z_{\gamma_{i}}}{\epsilon}, \quad i=1, \ldots, 4 \tag{4.22}
\end{equation*}
$$

Recalling that central charges can be determined exactly in terms of moduli on the fine-tuned stratum, as given in (2.12) we may write down the quantum periods more explicitly as

$$
\begin{equation*}
Y_{\gamma_{1}}=Y_{\gamma_{3}}=e^{\frac{\pi}{R \epsilon}} \tau^{-\frac{i}{R \epsilon}}, \quad Y_{\gamma_{2}}=Y_{\gamma_{4}}=\tau^{\frac{i}{R \epsilon}} \tag{4.23}
\end{equation*}
$$

A few comments are in order:

1. It is remarkable that TBA equations for a coupled BPS structure admit such a simple solution. The key feature of this system that makes it possible to simplify TBA equations in this way is the symmetry of the central charges in (2.11). This is the hallmark of (fine-tuned strata in) collimation chambers defined in [43]. Similar arguments apply to the other geometries studied in our earlier work, namely local Del Pezzo surfaces.
2. We observed at the end of the previous section that all quantum corrections to quantum periods appeared to vanish in the limit $\kappa \rightarrow 0$ with $\tau$ fixed, see equation (3.49). At the same time, recall that the same condition on the complex moduli of the curve appeared in the realization (2.16) of the fine-tuned stratum (2.11). Here we have shown that such a configuration of central charges implies directly that solutions to TBA equations are purely semiclassical. Comparing (4.23) with (3.49) provides evidence for the proposed identification (4.1), by showing that each set of functions behaves semiclassically (in the respective parameters $\hbar, \epsilon$ ) in the same region of the moduli space. We propose to identify

$$
\begin{equation*}
\epsilon=\frac{\hbar}{2 \pi R} \quad \leftrightarrow \quad \Pi_{\gamma} \equiv \log X_{\gamma}=\log Y_{\gamma} \tag{4.24}
\end{equation*}
$$

3. The exact solution (4.23) to the TBA equations extends to the whole family of moduli (2.11) within the fine-tuned stratum of the collimation chamber. This corresponds to setting $\delta=0$ and varying $\alpha$. As shown in Section 2.3, by taking the limit $\alpha \rightarrow \pi / 2$ leads to the degeneration into a half-geometry. Therefore (4.23) also describes solutions to TBA equations arising from BPS structures of $O_{\mathbb{P}^{1}}(-2) \oplus O_{\mathbb{P}^{1}}(0)$. Comparing with the quantum periods (3.29) and (3.31) obtained in Section 3.4, we again find agreement with the identification (4.24).

### 4.5 A q-Painlevé appetizer

From the discussion in the previous subsection, the reader may get the impression that TBA equations of local $\mathbb{P}^{1} \times \mathbb{P}^{1}$ become essentially trivial in the collimation chamber. This is not
quite true. To arrive at the exact solution (4.23) we took two crucial steps: i) we worked in the conformal limit, and in particular on the 'Hitchin section' in the sense of [63]; ii) we chose stability conditions from the fine-tuned stratum (2.11) of the collimation chamber. These two conditions underlie the $\mathbb{Z}_{2}$ symmetry (4.15) that led us to the simple exact solution (4.23). However, relaxing either of these conditions immediately brings back all the complexity that is characteristic of these systems of coupled integral equations.

Let us consider a deformation of the stability condition away from the fine-tuned stratum, but still belonging to the collimation chamber. For a concrete example, see the class of stability conditions $\tilde{\mathcal{C}}_{1}$ discussed in Section 2.2.3. The BPS spectrum (2.15) is organized into 'peacockpatterns' as in Figure 4. A consequence of this is the existence of an affine $\mathbb{Z}$-symmetry on the BPS spectrum. Indeed, recalling that (2.13) holds also in $\tilde{\mathcal{C}}_{1}$, acting by (2.31) on the stability data gives

$$
\begin{array}{lll}
T\left(Z_{\gamma_{1}+n\left(\gamma_{1}+\gamma_{2}\right)}\right)=Z_{\gamma_{1}+(n+1)\left(\gamma_{1}+\gamma_{2}\right)}, & T\left(Z_{\gamma_{2}+n\left(\gamma_{1}+\gamma_{2}\right)}\right)=Z_{\gamma_{1}+(n-1)\left(\gamma_{1}+\gamma_{2}\right)},  \tag{4.25}\\
T\left(Z_{\gamma_{3}+n\left(\gamma_{3}+\gamma_{4}\right)}\right)=Z_{\gamma_{3}+(n+1)\left(\gamma_{3}+\gamma_{4}\right)}, & T\left(Z_{\gamma_{4}+n\left(\gamma_{3}+\gamma_{4}\right)}\right)=Z_{\gamma_{3}+(n-1)\left(\gamma_{3}+\gamma_{4}\right)} .
\end{array}
$$

Under this action, both the black and the red tower of states in the upper part of Figure 4 simply shift to the right by one unit. Towers at the bottom shift left by one unit. The states in the middle stay put. The BPS spectrum is therefore invariant, in the sense of (2.26), under the action of $T$ on central charges followed by a relabeling of $\gamma$ 's defined in (2.25).

This affine symmetry of the BPS spectrum leads to an interesting constraint for the solutions of TBA equations. Indeed, in the conformal limit (and on the Hitchin section) the latter are entirely determined by $\Omega(\gamma)$ and $Z_{\gamma}$, the same data that defines the BPS spectrum. For convenience let us denote a choice of stability condition in $\tilde{\mathcal{C}_{1}}$ by $Z_{\gamma}$ and let us denote by $\overline{Z_{\gamma}}$ the image under $T$, while the image under $T^{-1}$ will be denoted by $Z_{\gamma}$. We may rewrite (4.25) as

$$
\begin{equation*}
\bar{Z}_{\gamma_{1}}=Z_{\gamma_{1}+\left(\gamma_{1}+\gamma_{2}\right)} \bar{Z}_{\gamma_{2}}=Z_{\gamma_{2}-\left(\gamma_{1}+\gamma_{2}\right)}, \tag{4.26}
\end{equation*}
$$

and similarly for central charges involving $\gamma_{3}, \gamma_{4}$.
The two stability conditions defined by $Z_{\gamma}$ and $\bar{Z}_{\gamma}$ are connected by the continuous path

$$
\begin{equation*}
Z_{\gamma}(s)=(1-s) Z_{\gamma}+s \bar{Z}_{\gamma}, \quad 0 \leq s \leq 1 \tag{4.27}
\end{equation*}
$$

Along this path, the slopes of BPS rays $\ell_{\gamma}$ that define integration contours for TBA equations (4.12)-(4.12) rotate. There are critical moments $0<s\left(\gamma_{1}\right), s\left(\gamma_{3}\right)<1$ for which the rays $\ell_{\gamma_{1}}, \ell_{\gamma_{3}}$ cross the phase of $\epsilon$. At these moments, the values of $Y_{\gamma^{\prime}}$ with nonzero pairing with $\gamma_{1}$ or $\gamma_{3}$ jump. Recalling the pairing matrix (2.8) we obtain ${ }^{17}$

$$
\begin{align*}
& \bar{Y}_{\gamma_{1}}=Y_{\gamma_{1}+\left(\gamma_{1}+\gamma_{2}\right)} \cdot\left(\frac{1+Y_{\gamma_{3}}}{1+Y_{\gamma_{1}}}\right)^{2}  \tag{4.28}\\
& \bar{Y}_{\gamma_{2}}=Y_{-\gamma_{1}} .
\end{align*}
$$

[^11]The affine $\mathbb{Z}$ symmetry allows to deduce from the second equation that $Y_{\gamma_{2}}=\underline{Y}_{-\gamma_{1}}$ holds as well. Then using the basic properties $Y_{\gamma} Y_{\gamma^{\prime}}=Y_{\gamma+\gamma^{\prime}}$ and $Y_{-\gamma}=Y_{\gamma}^{-1}$, and combining with the first equation gives

$$
\begin{equation*}
\bar{Y}_{\gamma_{1}} \underline{Y}_{\gamma_{1}}=\left(\frac{Y_{\gamma_{1}}+Y_{\gamma_{1}+\gamma_{3}}}{1+Y_{\gamma_{1}}(t)}\right)^{2} . \tag{4.29}
\end{equation*}
$$

Finally, recall from (2.9) that $\gamma_{1}+\gamma_{3}$ is a pure-flavor charge. The TBA solution for $Y_{\gamma_{1}+\gamma_{3}}$ can be written exactly in terms of (4.10) as

$$
\begin{equation*}
Y_{\gamma_{1}+\gamma_{3}}=\exp \left(\frac{1}{\epsilon}\left(Z_{\gamma_{D 0}}-Z_{\gamma_{D 2_{f}} \overline{D D_{b}}}\right)\right)=\exp \left(\frac{2 \pi}{\epsilon R}-\frac{2 i}{\epsilon R} \log \tau\right) . \tag{4.30}
\end{equation*}
$$

Using this we may rewrite the equation entirely in terms of $Y_{\gamma_{1}}$

$$
\begin{equation*}
\bar{Y}_{\gamma_{1}} \underline{Y}_{\gamma_{1}}=\left(\frac{Y_{\gamma_{1}}+e^{\frac{2 \pi}{\epsilon R}} \tau^{-\frac{2 i}{\epsilon R}}}{Y_{\gamma_{1}}+1}\right)^{2} . \tag{4.31}
\end{equation*}
$$

This has the form of the q-Painlevé $\mathrm{III}_{3}$ equation associated with the geometry of local $\mathbb{P}^{1} \times \mathbb{P}^{1}$, that we will see in more generality in the next section. Also worth of note is the fact that the exact expressions of TBA $Y$-variables (4.23) solves exactly (4.31). This coincides in fact with the algebraic solution, which we discuss further in the next section.

We have therefore shown how the q-Painlevé equation can be derived by studying the TBA equations defined by the BPS spectrum of the collimation chamber. A key property of the BPS spectrum that enters this derivation is the $\mathbb{Z}$-symmetry defined by a combination of $T$ and a suitable relabeling of charges. In the setting of q-Painlevé, this operation turns out to be related to a discrtete time evolution. There is also a geometric interpretation of this evolution in terms of an affine translation symmetry within the Cremona group of local $\mathbb{P}^{1} \times \mathbb{P}^{1}$, this played an important role in the study of BPS spectra and the definition of collimation chambers [43].

## 5 q-Painlevé cluster coordinates

The connection between $q$-Painlevé equations and the spectrum of BPS states of local $\mathbb{P}^{1} \times \mathbb{P}^{1}$ was observed in [27] and further studied in [43]. In this section we propose a relation between the quantum periods (3.2), the solutions $Y_{\gamma}$ to the TBA equations (4.5), and solutions to qPainlevé equations, that allows us to write the quantum periods as a (convergent) series in the Kähler parameters of local $\mathbb{P}^{1} \times \mathbb{P}^{1}$, exact in $\hbar$.

## 5.1 q-Painlevé equations and cluster integrable systems

There is a natural cluster algebra $[54,57]$ associated to the BPS quiver, with adjacency matrix $B_{i j}$ specified by the intersection paring, e.g. (2.8) for the case of local $\mathbb{P}^{1} \times \mathbb{P}^{1}$. In the case of purely four-dimensional theories, this connection to cluster algebras has been used to determine the BPS spectrum in appropriate chambers through the so-called mutation method [10]. Recall that a quiver is associated both to a choice of stability condition and of a half-plane of central charges, determining a labelling of the quiver nodes by basis elements of the charge lattice. When we vary the moduli it can happen that a central charge $Z_{\gamma_{k}}$ of the state $\gamma_{k} \in \Gamma$ exits from
our choice of half-plane, while its antiparticle enters from the other side. Alternatively, this can happen if we rotate the choice of half-plane, leaving the moduli unchanged, an operation called tilting of the half-plane. We then have a change of charge labels for our quiver nodes, described by a (left) mutation of the quiver at the node $k$ :

$$
\begin{gather*}
\mu_{k}\left(\gamma_{j}\right)=\left\{\begin{array}{ll}
-\gamma_{j}, & j=k, \\
\gamma_{j}+\left[B_{k j}\right]_{+} \gamma_{k}, & \text { otherwise },
\end{array} \quad\left[B_{k j}\right]_{+}:=\max \left(B_{k j}, 0\right) .\right.  \tag{5.1}\\
\mu_{k}\left(B_{i j}\right)= \begin{cases}-B_{i j}, & i=k \text { or } j=k, \\
B_{i j}+\frac{B_{i k}\left|B_{k j}\right|+B_{k j}\left|B_{i k}\right|}{2}, & \text { otherwise. }\end{cases} \tag{5.2}
\end{gather*}
$$

When there is a finite number of BPS states, it is possible to uncover the whole BPS spectrum by performing a full tilting of the positive half-plane, since every state in the spectrum appears as a node in the quiver at some point. This happens when there are only hypermultiplet states. Any state of spin at least one-half ${ }^{18}$ is an accumulation ray for an infinite tower of hypermultiplet states (recall that only spin-0 states appear as nodes of the quiver). However, with a bit of care it is possible to generalize the mutation method to cover the cases with one limiting ray of spin $1 / 2$ as well [11].

In addition to considering the charge vectors $\gamma_{i} \in \Gamma$, we will introduce the so-called $\mathcal{X}$ cluster variables: if $\left\{\gamma_{i}\right\}$ is a basis for $\Gamma$ and $\gamma:=\sum n_{i} \gamma_{i} \in \Gamma$ for some integers $n_{i}$, then we define $\mathcal{X}_{\gamma}$ as

$$
\begin{equation*}
\mathcal{X}_{\gamma}=\prod_{i} \mathcal{X}_{i}^{n_{i}} \in \mathbb{C}^{\times}, \quad \mathcal{X}_{\gamma_{i}}:=\mathcal{X}_{i} . \tag{5.3}
\end{equation*}
$$

The adjacency matrix of the quiver defines a Poisson bracket on the so-called $\mathcal{X}$-cluster variety [56], of which the $\mathcal{X}_{i}$ 's are local coordinates:

$$
\begin{equation*}
\left\{\mathcal{X}_{i}, \mathcal{X}_{j}\right\}=B_{i j} \mathcal{X}_{i} \mathcal{X}_{j}, \tag{5.4}
\end{equation*}
$$

while mutations and permutations take value in the algebra of Poisson maps of the discrete integrable system. The mutations on the $\mathcal{X}$-cluster variables are birational transformations defined by

$$
\mu_{k}\left(\mathcal{X}_{j}\right)= \begin{cases}\mathcal{X}_{j}^{-1}, & j=k  \tag{5.5}\\ \mathcal{X}_{j}\left(1+\mathcal{X}_{k}^{\operatorname{sgn} B_{j k}}\right)^{B_{j k}}, & \text { otherwise } .\end{cases}
$$

The kernel of the adjacency matrix of the quiver is giving the Casimirs of the Poisson algebra, one among which plays a distinguished role:

$$
\begin{equation*}
q:=\prod_{i} \mathcal{X}_{i} \tag{5.6}
\end{equation*}
$$

By the map (5.3) and the identification (2.7), it is associated to the D0-brane charge vector. From the data of a quiver together with its $\mathcal{X}$-cluster variables, it is possible to introduce a

[^12]

Figure 6: BPS quiver for local $\mathbb{P}^{1} \times \mathbb{P}^{1}$.
discrete (nonautonomous, cluster) integrable system, whose deautonomization yields q-Painlevé equations $[22,55,67]$, with dynamical variables the $\mathcal{X}_{i}$ 's. The discrete time evolution of the system is given by an appropriate sequence of mutations and permutations [22]. Note that discontinuities (4.6) of solutions of TBA equations when $\Omega=1$ match exactly with mutations of cluster variables $\mathcal{X}(5.17)$, that fully determine their time dependence ${ }^{19}$.

It follows then that solutions of the TBA equations must also satisfy the $q$-difference equations of the cluster integrable system, i.e. we identify

$$
\begin{equation*}
\mathcal{X}_{i} \equiv Y_{\gamma_{i}} \stackrel{(4.1)}{=} X_{\gamma_{i}} \tag{5.7}
\end{equation*}
$$

Since the collimation chamber is a highly fine-tuned chamber in moduli space, the corresponding solution to the cluster integrable system will turn out to be of a very special kind. The rest of the section will be devoted to making this statement precise in our example of local $\mathbb{P}^{1} \times \mathbb{P}^{1}$.

### 5.2 Local $\mathbb{P}^{1} \times \mathbb{P}^{1}$

The pairing (2.8) gives rise to the quiver in Figure 6, where to the $i$-th node is associated the charge $\gamma_{i}$ of the basis (2.7). The adjacency matrix of the quiver is the intersection pairing (2.8):

$$
B_{i j}:=\left\langle\gamma_{i}, \gamma_{j}\right\rangle=\left(\begin{array}{cccc}
0 & -2 & 0 & 2  \tag{5.8}\\
2 & 0 & -2 & 0 \\
0 & 2 & 0 & -2 \\
-2 & 0 & 2 & 0
\end{array}\right)
$$

The spectrum (2.15) of local $\mathbb{P}^{1} \times \mathbb{P}^{1}$ in the collimation chamber is produced by acting on the BPS charges with the affine translation on the $A_{1}^{(1)}$ root lattice [27], realized as

$$
\begin{equation*}
T=(1,2)(3,4) \mu_{1} \mu_{3} . \tag{5.9}
\end{equation*}
$$

[^13]Indeed, it was shown in [43] that this discrete flow has the interpretation of a tilting of the positive half-plane in the collimation chamber described by (2.11).

In this case there are two Casimirs

$$
\begin{equation*}
t:=\mathcal{X}_{2}^{-1} \mathcal{X}_{4}^{-1}, \quad q:=\mathcal{X}_{1} \mathcal{X}_{2} \mathcal{X}_{3} \mathcal{X}_{4} \tag{5.10}
\end{equation*}
$$

Under the identifications (2.7), (5.3), the variable $t$ is associated to $D 2_{b} \overline{D 2}_{f}$, while $q$ is associated to the $D 0$ brane.

$$
\begin{equation*}
q=\mathcal{X}_{1} \ldots \mathcal{X}_{4}=Y_{D 0}=X_{D 0}, \quad t=\mathcal{X}_{2}^{-1} \mathcal{X}_{4}^{-1}=Y_{D 2_{b} \overline{D 2}_{f}}=X_{D 2_{b} \overline{D 2}_{f}} \tag{5.11}
\end{equation*}
$$

The relation involving $q$ allows us to relate our different deformation parameters, namely $q$, the parameter appearing in q-Painlevé, $\hbar$, the one appearing in the WKB expansion, and $\epsilon$, the expansion parameter of the TBA equations:

$$
\begin{equation*}
q=e^{\frac{4 \pi^{2}}{\hbar}}=e^{\frac{2 \pi}{R \epsilon}} \tag{5.12}
\end{equation*}
$$

and the match between $\hbar$ and $\epsilon$ is the same as (4.24), found in the discussion of TBA equations. The relation for $t$ gives, using (2.10)

$$
\begin{equation*}
t=\tau^{-\frac{2 i}{R \epsilon}}=\tau^{-\frac{4 \pi i}{\hbar}} \tag{5.13}
\end{equation*}
$$

Note that, upon sending $\hbar \rightarrow-i \hbar$, the identifications (5.12),(5.13) coincide with those appearing in the TS/ST correspondence [28]. The action of the time evolution (5.9) on the Casimirs is ${ }^{20}$

$$
\begin{equation*}
T(t)=q t, \quad T(q)=q \tag{5.14}
\end{equation*}
$$

From (5.12)-(5.13) we deduce that the time evolution (5.14) acts on $\tau$ by

$$
\begin{equation*}
\tau \rightarrow e^{\pi i} \tau \tag{5.15}
\end{equation*}
$$

which is the $\mathbb{Z}$-action on the fine-tuned stratum defined in (2.23), acting on the BPS spectrum by the relabeling of charges (2.25). The time evolution on the $\mathcal{X}$-cluster variables and BPS charges reads

$$
\left\{\begin{array} { l } 
{ \mathcal { X } _ { 1 } ( q t ) = \mathcal { X } _ { 2 } ( t ) ( \frac { 1 + \mathcal { X } _ { 3 } ( t ) } { 1 + \mathcal { X } _ { 1 } ( t ) ^ { - 1 } } ) ^ { 2 } , }  \tag{5.16}\\
{ \mathcal { X } _ { 2 } ( q t ) = \mathcal { X } _ { 1 } ( t ) ^ { - 1 } , } \\
{ \mathcal { X } _ { 3 } ( q t ) = \mathcal { X } _ { 4 } ( t ) ( \frac { 1 + \mathcal { X } _ { 1 } ( t ) } { 1 + \mathcal { X } _ { 3 } ( t ) ^ { - 1 } } ) ^ { 2 } , } \\
{ \mathcal { X } _ { 4 } ( q t ) = \mathcal { X } _ { 3 } ( t ) ^ { - 1 } , }
\end{array} \quad \left\{\begin{array}{l}
T^{n}\left(\gamma_{1}\right)=\gamma_{1}+n\left(\gamma_{1}+\gamma_{2}\right) \\
T^{n}\left(\gamma_{2}\right)=\gamma_{2}-n\left(\gamma_{1}+\gamma_{2}\right) \\
T^{n}\left(\gamma_{3}\right)=\gamma_{3}+n\left(\gamma_{3}+\gamma_{4}\right) \\
T^{n}\left(\gamma_{4}\right)=\gamma_{4}-n\left(\gamma_{3}+\gamma_{4}\right)
\end{array}\right.\right.
$$

and the relabeling in the right column coincides precisely with the one from (2.25). Due to (5.10) only two cluster variables are independent. We can choose them to be $\mathcal{X}_{1}, \mathcal{X}_{2}$, and write the

[^14]discrete time evolution as the following system of $q$-difference equations, known as the q-Painlevé $I I I_{3}$ equation of symmetry type $A_{1}^{(1)}$,
\[

$$
\begin{equation*}
\mathcal{X}_{1}(q t) \mathcal{X}_{1}\left(q^{-1} t\right)=\left(\frac{\mathcal{X}_{1}(t)+q t}{\mathcal{X}_{1}(t)+1}\right)^{2}, \quad \mathcal{X}_{2}(q t)=\mathcal{X}_{1}(t)^{-1} \tag{5.17}
\end{equation*}
$$

\]

Note that, using the expressions (5.12) and (5.13) for the Casimirs $t, q$, this equation agrees exactly with the one obtained from TBA equations (4.31) upon identification of $Y$ and $\mathcal{X}$ : it can be easily checked that the time evolution $T$ defined in Section 4.5 coincides with (5.9). The realization in terms of $\mathcal{X}$-cluster variables gives us a "dual" interpretation of the discrete time flow ${ }^{21}$. While in terms of the $\gamma_{i}$ it is natural to view it as a tilting of the positive half-plane, in terms of the $\mathcal{X}_{i}$ it takes the form of a discrete motion in moduli space. The general solution to (5.17) has the following form in terms of 5 d supersymmetric partition function [22]:

$$
\begin{array}{ll}
\mathcal{X}_{1}=(q t)^{1 / 2}\left(\frac{Z_{D}(u, s, q, q t)}{s^{\frac{1}{2}} Z_{D}\left(q^{\frac{1}{2}} u, s, q, q t\right)}\right)^{2}, & \mathcal{X}_{2}=t^{-\frac{1}{2}}\left(\frac{s^{\frac{1}{2}} Z_{D}\left(q^{\frac{1}{2}} u, s, q, t\right)}{Z_{D}(u, s, q, t)}\right)^{2}, \\
\mathcal{X}_{3}=(q t)^{1 / 2}\left(\frac{s^{\frac{1}{2}} Z_{D}\left(q^{\frac{1}{2}} u, s, q, q t\right)}{Z_{D}(u, s, q, q t)}\right)^{2}, & \mathcal{X}_{4}=t^{-\frac{1}{2}}\left(\frac{Z_{D}(u, s, q, t)}{s^{\frac{1}{2}} Z_{D}\left(q^{\frac{1}{2}} u, s, q, t\right)}\right)^{2} . \tag{5.18}
\end{array}
$$

Here

$$
\begin{equation*}
Z_{D}(u, s, q, t):=\sum_{n \in \mathbb{Z}} s^{n} Z_{\mathrm{cl}}(u, q, t) Z_{\text {pert }}(u, q) Z_{\text {inst }}(u, q, t) \tag{5.19}
\end{equation*}
$$

with $Z_{\mathrm{cl}}, Z_{\text {pert }}, Z_{\text {inst }}$ being respectively the tree level, one-loop and instantonic contribution to the 5 d gauge theory partition function of pure $S U(2)$ super Yang-Mills [69, 107] (here we use the conventions of [27]) with vanishing Chern-Simons level:

$$
\begin{gather*}
Z_{\mathrm{cl}}(u, q, t)=e^{\log t\left(\frac{\log u}{\log q}\right)^{2}}=t^{\sigma^{2}}, \quad Z_{\mathrm{pert}}(u, q)=\left(u^{2} ; q, q^{-1}\right)_{\infty}\left(u^{-2} ; q, q^{-1}\right)_{\infty},  \tag{5.20}\\
Z_{\text {inst }}=\sum_{\vec{Y}}^{\infty} t^{|\vec{Y}|} Z_{\vec{Y}}, \quad Z_{\vec{Y}}=\prod_{i, j=1}^{2} \frac{1}{N_{Y_{i}, Y_{j}}\left(u_{i} / u_{j} ; q, q^{-1}\right)},  \tag{5.21}\\
N_{Y, Y^{\prime}}\left(u, q_{1}, q_{2}\right):=\prod_{s \in Y}\left(1-u q_{2}^{-a_{Y^{\prime}}(s)-1} q_{1}^{l_{Y}(s)}\right) \prod_{s \in Y^{\prime}}\left(1-u q_{2}^{a_{Y}(s)} q_{1}^{-l_{Y^{\prime}}(s)-1}\right) .
\end{gather*}
$$

Here we used the notation $u:=u_{1}=u_{2}^{-1}, \sigma:=\log u / \log q$, and $\vec{Y}:=\left(Y_{1}, Y_{2}\right)$ is a pair of partitions, with $a_{Y}(s), l_{Y}(s)$ being respectively the arm and leg length of the box $s$ with respect to the partition $Y$. From the gauge theory point of view, $u$ is the electric variable, while $s$ is its dual magnetic variable. From the point of view of $q$-Painlevé dynamics, they parametrize the choice of integration constants, and can be written as

$$
\begin{equation*}
u^{2}=\lim _{t \rightarrow 0} \mathcal{X}_{1}(t) \mathcal{X}_{2}(t), \quad s^{2}=\lim _{t \rightarrow 0} \frac{\mathcal{X}_{1}(t)}{\mathcal{X}_{3}(t)} \tag{5.22}
\end{equation*}
$$

[^15]as can directly be verified from the $t \rightarrow 0$ limit of (5.18). By the identification (2.7), they are associated respectively to the $D 2_{f}$ and the $2 D 4 D 2_{f} \overline{D 2}{ }_{b} \overline{D 0}$ quantum period in the halfgeometry limit (this latter can be seen as a regularization of the D4 quantum period, which is noncompact and singular in the limit). This is consistent with the expectation from the expression in terms of Nekrasov-Okounkov dual partition functons, where $u$ is the exponentiated Coulomb modulus, while $s$ is related to its magnetic dual coordinate.

### 5.3 TBA solutions in the collimation chamber via q-Painlevé

We are now ready to find out what is the q-Painleve solution describing the quantum periods in the collimation chamber. Having already seen that the $Y_{\gamma}$ satisfy equation (5.17), we need to identify the correct values for the integration constants $u, s$. For concreteness, let us assume $\operatorname{Im} \hbar<0$, so that $t \rightarrow 0$ corresponds to the $\tau \rightarrow 0$ half-geometry limit ${ }^{22}$. Since the half-geometry is an uncoupled system, the solutions to the TBA equations (4.5) have no quantum corrections, so that we can use directly the central charges (2.27):

$$
\begin{equation*}
u^{2}=\lim _{t \rightarrow 0} Y_{\gamma_{1}} Y_{\gamma_{2}}=\exp \left\{\frac{2 \pi R}{\hbar} \lim _{t \rightarrow 0}\left(Z_{\gamma_{1}}+Z_{\gamma_{2}}\right)\right\} \stackrel{(2.34)}{=} e^{\frac{2 \pi^{2}}{\hbar}}=q^{1 / 2} . \tag{5.23}
\end{equation*}
$$

This is equivalent to $\sigma=\log u / \log q=\frac{1}{4}$. The constraint $u=q^{\frac{1}{4}}$ stems for the restriction $Z_{D 2_{f}}=\frac{\pi}{R}$, which defines the collimation chamber. Comparing with the expression (2.34) for the central charges in the half-geometry, we see that

$$
\begin{equation*}
u^{2}=q^{1 / 2} \quad \longleftrightarrow \quad \kappa \rightarrow 0 \tag{5.24}
\end{equation*}
$$

Analogously, we may compute $s$ in terms of our stability data, recalling that our general stability condition (2.27) for the collimation chamber had $Z_{\gamma_{3}}=Z_{\gamma_{1}}+\delta$ :

$$
\begin{equation*}
s^{2}=\lim _{t \rightarrow 0} \frac{Y_{\gamma_{1}}}{Y_{\gamma_{3}}}=e^{-\frac{2 \pi R}{\hbar} \delta(1+O(\hbar))} . \tag{5.25}
\end{equation*}
$$

Note that, differently from $u^{2}$, the parametrization of $s$ in terms of $\delta$ will receive quantum corrections, since the noncompact $D 4$-cycle has nontrivial Dirac pairing with compact cycles of BPS states.

In the fine-tuned locus, we have $\delta=0$, leading to $s= \pm 1$. For these special values $u=q^{1 / 4}$, $s= \pm 1$ the solution to q -Painlevé $\mathrm{III}_{3}(5.18)$ greatly simplifies, and we have the so-called algebraic solution [25, 28]:

$$
\begin{gather*}
\left.\mathcal{X}_{1}\right|_{u=q^{\frac{1}{4}}, s=1}=\left.\mathcal{X}_{3}\right|_{u=q^{\frac{1}{4}}, s=1}=(q t)^{\frac{1}{2}}=e^{\frac{2 \pi^{2}}{\hbar}} \tau^{-\frac{2 \pi i}{\hbar}},  \tag{5.26}\\
\left.\quad \mathcal{X}_{2}\right|_{u=q^{\frac{1}{4}}, s=1}=\mathcal{X}_{4=\left.\right|^{\frac{1}{4}, s=1}}=t^{-\frac{1}{2}}=\tau^{\frac{2 \pi i}{\hbar}} . \tag{5.27}
\end{gather*}
$$

Since in the fine-tuned locus there are no quantum corrections, from the above cluster variables we can directly read off the central charges by taking a logarithm. What we find reproduces

[^16]precisely the stability condition (2.11), thus providing a strong check for the correspondence between $q$-Painlevé and solutions to the TBA equations.

Outside the fine-tuned locus, but still within the collimation chamber, we have a nontrivial solution. The first few orders in a small $t$ expansion (corresponding to the half-geometry) read:

$$
\begin{align*}
& \left.\mathcal{X}_{1}^{\frac{1}{2}}\right|_{u=q^{\frac{1}{4}}}=(q t)^{\frac{1}{4}} s^{\frac{1}{2}}\left[1+(q t)^{\frac{1}{2}} \frac{q^{\frac{1}{2}}\left(s-s^{-1}\right)}{\left(q^{\frac{1}{2}}-1\right)^{2}}+s q t \frac{q\left(s-s^{-1}\right)}{\left(q^{\frac{1}{2}}-1\right)^{4}}+O\left(t^{\frac{3}{2}}\right)\right],  \tag{5.28}\\
& \left.\mathcal{X}_{2}^{\frac{1}{2}}\right|_{u=q^{\frac{1}{4}}}=t^{-\frac{1}{4}} s^{-\frac{1}{2}}\left[1-(q t)^{\frac{1}{2}} \frac{\left(s-s^{-1}\right)}{\left(q^{\frac{1}{2}}-1\right)^{2}}-s^{-1} q t \frac{\left(s-s^{-1}\right)}{\left(q^{\frac{1}{2}}-1\right)^{4}}+O\left(t^{\frac{3}{2}}\right)\right], \tag{5.29}
\end{align*}
$$

while $\mathcal{X}_{3}, \mathcal{X}_{4}$ can be computed using the relations (5.10). It is apparent that all corrections vanish for $s= \pm 1$, recovering the algebraic solution. To derive these equations, we expanded the general solution (5.18) in $t$ and used the following properties:

$$
\begin{gather*}
Z_{\text {inst }}(u, q, t)=1+t \frac{2}{\left(1-q^{-1}\right)(1-q)\left(1-u^{-2}\right)\left(1-u^{2}\right)}+O\left(t^{2}\right),  \tag{5.30}\\
Z_{\text {pert }}(u, q)=Z_{\text {pert }}\left(u^{-1}, q\right), \quad \frac{\left(q z ; q, q^{-1}\right)_{\infty}}{\left(z ; q, q^{-1}\right)_{\infty}}=(q z ; q)_{\infty}, \quad \frac{(q z ; q)_{\infty}}{(z ; q)_{\infty}}=\frac{1}{1-z}, \tag{5.31}
\end{gather*}
$$

leading to

$$
\begin{equation*}
\frac{Z_{\text {pert }}\left(q^{\frac{3}{4}}\right)}{Z_{\text {pert }}\left(q^{\frac{1}{4}}\right)}=\frac{\left(q^{\frac{3}{2}} ; q, q^{-1}\right)_{\infty}\left(q^{-\frac{3}{2}} ; q, q^{-1}\right)_{\infty}}{\left(q^{\frac{1}{2}} ; q, q^{-1}\right)_{\infty}\left(q^{-\frac{1}{2}} ; q, q^{-1}\right)_{\infty}}=\frac{\left(q^{\frac{3}{2}} ; q\right)_{\infty}}{\left(q^{-\frac{1}{2}} ; q\right)_{\infty}}=\frac{1}{\left(1-q^{\frac{1}{2}}\right)\left(1-q^{-\frac{1}{2}}\right)} . \tag{5.32}
\end{equation*}
$$

Remark 3. There is a manifest difference between the analytic behaviour in $\hbar$ of the $T B A$ solution $Y_{\gamma}$ and the $q$-dependence of the $q$-Painlevé solution (5.18). While the $Y_{\gamma}$ 's are piecewise analytic asymptotic series in $\hbar$, the $\mathcal{X}_{i}$ 's appear to be (almost) single-valued functions in $q=e^{\frac{4 \pi^{2}}{\hbar}}$. This is because Nekrasov functions are particular resummations of topological string partition functions [50], and different resummations will be related by Stokes phenomena.

## WKB vs TBA/q-Painlevé: a remark on physical stability conditions.

A final remark is in order: we observed in Section 3.6 that for $\kappa \rightarrow 0$ with finite $\tau$, the quantum corrections to WKB differentials are exact 1 -forms. This leads to semiclassically exact expressions for the quantum WKB periods. A similar conclusion was derived from the viewpoint of TBA equations, by noting that in this limit the classical periods lie on the fine-tuned stratum (see Appendix A), where TBA equations have exact semiclassical solutions (4.23).

On the other hand, keeping $u^{2}=q^{1 / 2}$ but relaxing to $s \neq \pm 1$, corresponds to moving away from the fine-tuned stratum (2.11) and into the larger collimation chamber (2.27). Indeed, from (5.25) one sees that $s \neq \pm 1$ implies that $\delta \neq 0$. Since this breaks the $\mathbb{Z}_{2}$ symmetry of the BPS spectrum (4.15), it is expected to give rise to nontrivial solutions to TBA equations. Indeed
we can verify this statement from the viewpoint of q-Painlevé equations. For instance, in a neighbourhsood of the half-geometry limit $t \rightarrow 0$, the compact period $Y_{D 2_{f}}=Y_{\gamma_{1}} Y_{\gamma_{2}}$ exhibits nontrivial quantum corrections when $s \neq 1$

$$
\begin{equation*}
\left.\left(\mathcal{X}_{1} \mathcal{X}_{2}\right)^{\frac{1}{2}}\right|_{u=q^{\frac{1}{4}}}=q^{\frac{1}{4}}\left[1+(q t)^{\frac{1}{2}} \frac{\left(s-s^{-1}\right)}{\left(q^{\frac{1}{2}}-1\right)}+q t \frac{\left(s-s^{-1}\right)\left(\sqrt{q} s+s^{-1}\right)}{\left(q^{\frac{1}{2}}-1\right)^{3}}+O\left(t^{\frac{3}{2}}\right)\right] \tag{5.33}
\end{equation*}
$$

This apparent constrast between exactly semiclassical WKB periods, and nontrivial qPainlevé cluster variables indicates that the deformed stability condition (2.27) is not realized in the actual moduli space of the mirror curve (2.2). Indeed, WKB quantum periods are always computed on the physical moduli space. By contrast TBA equations and q-Painlevé equations can be formulated for more general choices of stability conditions. As a consequence the "quantum periods" computed by TBA/q-Painlevé need not always coincide monodromies of solutions to the $\hbar$-difference equation (3.41). ${ }^{23}$

Nonetheless, it remains true that q-Painlevé cluster variables provide bona fide solutions to the TBA equations (4.5), and Bridgeland-type Riemann-Hilbert problems [31], in the somewhat more general context of the moduli space of stability conditions. This follows from the direct connection between TBA and q-Painlevé derived in Section 4.5.

### 5.4 Moving away from the collimation chamber

So far we have obtained a precise match between cluster $\mathcal{X}$ variables defined by q-Painlevé equations and solutions $Y_{\gamma}$ of TBA equations in the collimation chamber, where they admit an explicit solution in terms of dual Nekrasov-Okounkov dual partition functions.

In this section we advance the conjecture that solutions of q-Painlevé equations still agree with solutions of TBA equations when deforming away from the collimation chamber, or when leaving the Hitchin section. A hint that this must be the case, is the stark contrast between the general solution (5.18) and the simplicity of the exact solutions of TBA equations (4.23) on the fine-tuned stratum. If we go away from the collimation chamber (which includes the fine-tuned stratum), the spectrum will almost certainly be wild in the sense of [64], and correspondingly the solution to q-Painlevé equations drastically changes from algebraic to fully transcendental.

Remark 4. The presence of wall-crossing phenomena will induce discontinuities in the (piecewise) analytic structure of $Y_{\gamma}$ as functions of $\hbar$. This is due to the fact that the distribution of BPS rays jumps together with the BPS spectrum. On the other hand, the $\mathcal{X}_{i}$ 's seem to be indifferent to wall-crossing, being given by (5.18) for generic moduli. The reconciliation of these two apparently conflicting behaviours should lie in Remark 3: we expect that the expression for $\mathcal{X}_{i}$ will coincide with an appropriate resummation of the asymptotic series of $Y_{\gamma}$, including all nonperturbative contributions. Re-expanding this in $\hbar$ on either side of the wall should lead to asymptotic series with different patterns of Stokes jumps.

Let us conclude with some final observations:

[^17]1. The limit $t \rightarrow 0$ corresponds to a half-geometry. It is then plausiblle that $u$ and $s$ can be computed exactly, since the BPS structure becomes uncoupled. For $u^{2}$ we can readily see this: recalling that $\gamma_{1}+\gamma_{2}=\gamma_{D 2_{f}}$ we still have the exact expression obtained in (3.29)

$$
\begin{equation*}
u=\lim _{t \rightarrow 0} Y_{\gamma_{1}+\gamma_{2}}=e^{\Pi_{\gamma_{D 2_{f}}}}=Q^{-\frac{2 \pi i}{\hbar}} \tag{5.34}
\end{equation*}
$$

where $Q$ is a function of $\kappa$ obtained by inverting (2.37).
2. On the other hand, from (2.7) we see that $\gamma_{1}-\gamma_{3}$ involves noncompact cycles such as $\gamma_{D 4}$ and $\gamma_{D 2_{b}}$, and its computation requires more care. Possible strategies for its evaluation include the approaches of [29, 109] and [12]. In particular, for the q-Painlevé solution to be physical, $u$ and $s$ must be related by special geometry relations.
3. Similarly to the expectation that q-Painleve solutions extend to a neighborhood of the finetuned stratum, it is natural to expect that a similar statement holds for a neighbouhood of the Hitchin section, corresponding to turning on the parameters $\theta_{\gamma}$ in (4.2).

## 6 Conclusions and outlook

In this paper we studied a correspondence between TBA equations defined by BPS states of 5d supersymmetric Yang-Mills theory and q-Painlevé equations. We showed that the moduli space of the 5 d theory contains a fine-tuned stratum where the BPS spectrum is extremely simple. Using this spectrum to formulate the TBA equations, we explicitly derived the q Painlevé equations from them. We also obtained exact solutions to TBA equations on the finetuned stratum, and showed that they match known algebraic solutions to q-Painlevé. This led us to conjecture that the general solution of q-Painlevé, defined in terms of dual instanton partition functions, provides a solution to TBA equations more generally away from the collimation chamber.

Our work leaves several open questions and raises some directions for future work:
Cluster coordinates in 4d Kaluza-Klein theories and instanton counting. The relations between cluster variables $\mathcal{X}_{i}=Y_{\gamma_{i}}$ and the gauge theory parameters $(u, s)$ are somewhat reminiscent of the change of variables from Fock-Goncharov to Fenchel-Nielsen that played a role in the identification of tau functions as sections of a certain line bundle over the moduli space of quantum curves in [40] (see in particular equations (5.24)-(5.25) of the reference). This analogy may deserve further study. On the one hand, the theory we study is precisely the KK uplift of $4 \mathrm{~d} S U(2)$ Yang-Mills studied in [40]. More to the point, the asymptotic limit $t \rightarrow 0$ corresponds to a half-geometry where $\tau \rightarrow 0$, which is a weak-coupling limit of the 5 d gauge theory. As shown in [17, Figure 21], precisely in this limit (and for a suitable choice of phase) the exponential network becomes of 'Fenchel-Nielsen type' in a suitable sense [77, 78]. By analogy with the role of spectral coordinates defined by spectral networks [62] in the definition of appropriate decompositions of tau functions in terms of Nekrasov-Okounkov dual partition functions [40, 41], this suggest that a similar role may be played by coordinate systems defined by (non-)Abelianization for exponential networks [15].

Exact solutions to coupled TBA equations. It would be interesting to study continuations of the exact solution (4.23), which holds for moduli (2.11), to other stability conditions beyond (2.27). Another possibility would be to rely on differential equations obeyed by $Y_{\gamma}$ discussed in [61], presumably reinterpreted in connection to the q-Painlevé equations themselves. In the same vein, it would also be interesting to deform away from the Hitchin section by turning on generic $\theta_{\gamma} \neq 0$. According to our conjectures, at least some of these deformations should be captured by the general solutions of $q$-Painlevé equations in terms of dual instanton partition functions. It would also be interesting to see if the explicit solution (5.18) can be used to compute the Hyperkähler metric on the moduli space, that was the original motivation of [61]. The main complication arises in taking the $\hbar \rightarrow 0$ limit of the $\mathcal{X}$, which is nontrivial due to the $\hbar$-dependence of $q, t$ in (5.12), (5.13).

In fact, q-Painlevé solutions contain slightly more information. Even though the q-Painlevé equation itself was obtained from the behavior of the $Y_{\gamma}$ 's, the solution (5.18) contains nonperturbative corrections that would not appear if we simply solved the TBA order by order in $\hbar$ : in this sense, the q-Painlevé solution in terms of Nekrasov-Okounkov dual partition functions is the resummation (in $\hbar$ ) of the TBA solution. This can be seen for example from (5.33): the central charge is the leading order asymptotic as $\hbar \rightarrow 0$, and is rightly given by $Z_{D 2_{f}}=\frac{\pi}{R}$. However, the subsequent terms in the $t$-expansion contain subleading exponentials, that would not appear if we simply considered the asymptotic solution of the TBA equations. In fact, from a resurgence point of view, such subleading sectors are necessary, to recover the KS formula (4.6) as the Stokes jumps of the solution, and so must naturally appear in the solution of q-Painlevé (see [70] for a discussion of resurgence and BPS states in four-dimensional pure $S U(2)$ SYM, or e.g. [14] for a general review on resurgent asymptotics).

Beyond local $\mathbb{P}^{1} \times \mathbb{P}^{1}$. The analysis carried out in this work relied heavily on explicit knowledge of the BPS spectrum of the 5d gauge theory in the collimation chamber. The same information is available for gauge theories with matter engineered by certain local Del Pezzo surfaces [43]. It would be interesting to extend our analysis to these models. We expect that this should lead to a correspondence between their TBA equations and the solutions of q-Painlevé of "symmetry type" up to $E_{5}^{(1)}$, corresponding to $d P_{5}[22,26,27,87,100]$. In fact, the discussion can also be extended beyond the del Pezzo case, as such expressions are also available for some higher-rank geometries, such as those engineering $S U(N)$ gauge theories [23].

For rank-1 geometries, beyond local $d P_{5}$ no Nekrasov-Okounkov dual partition functions are available as there is no low-energy gauge theory interpretation. Nonetheless, the q-Painlevé tau functions obey bilinear equations that provide an efficient way to compute the solution order by order in the flavor parameters, that should be related to blowup equations obeyed by the Topological String partition function [24, 82]. Furthermore, taking the four-dimensional limits proposed in [27] on the cluster coordinates would provide exact solutions for the quantum periods also in the purely four-dimensional case.

As another possible approach to generalizing our results, it would also be interesting to explore the connection to free-fermion partition functions arising from the intersecting branes systems studied in [44, 45], leading to expressions such as (5.19) for the counting function of D0-D2-D4-D6 bound states. The physical setup seems then naturally relevant to the study


Figure 7: Sakai's Classification of discrete Painlevé equations by symmetry type
of the BPS spectrum (more properly, of DT invariants via [101, 102]), and it might help in understanding the relation (5.18) between q-Painlevé tau functions and quantum periods beyond the fine-tuned locus.

Collimation chambers and algebraic solutions Algebraic solutions of q-Painlevé equations are the invariant solutions with respect to the non-affine part of the corresponding Weyl group (in the case studied in this paper, $W\left(A_{1}^{(1)}\right)$ ): this is the analytic counterpart of the finetuning (2.11) of central charges characterizing these loci in the moduli space, as defined in [43]. It is then quite reasonable to assume that the link between algebraic solutions and fine-tuned collimation chambers can be extended well beyond the case of local $\mathbb{P}^{1} \times \mathbb{P}^{1}$ :

Conjecture 1. There exist highly fine-tuned regions in the physical moduli space of five-dimensional theories with underlying affine root lattices where collimation chambers are physically realized, and they are classified by fixed points of the corresponding Weyl group. The quantum periods are semi-classically exact, and given by algebraic solutions of the corresponding cluster integrable system.
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## A Geometry and BPS states on the fine-tuned stratum

In this Appendix we explore the geometry of the curve (2.2) in the limit $\kappa \rightarrow 0$ with $\tau$ finite. In this limit the curve becomes

$$
\begin{equation*}
\tau\left(e^{x}+e^{-x}\right)+e^{y}+e^{-y}=0 . \tag{A.1}
\end{equation*}
$$

As a double-covering of $\mathbb{C}^{*}$ with coordinate $e^{x}$, the curve is two-sheeteted and ramified at four branch points

$$
\begin{equation*}
e^{x}=\frac{\sigma_{1}+\sigma_{2} \sqrt{1-\tau^{2}}}{\tau} \tag{A.2}
\end{equation*}
$$

where $\sigma_{1}, \sigma_{2}$ are signs $\pm 1$ chosen independently.
To proceed we specify $\tau=2$ from now on, although we expect much of the following analysis to hold for other choices of $\tau$ with minor changes. Branch points are then located at $e^{x}= \pm e^{ \pm \pi i / 3}$ with signs chosen independently. A trivialization of $\Sigma$, including logarithmic branch cuts for $\lambda \sim y d x$, is shown in Figure 8. This choice of trivialization is obtained from [17, Figure 4]. ${ }^{24}$


Figure 8: Trivialization of the curve (2.17). Orange points are square-root branch points, wavy lines are the corresponding branch cuts. Dotted lines are logarithmic branch cuts for the Seiberg-Witten one-form $\lambda$.

[^18]Basic BPS states with charges $\gamma_{1}, \ldots, \gamma_{4}$ correspond to the saddles of the exponential network shown in Figure 9. We have computed their central charges numerically, and they correspond to

$$
\begin{equation*}
Z_{\gamma_{1}}=Z_{\gamma_{3}} \approx-0.693147 i, \quad Z_{\gamma_{2}}=Z_{\gamma_{4}} \approx 3.14159+0.693147 i . \tag{A.3}
\end{equation*}
$$

These values correspond to the chamber $\mathcal{C}_{2}$ described in [43], which is closely related to $\mathcal{C}_{1}$ from (2.11)

$$
\begin{equation*}
\mathcal{C}_{2}: \quad Z_{\gamma_{1}}=Z_{\gamma_{3}}, \quad Z_{\gamma_{2}}=Z_{\gamma_{4}}, \quad \arg Z_{\gamma_{1}}<\arg Z_{\gamma_{2}}, \quad Z_{\gamma_{1}+\gamma_{2}} \in \mathbb{R}^{+} . \tag{A.4}
\end{equation*}
$$

Moreover notice that

$$
\begin{equation*}
Z_{\gamma_{1}+\gamma_{2}} \approx \frac{\pi}{R}, \quad Z_{\gamma_{1}} \approx-i \log \tau=-i \log 2, \tag{A.5}
\end{equation*}
$$

with $R=1$ understood.


Figure 9: Exponential networks of the curve (2.17) with $\tau=2$, at the phase $\arg Z_{\gamma_{1}}$ (left) and $\arg Z_{\gamma_{2}}$ (right). Only primary walls are shown, and saddles are highlighted in red. The labels $\gamma_{i}$ denote the charges (roughly speaking, homology classes) of the cycles obtained by lifting each saddle to $\Sigma$. They correspond to (2.7) and match with conventions from [17]

This numerical analysis supports the claim that the fine-tuned stratum (2.11) is realized in the physical moduli space of the mirror curve $\Sigma$, precisely in the limit (2.16). Here we have verified that this is the case for $\tau=2$.

## B Mirror curve degeneration to half-geometry

In this appendix we describe how to take the limit $\tau \rightarrow 0$ on the curve (2.2) to obtain (2.36). We introduce the rescaled coordinate

$$
\begin{equation*}
e^{\tilde{x}}=\tau e^{x} \tag{B.1}
\end{equation*}
$$

and take the limit $\tau \rightarrow 0, x \rightarrow \infty$ keeping $e^{\tilde{x}}$ finite. This gives the curve for the half-geometry

$$
\begin{equation*}
\left(e^{y}+e^{-y}\right)+e^{\tilde{x}}-\kappa=0 . \tag{B.2}
\end{equation*}
$$

For later convenience we rewrite curve in new coordinates, by introducing $e^{\tilde{y}}=e^{y} / e^{y_{+}}$with $e^{y_{ \pm}}=\frac{1 \pm \sqrt{1-4 \kappa^{-2}}}{2 \kappa^{-1}}=\left(e^{y_{+}}\right)^{ \pm 1}$. This gives the curve

$$
\begin{equation*}
1-e^{\tilde{x}}-\left(\kappa^{-1} e^{y_{+}}\right) e^{\tilde{y}}-\left(\kappa^{-1} e^{-y_{+}}\right) e^{-\tilde{y}}=0 \tag{B.3}
\end{equation*}
$$

Finally we replace the complex modulus $\kappa^{-1}$ by $Q$ via

$$
\begin{equation*}
\kappa=\frac{1+Q}{Q^{1 / 2}} \tag{B.4}
\end{equation*}
$$

and rescale

$$
\begin{equation*}
e^{x^{\prime}}=e^{\tilde{x}}(1+Q) \quad e^{y^{\prime}}=e^{\tilde{y}} \tag{B.5}
\end{equation*}
$$

to obtain a curve described by

$$
\begin{equation*}
(1+Q)-e^{x^{\prime}}-Q e^{-y^{\prime}}-e^{y^{\prime}}=0 \tag{B.6}
\end{equation*}
$$

## C WKB periods of first order $\hbar$-difference equations

In the main text we discussed in some detail the computation of compact quantum periods for the half-geometry. Here we collect analogous results for two more geometries: $\mathbb{C}^{3}$ and the resolved conifold.
$\mathbb{C}^{3}$
The mirror curve for $\mathbb{C}^{3}$ can be presented as follows

$$
\begin{equation*}
F_{\mathbb{C}^{3}}\left(e^{x}, e^{y}\right)=1-e^{x}-e^{y}=0 \tag{C.1}
\end{equation*}
$$

in a suitable choice of framing [3, 4]. The quantum curve is obtained in this case by simply replacing $x \rightarrow \hat{x}$ and $y \rightarrow \hat{y}$, leading to the $\hbar$-difference equation

$$
\begin{equation*}
\psi(x+\hbar)=\left(1-e^{x}\right) \psi(x) \quad \Leftrightarrow \quad \mathcal{R}(x ; \hbar)=1-e^{x} \tag{C.2}
\end{equation*}
$$

A solution is then obtained by direct application of (3.16)

$$
\begin{equation*}
\psi(x)=\prod_{n=0}^{\infty} \frac{1}{\mathcal{R}(x+n \hbar ; \hbar)}=\prod_{n=0}^{\infty} \frac{1}{1-e^{x+n \hbar}}=\frac{1}{\left(e^{x} ; e^{\hbar}\right)_{\infty}} \tag{C.3}
\end{equation*}
$$

where we assumed $\operatorname{Re} \hbar<0$, and chose the normalization

$$
\begin{equation*}
\psi_{0}\left(e^{x}\right)=1 \tag{C.4}
\end{equation*}
$$

conventional in open topological string theory [3, 4]. Other normalizatons involving overall multiplication by $\hbar$-periodic factors may also be considered, depending on the desired behavior at $x \rightarrow-\infty$. A prescription based on Borel resummation of the asymptotic series expansion of (C.3) was discussed in [66, 72].

We next move on to the computation of quantum periods of the difference equation (C.2). The BPS charge lattice is one-dimensional, and the corresponding generator is the mirror cycle
to a D0 brane. Following [15, 49], we can describe this cycle as follows. We observe that (C.1) describes a three-punctured sphere with punctures at $\left(e^{x}, e^{y}\right)=(0,1),(1,0),(\infty, \infty)$. Denoting by $C_{z}$ a based loop around the puncture at $e^{x}=z$ oriented counterclockwise, the three based loops around punctures obey $C_{\infty} \circ C_{1} \circ C_{0}=1$, where composition is from the left. Then the BPS cycle is

$$
\begin{equation*}
\gamma_{D 0}=C_{1}^{-1} \circ C_{0}^{-1} \circ C_{\infty}^{-1}=C_{1}^{-1} \circ C_{0}^{-1} \circ C_{1} \circ C_{0} \tag{C.5}
\end{equation*}
$$

The corresponding quantum period is then obtained by integration of the quantum one-form $\log \mathcal{R}(x ; \hbar)$ as in (3.14). Since the primitive is

$$
\begin{equation*}
\frac{1}{\hbar} \int^{x} \log \mathcal{R}\left(e^{x}\right) d y=-\frac{1}{\hbar} \operatorname{Li}_{2}\left(e^{x}\right) \tag{C.6}
\end{equation*}
$$

the quantum period can be deduced from the monodromy of the dilogarithm function. Recall that $\mathrm{Li}_{2}$ has the following monodromy properties around paths in the $z$-plane

$$
\begin{array}{ll}
\operatorname{Li}_{2}(z) \rightarrow \operatorname{Li}_{2}(z)-2 \pi i \log z, & \text { around } C_{1}  \tag{C.7}\\
\operatorname{Li}_{2}(z) \rightarrow \operatorname{Li}_{2}(z), \quad \log z \rightarrow \log z+2 \pi i, & \text { around } C_{0}
\end{array}
$$

The monodromy along $\gamma_{D 0}$ then adds up as follows

$$
\begin{align*}
\mathrm{Li}_{2}\left(e^{x}\right) & \xrightarrow{C_{0}} \mathrm{Li}_{2}\left(e^{x}\right) \\
& \xrightarrow{C_{1}} \mathrm{Li}_{2}\left(e^{x}\right)-2 \pi i \log e^{x} \\
& \xrightarrow{C_{0}^{-1}} \mathrm{Li}_{2}\left(e^{x}\right)-2 \pi i\left(\log e^{x}-2 \pi i\right)  \tag{C.8}\\
& \xrightarrow{C_{1}^{-1}} \mathrm{Li}_{2}\left(e^{x}\right)+2 \pi i \log e^{x}-2 \pi i\left(\log e^{x}-2 \pi i\right) \\
& =\mathrm{Li}_{2}\left(e^{x}\right)-4 \pi^{2}
\end{align*}
$$

so that the quantum period is

$$
\begin{equation*}
\Pi_{\gamma_{D 0}}(\hbar)=\frac{4 \pi^{2}}{\hbar}=\frac{2 \pi R}{\hbar} Z_{\gamma_{D 0}} \tag{C.9}
\end{equation*}
$$

where we refer to the D0 central charge given in (2.38). In the case of $\mathbb{C}^{3}$, and more generally in toric geometries without compact four-cycles, the higher order corrections in (3.11) are absent.

## Resolved conifold

The mirror curve for the conifold in a suitable choice of framing is

$$
\begin{equation*}
F_{\text {conifold }}\left(e^{x}, e^{y}\right)=1-e^{y}-e^{x}+Q e^{x+y}=0 \tag{C.10}
\end{equation*}
$$

This curve is a four-punctured sphere with punctures at $\left(e^{x}, e^{y}\right)=(0,1),(1,0),\left(Q^{-1}, \infty\right),\left(\infty, Q^{-1}\right)$. We work in the phase where $|Q|<1$, so that the $\mathbb{C}^{3}$ mirror curve (C.1) is recovered by taking the limit $Q \rightarrow 0$ in (C.10). The corresponding $\hbar$-difference equation arising from quantization is

$$
\begin{equation*}
\left(1-Q e^{x}\right) \psi(x+\hbar)-\left(1-e^{x}\right) \psi(x)=0 \quad \Leftrightarrow \quad \mathcal{R}(x ; \hbar)=\frac{1-e^{x}}{1-Q e^{x}} \tag{C.11}
\end{equation*}
$$

Again we can write down a solution directly from (3.16)

$$
\begin{equation*}
\psi(x)=\prod_{n=0}^{\infty} \frac{1}{\mathcal{R}(x+n \hbar ; \hbar)}=\prod_{n=0}^{\infty} \frac{1-Q e^{x+n \hbar}}{1-e^{x+n \hbar}}=\frac{\left(Q e^{x} ; e^{\hbar}\right)_{\infty}}{\left(e^{x} ; e^{\hbar}\right)_{\infty}} \tag{C.12}
\end{equation*}
$$

where we assumed $\operatorname{Re} \hbar<0$, and chose the normalization (C.4). Other choices of normalizaton, based on Borel resummation of the asymptotic series expansion of (C.12) are discussed in [12].

The BPS charge lattice is now two-dimensional, with generators corresponding to the D2 and $\overline{\mathrm{D} 2} \mathrm{D} 0$ mirror cycles on $\Sigma[16,49]$. Denoting by $C_{z}$ a counterclockwise loop around the puncture at $e^{x}=z$, the D2 cycle is

$$
\begin{equation*}
\gamma_{D 2}=C_{0}^{-1} \circ C_{\infty}^{-1}=C_{0}^{-1} \circ C_{Q^{-1}} \circ C_{1} \circ C_{0} \tag{C.13}
\end{equation*}
$$

as shown in Figure 10 (also see [16, Figure 2]). The quantum period is obtained by integration of the quantum one-form $\log R(x ; \hbar)$ as in (3.14). Since the primitive is

$$
\begin{equation*}
\frac{1}{\hbar} \int^{y} \log R\left(e^{x}\right) d y=\frac{1}{\hbar}\left[-\operatorname{Li}_{2}\left(e^{x}\right)+\operatorname{Li}_{2}\left(Q e^{x}\right)\right] \tag{C.14}
\end{equation*}
$$

we may obtain the quantum period from the monodromy of the dilogarithm using (C.7)

$$
\begin{align*}
-\mathrm{Li}_{2}\left(e^{x}\right)+\mathrm{Li}_{2}\left(Q e^{x}\right) & \xrightarrow{C_{0}}-\mathrm{Li}_{2}\left(e^{x}\right)+\mathrm{Li}_{2}\left(Q e^{x}\right) \\
& \xrightarrow{C_{1}}-\mathrm{Li}_{2}\left(e^{x}\right)+2 \pi i \log e^{x}+\operatorname{Li}_{2}\left(Q e^{x}\right) \\
& \stackrel{C_{Q-1}}{\rightarrow}-\mathrm{Li}_{2}\left(e^{x}\right)+2 \pi i \log e^{x}+\operatorname{Li}_{2}\left(Q e^{x}\right)-2 \pi i \log \left(Q e^{x}\right) \\
& \xrightarrow{C_{0}^{-1}}-\mathrm{Li}_{2}\left(e^{x}\right)+2 \pi i\left(\log e^{x}+2 \pi i\right)+\operatorname{Li}_{2}\left(Q e^{x}\right)-2 \pi i\left(\log \left(Q e^{x}\right)+2 \pi i\right) \\
& =-\operatorname{Li}_{2}\left(e^{x}\right)+\operatorname{Li}_{2}\left(Q e^{x}\right)-2 \pi i \log Q \tag{C.15}
\end{align*}
$$

The D2 quantum period is then

$$
\begin{equation*}
\Pi_{\gamma_{D 2}}=-\frac{2 \pi i}{\hbar} \log Q=\frac{2 \pi R}{\hbar} Z_{\gamma_{D 2}} \tag{C.16}
\end{equation*}
$$

To complete the basis of quantum periods we need a second, linearly independent, cycle which we take to be $\gamma_{D 0}$. The D0 cycle may be obtained by noting that (C.10) is a pair of trinions glued along a tube, and by recalling that each trinion is a copy of the mirror curve of $\mathbb{C}^{3}$. In the phase we are studying, characterized by $|Q|<1$ it is natural to decompose (C.10) into two trinions glued by a long thin neck separating $x=0,1$ from $x=Q^{-1}, \infty$. We then embed the D0 cycle (C.5) into, say, the left trinion

$$
\begin{equation*}
\gamma_{D 0}=C_{1}^{-1} \circ C_{0}^{-1} \circ C_{\text {neck }}^{-1}=C_{1}^{-1} \circ C_{0}^{-1} \circ C_{1} \circ C_{0} \tag{C.17}
\end{equation*}
$$

To really justify our identification of the D0 charge, one should prove that there is a calibrated cycle in this homology class. This is indeed the case, as shown in [16, Figure 2]. The computation of the D0 quantum period proceeds in a similar way as for $\mathbb{C}^{3}$, by studying monodromies of (C.14). The result is of course again (C.9).


Figure 10: The cycle $\gamma_{D 2}$ on the mirror curve of the conifold, shown as a covering over the $x$ plane. Labels of punctures denote the values of $e^{x}=0,1, Q^{-1}, \infty$ respectively.

## References

[1] M. Aganagic, M. C. N. Cheng, R. Dijkgraaf, D. Krefl and C. Vafa, Quantum Geometry of Refined Topological Strings, JHEP 11 (2012) 019 [1105.0630].
[2] M. Aganagic, R. Dijkgraaf, A. Klemm, M. Marino and C. Vafa, Topological strings and integrable hierarchies, Commun. Math. Phys. 261 (2006) 451 [hep-th/0312085].
[3] M. Aganagic, A. Klemm and C. Vafa, Disk instantons, mirror symmetry and the duality web, $Z$. Naturforsch. A57 (2002) 1 [hep-th/0105045].
[4] M. Aganagic and C. Vafa, Mirror symmetry, D-branes and counting holomorphic discs, hep-th/0012041.
[5] S. Alexandrov, S. Banerjee and P. Longhi, Rigid limit for hypermultiplets and five-dimensional gauge theories, JHEP 01 (2018) 156 [1710.10665].
[6] S. Alexandrov, J. Manschot, D. Persson and B. Pioline, Quantum hypermultiplet moduli spaces in N=2 string vacua: a review, Proc. Symp. Pure Math. 90 (2015) 181 [1304.0766].
[7] S. Alexandrov and B. Pioline, Conformal TBA for resolved conifolds, 2106.12006.
[8] S. Alexandrov and B. Pioline, Heavenly metrics, BPS indices and twistors, 2104.10540.
[9] S. Alexandrov, B. Pioline, F. Saueressig and S. Vandoren, D-instantons and twistors, JHEP 03 (2009) 044 [0812.4219].
[10] M. Alim, S. Cecotti, C. Cordova, S. Espahbodi, A. Rastogi and C. Vafa, BPS Quivers and Spectra of Complete N=2 Quantum Field Theories, Commun. Math. Phys. 323 (2013) 1185 [1109.4941].
[11] M. Alim, S. Cecotti, C. Cordova, S. Espahbodi, A. Rastogi and C. Vafa, $\mathcal{N}=2$ quantum field theories and their BPS quivers, Adv. Theor. Math. Phys. 18 (2014) 27 [1112.3984].
[12] M. Alim, L. Hollands and I. Tulli, Quantum curves, resurgence and exact WKB, 2203.08249.
[13] M. Alim, A. Saha, J. Teschner and I. Tulli, Mathematical structures of non-perturbative topological string theory: from $G W$ to DT invariants, 2109.06878.
[14] I. Aniceto, G. Basar and R. Schiappa, A Primer on Resurgent Transseries and Their Asymptotics, Phys. Rept. 809 (2019) 1 [1802.10441].
[15] S. Banerjee, P. Longhi and M. Romo, Exploring 5d BPS Spectra with Exponential Networks, Annales Henri Poincare 20 (2019) 4055 [1811.02875].
[16] S. Banerjee, P. Longhi and M. Romo, Exponential BPS graphs and D brane counting on toric Calabi-Yau threefolds: Part I, 1910.05296.
[17] S. Banerjee, P. Longhi and M. Romo, Exponential BPS graphs and D-brane counting on toric Calabi-Yau threefolds: Part II, 2012.09769.
[18] S. Banerjee, P. Longhi and M. Romo, A-branes, foliations and localization, 2201.12223.
[19] A. Barbieri, A Riemann-Hilbert problem for uncoupled BPS structures, 1802.07655.
[20] V. V. Bazhanov, S. L. Lukyanov and A. B. Zamolodchikov, Spectral determinants for Schrodinger equation and $Q$ operators of conformal field theory, J. Statist. Phys. 102 (2001) 567 [hep-th/9812247].
[21] G. Beaujard, J. Manschot and B. Pioline, Vafa-Witten invariants from exceptional collections, 2004.14466.
[22] M. Bershtein, P. Gavrylenko and A. Marshakov, Cluster integrable systems, q-Painlevé equations and their quantization, JHEP 02 (2018) 077 [1711.02063].
[23] M. Bershtein, P. Gavrylenko and A. Marshakov, Cluster Toda chains and Nekrasov functions, Theor. Math. Phys. 198 (2019) 157 [1804.10145].
[24] M. Bershtein and A. Shchechkin, Painlevé equations from Nakajima-Yoshioka blowup relations, Lett. Math. Phys. 109 (2019) 2359 [1811.04050].
[25] M. A. Bershtein and A. I. Shchechkin, $q$-deformed Painlevé $\tau$ function and $q$-deformed conformal blocks, J. Phys. A 50 (2017) 085202 [1608.02566].
[26] M. A. Bershtein and A. I. Shchechkin, $q$-deformed Painlevé $\tau$ function and $q$-deformed conformal blocks, J. Phys. A 50 (2017) 085202 [1608.02566].
[27] G. Bonelli, F. Del Monte and A. Tanzini, BPS quivers of five-dimensional SCFTs, Topological Strings and q-Painlevé equations, Ann. Henri Poincaré (2021) [2007.11596].
[28] G. Bonelli, A. Grassi and A. Tanzini, Quantum curves and q-deformed Painlevé equations, Lett. Math. Phys. 109 (2019) 1961 [1710.11603].
[29] T. Bridgeland, Riemann-Hilbert problems for the resolved conifold, 1703.02776.
[30] T. Bridgeland, Geometry from Donaldson-Thomas invariants, 1912.06504.
[31] T. Bridgeland, Riemann-Hilbert problems from Donaldson-Thomas theory, Invent. Math. 216 (2019) 69 [1611.03697].
[32] T. Bridgeland and D. Stern, Helices on del pezzo surfaces and tilting calabi-yau algebras, Advances in Mathematics 224 (2010) 1672.
[33] T. Bridgeland and I. A. B. Strachan, Complex hyperkähler structures defined by Donaldson-Thomas invariants, 2006.13059.
[34] S. Cecotti and M. Del Zotto, $Y$ systems, $Q$ systems, and $4 D \mathcal{N}=2$ supersymmetric $Q F T$, J. Phys. A 47 (2014) 474001 [1403.7613].
[35] W.-y. Chuang, D.-E. Diaconescu, J. Manschot, G. W. Moore and Y. Soibelman, Geometric engineering of (framed) BPS states, Adv. Theor. Math. Phys. 18 (2014) 1063 [1301.3065].
[36] M. Cirafici and M. Del Zotto, Discrete Integrable Systems, Supersymmetric Quantum Mechanics, and Framed BPS States - I, 1703.04786.
[37] C. Closset and M. Del Zotto, On 5d SCFTs and their BPS quivers. Part I: B-branes and brane tilings, 1912.13502.
[38] C. Closset, M. Del Zotto and V. Saxena, Five-dimensional SCFTs and gauge theory phases: an M-theory/type IIA perspective, SciPost Phys. 6 (2019) 052 [1812.10451].
[39] C. Closset and H. Magureanu, The U-plane of rank-one $4 d \mathcal{N}=2$ KK theories, SciPost Phys. 12 (2022) 065 [2107.03509].
[40] I. Coman, P. Longhi and J. Teschner, From quantum curves to topological string partition functions II, 2004.04585.
[41] I. Coman, E. Pomoni and J. Teschner, From quantum curves to topological string partition functions, 1811.01978.
[42] O. Costin, Asymptotics and Borel summability. Chapman and Hall/CRC, 2008.
[43] F. Del Monte and P. Longhi, Quiver symmetries and wall-crossing invariance, 2107.14255.
[44] R. Dijkgraaf, L. Hollands and P. Sulkowski, Quantum Curves and D-Modules, JHEP 11 (2009) 047 [0810.4157].
[45] R. Dijkgraaf, L. Hollands, P. Sulkowski and C. Vafa, Supersymmetric gauge theories, intersecting branes and free fermions, JHEP 02 (2008) 106 [0709.4446].
[46] P. Dorey and R. Tateo, Anharmonic oscillators, the thermodynamic Bethe ansatz, and nonlinear integral equations, J. Phys. A 32 (1999) L419 [hep-th/9812211].
[47] M. R. Douglas, S. H. Katz and C. Vafa, Small instantons, Del Pezzo surfaces and type I-prime theory, Nucl. Phys. B 497 (1997) 155 [hep-th/9609071].
[48] Z. Duan, D. Ghim and P. Yi, 5D BPS Quivers and KK Towers, 2011.04661.
[49] R. Eager, S. A. Selmani and J. Walcher, Exponential Networks and Representations of Quivers, JHEP 08 (2017) 063 [1611.06177].
[50] T. Eguchi and H. Kanno, Topological strings and Nekrasov's formulas, JHEP 12 (2003) 006 [hep-th/0310235].
[51] D. Fioravanti and D. Gregori, Integrability and cycles of deformed $\mathcal{N}=2$ gauge theory, Phys. Lett. B 804 (2020) 135376 [1908.08030].
[52] D. Fioravanti, H. Poghosyan and R. Poghossian, T, Q and periods in $S U(3) \mathcal{N}=2 S Y M$, JHEP 03 (2020) 049 [1909.11100].
[53] D. Fioravanti and M. Rossi, On the origin of the correspondence between classical and quantum integrable theories, 2106.07600.
[54] V. V. Fock and A. B. Goncharov, Cluster ensembles, quantization and the dilogarithm, ArXiv Mathematics e-prints (2003) [math/0311245].
[55] V. V. Fock and A. Marshakov, Loop groups, Clusters, Dimers and Integrable systems, 1401.1606.
[56] V. Fock and A. Goncharov, Moduli spaces of local systems and higher Teichmüller theory, Publ. Math. Inst. Hautes Études Sci. (2006) 1.
[57] S. Fomin and A. Zelevinsky, Cluster algebras i: foundations, Journal of the American Mathematical Society 15 (2002) 497.
[58] S. Franco, S. Lee, R.-K. Seong and C. Vafa, Brane Brick Models in the Mirror, JHEP 02 (2017) 106 [1609.01723].
[59] E. Frenkel, P. Koroteev, D. S. Sage and A. M. Zeitlin, q-Opers, QQ-Systems, and Bethe Ansatz, 2002.07344.
[60] D. Gaiotto, Opers and TBA, 1403.6137.
[61] D. Gaiotto, G. W. Moore and A. Neitzke, Four-dimensional wall-crossing via three-dimensional field theory, Commun.Math.Phys. 299 (2010) 163 [0807.4723].
[62] D. Gaiotto, G. W. Moore and A. Neitzke, Spectral networks, Annales Henri Poincare 14 (2013) 1643 [1204.4824].
[63] D. Gaiotto, G. W. Moore and A. Neitzke, Wall-crossing, Hitchin systems, and the WKB approximation, Adv. Math. 234 (2013) 239 [0907.3987].
[64] D. Galakhov, P. Longhi, T. Mainiero, G. W. Moore and A. Neitzke, Wild Wall Crossing and BPS Giants, JHEP 11 (2013) 046 [1305.5454].
[65] S. Garoufalidis, J. Gu and M. Marino, Peacock patterns and resurgence in complex Chern-Simons theory, 2012.00062.
[66] S. Garoufalidis and R. Kashaev, Resurgence of Faddeev's quantum dilogarithm, 2008.12465.
[67] A. B. Goncharov and R. Kenyon, Dimers and cluster integrable systems, in Annales scientifiques de l'École Normale Supérieure, vol. 46, pp. 747-813, 2013.
[68] A. Gorsky, I. Krichever, A. Marshakov, A. Mironov and A. Morozov, Integrability and Seiberg-Witten exact solution, Phys. Lett. B 355 (1995) 466 [hep-th/9505035].
[69] L. Gottsche, H. Nakajima and K. Yoshioka, K-theoretic Donaldson invariants via instanton counting, Pure Appl. Math. Quart. 5 (2009) 1029 [math/0611945].
[70] A. Grassi, J. Gu and M. Mariño, Non-perturbative approaches to the quantum Seiberg-Witten curve, JHEP 07 (2020) 106 [1908.07065].
[71] A. Grassi, Q. Hao and A. Neitzke, Exact WKB methods in SU(2) $N_{f}=1$, JHEP 01 (2022) 046 [2105.03777].
[72] A. Grassi, Q. Hao and A. Neitzke, Exponential Networks, WKB and the Topological String, 2201.11594.
[73] A. Grassi, Y. Hatsuda and M. Marino, Topological Strings from Quantum Mechanics, Annales Henri Poincare 17 (2016) 3177 [1410.3382].
[74] J. Gu and M. Marino, Peacock patterns and new integer invariants in topological string theory, SciPost Phys. 12 (2022) 058 [2104.07437].
[75] B. Haghighat, J. Manschot and S. Vandoren, A 5d/2d/4d correspondence, JHEP 03 (2013) 157 [1211.0513].
[76] B. Haghighat and S. Vandoren, Five-dimensional gauge theory and compactification on a torus, JHEP 09 (2011) 060 [1107.2847].
[77] L. Hollands and O. Kidwai, Higher length-twist coordinates, generalized Heun's opers, and twisted superpotentials, Adv. Theor. Math. Phys. 22 (2018) 1713 [1710.04438].
[78] L. Hollands and A. Neitzke, Spectral Networks and Fenchel-Nielsen Coordinates, Lett. Math. Phys. 106 (2016) 811 [1312.2979].
[79] K. Hori, A. Iqbal and C. Vafa, D-branes and mirror symmetry, hep-th/0005247.
[80] K. Hori and C. Vafa, Mirror symmetry, hep-th/0002222.
[81] M.-x. Huang, A. Klemm, J. Reuter and M. Schiereck, Quantum geometry of del Pezzo surfaces in the Nekrasov-Shatashvili limit, JHEP 02 (2015) 031 [1401.4723].
[82] M.-x. Huang, K. Sun and X. Wang, Blowup Equations for Refined Topological Strings, JHEP 10 (2018) 196 [1711.09884].
[83] Z.-B. Huang, On $q$-difference riccati equations and second-order linear $q$-difference equations, Journal of Complex Analysis 2013 (2013) .
[84] K. A. Intriligator, D. R. Morrison and N. Seiberg, Five-dimensional supersymmetric gauge theories and degenerations of Calabi-Yau spaces, Nucl. Phys. B 497 (1997) 56 [hep-th/9702198].
[85] K. Ito, M. Mariño and H. Shu, TBA equations and resurgent Quantum Mechanics, JHEP 01 (2019) 228 [1811.04812].
[86] K. Iwaki and T. Nakanishi, Exact WKB analysis and cluster algebras, J. Phys. A 47 (2014) 474009, 98.
[87] M. Jimbo, H. Nagoya and H. Sakai, CFT approach to the $q$-Painlevé VI equation, J. Integrab. Syst. 2 (2017) 1.
[88] N. Joshi, Discrete Painlevé Equations, vol. 131. American Mathematical Soc., 2019.
[89] D. Joyce and Y. Song, A Theory of generalized Donaldson-Thomas invariants, 0810.5645.
[90] R. Kashaev and M. Marino, Operators from mirror curves and the quantum dilogarithm, Commun. Math. Phys. 346 (2016) 967 [1501.01014].
[91] A.-K. Kashani-Poor, The Wave Function Behavior of the Open Topological String Partition Function on the Conifold, JHEP 04 (2007) 004 [hep-th/0606112].
[92] A.-K. Kashani-Poor, Quantization condition from exact WKB for difference equations, JHEP 06 (2016) 180 [1604.01690].
[93] S. H. Katz, A. Klemm and C. Vafa, Geometric engineering of quantum field theories, Nucl. Phys. B 497 (1997) 173 [hep-th/9609239].
[94] T. Kawai and Y. Takei, Algebraic analysis of singular perturbation theory, vol. 227. American Mathematical Soc., 2005.
[95] A. Klemm, W. Lerche, P. Mayr, C. Vafa and N. P. Warner, Selfdual strings and N=2 supersymmetric field theory, Nucl. Phys. B477 (1996) 746 [hep-th/9604034].
[96] M. Kontsevich and Y. Soibelman, Stability structures, motivic Donaldson-Thomas invariants and cluster transformations, 0811.2435.
[97] P. Longhi, Instanton Particles and Monopole Strings in 5D SU(2) Supersymmetric Yang-Mills Theory, Phys. Rev. Lett. 126 (2021) 211601 [2101.01681].
[98] M. Marino, Spectral Theory and Mirror Symmetry, Proc. Symp. Pure Math. 98 (2018) 259 [1506.07757].
[99] E. J. Martinec and N. P. Warner, Integrable systems and supersymmetric gauge theory, Nucl. Phys. B 459 (1996) 97 [hep-th/9509161].
[100] Y. Matsuhira and H. Nagoya, Combinatorial Expressions for the Tau Functions of $q$-Painleve V and III Equations, SIGMA 15 (2019) 074 [1811.03285].
[101] D. Maulik, N. Nekrasov, A. Okounkov and R. Pandharipande, Gromov-Witten theory and Donaldson-Thomas theory, I, Compos. Math. 142 (2006) 1263 [math/0312059].
[102] D. Maulik, N. Nekrasov, A. Okounkov and R. Pandharipande, Gromov-Witten theory and Donaldson-Thomas theory, II, Compos. Math. 142 (2006) 1286 [math/0406092].
[103] A. Mironov and A. Morozov, Nekrasov Functions and Exact Bohr-Zommerfeld Integrals, JHEP 04 (2010) 040 [0910.5670].
[104] D. R. Morrison and N. Seiberg, Extremal transitions and five-dimensional supersymmetric field theories, Nucl. Phys. B 483 (1997) 229 [hep-th/9609070].
[105] A. Neitzke and J. Walcher, Background independence and the open topological string wavefunction, Proc. Symp. Pure Math. 78 (2008) 285 [0709.2390].
[106] N. Nekrasov, Five dimensional gauge theories and relativistic integrable systems, Nucl. Phys. B531 (1998) 323 [hep-th/9609219].
[107] N. Nekrasov and A. Okounkov, Seiberg-Witten theory and random partitions, Prog. Math. 244 (2006) 525 [hep-th/0306238].
[108] N. A. Nekrasov, Seiberg-Witten prepotential from instanton counting, Adv. Theor. Math. Phys. 7 (2003) 831 [hep-th/0206161].
[109] N. A. Nekrasov and S. L. Shatashvili, Quantization of Integrable Systems and Four Dimensional Gauge Theories, in 16th International Congress on Mathematical Physics, pp. 265-289, 8, 2009, 0908.4052 , DOI.
[110] S. Ruijsenaars, Relativistic toda systems, Communications in mathematical physics 133 (1990) 217.
[111] N. Seiberg and E. Witten, Electric - magnetic duality, monopole condensation, and confinement in N=2 supersymmetric Yang-Mills theory, Nucl. Phys. B426 (1994) 19 [hep-th/9407087].
[112] N. Seiberg, Five-dimensional SUSY field theories, nontrivial fixed points and string dynamics, Phys. Lett. B 388 (1996) 753 [hep-th/9608111].
[113] N. Seiberg and E. Witten, Gauge dynamics and compactification to three-dimensions, in Conference on the Mathematical Beauty of Physics (In Memory of C. Itzykson), pp. 333-366, 6, 1996, hep-th/9607163.
[114] S. L. Shatashvili, Comment on the background independent open string theory, Phys. Lett. B 311 (1993) 83 [hep-th/9303143].
[115] K. Ueda and M. Yamazaki, Brane tilings for parallelograms with application to homological mirror symmetry, math/0606548.
[116] J. Walcher, Extended holomorphic anomaly and loop amplitudes in open topological string, Nucl. Phys. B 817 (2009) 167 [0705.4098].
[117] E. Witten, On background independent open string field theory, Phys. Rev. D 46 (1992) 5467 [hep-th/9208027].
[118] F. Yan, Exact WKB and the quantum Seiberg-Witten curve for $4 d N=2$ pure $S U(3)$ Yang-Mills. Abelianization, JHEP 03 (2022) 164 [2012.15658].
[119] P. Yi, Witten index and threshold bound states of D-branes, Nucl. Phys. B 505 (1997) 307 [hep-th/9704098].


[^0]:    ${ }^{1}$ Also see seminal works on the ODE/IM correspondence for earlier instances of this relation [20, 46].

[^1]:    ${ }^{2}$ The relevant cycles can be found in [17]. Below we will review a computation for $Z_{D 0}=2 \pi / R$ in the halfgeometry that is similar to the one for $Z_{\gamma_{D 0}}$ in (2.2). To compute $Z_{\gamma_{D 2_{f} \overline{D 2}}{ }^{\prime}}$ observe that the sum of these cycles, obtained by lifting saddles $p_{5}-p_{4}$ in [17, Figure 5], corresponds to small loops near the punctures at $e^{x}=e^{y}=0$ and $e^{x}=e^{y}=\infty$. Near these punctures the differential becomes $2 \pi R \lambda=y d x \sim \log \tau d z / z+d(\log z)^{2}$, in coordinate $z=e^{x}$. This has a simple pole at the puncture $z=0$ (similarly near $z=\infty$ ), with residue $-2 \pi i \log \tau$. Summing up the two contributions gives the claimed result.
    ${ }^{3}$ This is consistent with (2.3) and (2.4) as shown by direct computation of the D0 brane period in [15].

[^2]:    ${ }^{4}$ We omit here the D0 branes, whose BPS index would be $\Omega\left(\gamma_{D 0}\right)=-4$. On the one hand they do not belong to the strict field theory limit $[48,119]$. On the other hand they do not participate in wall-crossing, and therefore do not affect the structure of BPS chambers.

[^3]:    ${ }^{5}$ Depending on $\delta$, a small tilt of the half-plane may be necessary so that it contains all four $Z_{\gamma_{i}}$ at once.

[^4]:    ${ }^{6}$ In $[17,97]$ the curve is parameterized by $Q_{b}, Q_{f}$ which are related to our moduli as $\tau=Q_{b} / Q_{f}$ and $\kappa=\kappa$. The limit considered in the references is therefore $Q_{b} \rightarrow 0$.
    ${ }^{7}$ Again we are neglecting contributions from pure $D 0$ branes, which also get halved.

[^5]:    ${ }^{8}$ The definition of Borel sum can be found in many standard references, see e.g. [42]. We follow closely the conventions of [13].
    ${ }^{9}$ These are also known as $q$-difference equations in the literature, where the relevant equations are often expressed in terms of of exponentiated variables. We slightly deviate from standard jargon in order to preserve $q$ for q-Painlevé equations, whose parameter $q$ is slightly different from the one that would appear in $q$-difference equations arising from quantum mirror curves.

[^6]:    ${ }^{10} \mathrm{~A}$ slick argument for this, is via the correspondence between quantum periods of exact WKB with solutions of TBA equations. The latter do not involve a choice of polarization for the quantum curve (in fact they do not even involve the choice of a quantum curve). A more direct derivation of this statement involves passing from a wavefunction $\psi$ in one polarization to another polarization via Fourier transform $\tilde{\psi}$. By direct inspection, it is not hard to see that quantum periods obtained by transport of $\psi$ coincide with those of $\tilde{\psi}$.
    ${ }^{11}$ The number of independent periods is not $b_{1}(\Sigma)$ due in part to logarithmic branching of $\lambda$. For details, see $[15,16]$.

[^7]:    ${ }^{12}$ Although also first-order systems may be presented in terms of higher-order $\hbar$-difference equations by a change of framing [3].
    ${ }^{13}$ The generalization to higher orders can be pursued along similar lines.

[^8]:    ${ }^{14}$ The computation of a wavefunction involves the choice of suitable boundary condition, as discussed in Section 3.3. In this example it is clear that $\psi_{0}(x)$ and $\psi_{\infty}(x)$ will not be constant along either branch of the classical curve. Since we are mainly interested in quantum periods, we will not discuss solutions for $\psi$ further.

[^9]:    ${ }^{15}$ Note that in general, the integral of the actual WKB differential $S d x$ and of our cohomology representative $\frac{1}{\hbar} \log \mathcal{R}$ do not coincide over such a contour. However, the two differential have the same semi-classical limit, and in the half-geometry there are no quantum corrections.

[^10]:    ${ }^{16}$ In the 'conformal limit' studied in [60], and for a certain class of ODEs, this relation can be understood as a generalization of the $\mathrm{ODE} / \mathrm{IM}$ correspondence [20, 46]. The full extent of the relation between TBA equations and ODEs is not fully understood, and is a subject of active investigations [51-53, 70, 71, 85, 118].

[^11]:    ${ }^{17}$ Let us briefly comment on how this equation is derived. The TBA equations for stability conditions $Z_{\gamma}$ and $T\left(Z_{\gamma}\right)$ are nearly identical. They involve the same BPS spectrum, thanks to the symmetry (2.26), therefore the coefficients in the equations are the same. Naively this would lead to $\bar{Y}_{\gamma_{1}}=Y_{\gamma_{1}+\left(\gamma_{1}+\gamma_{2}\right)}$. However there is one difference between the equations before and after the $T$-action, which accounts for the correction in (4.28). Since $\epsilon$ is kept fixed, the BPS rays of $\ell_{\gamma_{1}}$ and $\bar{\ell}_{\gamma_{1}} \equiv \ell_{\gamma_{1}+\left(\gamma_{1}+\gamma_{2}\right)}$ lie on opposite sides of the $\mathbb{H}_{\epsilon}$ half-plane boundary. This induces a shift $Y_{\gamma_{2}} \rightarrow Y_{\gamma_{2}}\left(\frac{1+Y_{\gamma_{3}}}{1+Y_{\gamma_{1}}}\right)^{2}$ on the right hand side.

[^12]:    ${ }^{18}$ By 'spin' we refer to the representation of the Clifford vacuum $\mathfrak{h}$ of a short multiplet, under the little group $S O(3)$ in 4 d . The BPS multiplet is obtained by tensoring with a universal half-hypermultiplet $\mathfrak{h} \otimes \rho_{h h}$. Hypermultiplets have $\mathfrak{h}$ a spin- 0 singlet, vectormultiplets are spin $1 / 2$ doublets, and so on.

[^13]:    ${ }^{19}$ Analogous relations between $4 \mathrm{~d} \mathcal{N}=2$ gauge theories and discrete integrable systems were investigated in [34, 36].

[^14]:    ${ }^{20}$ Note that the Casimir $t$ is not preserved by the time evolution. This is because q-Painlevé equations are a nonautonomous discrete integrable system, and the discrete time steps define a foliation of the Casimir level surfaces.

[^15]:    ${ }^{21}$ More precisely, the tilting is the square of the discrete time step (5.9): to produce the full spectrum with the tilting one has to use both left and right mutations, while the discrete time evolution appears to be more "fundamental". See [27] for a discussion of this point.

[^16]:    ${ }^{22}$ Due to (5.13) the $t \rightarrow 0$ asymptotics of the q-Painlevé solution corresponds to either $\tau \rightarrow \infty$ or $\tau \rightarrow 0$, depending on the sign of the imaginary part of $\hbar$.

[^17]:    ${ }^{23}$ It might happen, however, that the stability condition is realized by a different quantization of the classical mirror curve, e.g. the analogue of the "opers with apparent singularities" that appear in a related context for the four-dimentional case [40, 41, 94].

[^18]:    ${ }^{24}$ The reference studies the curve (2.2) at $Q_{b}=-1, Q_{f}=1$, which are related to $\tau, \kappa$ by $\tau=Q_{b} / Q_{f}$ and $\kappa=Q_{f}^{-1}$. Parameterizing $Q_{b}=-1+2 i \rho$ and $Q_{f}=1+i \rho$ and varying $\rho$ from 0 to $+\infty$, one may observe that the left-most branch point in the reference becomes the bottom-right branch point in our picture, the second left-most branch point becomes the top-right one, the top branch point becomes the top-left one and the bottom branch point becomes the bottom-left one. Following the motion of the branch points carefully, one can also check that the BPS saddles $p_{i}$ in [17, Figure 5] turn into the BPS saddles shown here in Figure 9.

