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Abstract

We consider the transverse field Ising model with additional all-to-all interac-
tions between the spins. We show that a mean-field treatment of this model
becomes exact in the thermodynamic limit, despite the presence of 1D short-
range interactions. Namely, we show that the eigenstates of the model are co-
herent states with an amplitude that varies through the Hilbert space, within
which expectation values of local observables can be computed with mean-
field theory. We study then the thermodynamics of the model and identify
the different phases. Among its peculiar features, this 1D model possesses a
second-order phase transition at finite temperature and exhibits inverse melt-
ing.

1 Introduction

Mean field theory (MFT) is a useful approximation that gives a rough qualitative idea of
the behaviour of a model that is intractable otherwise, see e.g. [1]. But this approximation
is rarely exact. Exception cases include models where each component interacts with a
large number of other components, such as lattices with infinite dimensions [2–5], or long-
range interacting models with a power-law exponent smaller than the dimension [6–9].
It also includes cases where, on the contrary, the components do not interact directly
with their neighbours, such as infinite-temperature limits [10], or only interact collectively
through a component that is singled out [11, 12]. The common feature of these cases
is that the eigenstates are tensor products at each site, and correlations are constant in
space. But in presence of nearest neighbour interactions, MFT is expected to be only an
approximation.

In this work, we consider the 1D Transverse Field Ising Model (TFIM) [13] with addi-
tional all-to-all interactions between the spins, scaled in a way that the all-to-all interac-
tions and the nearest neighbour interactions in the TFIM both contribute to the energy
densities in the thermodynamic limit. We show that for this model, MFT becomes exact
in the thermodynamic limit, in the sense that the energy density of any state, as well
as the expectation value of local operators, can be computed with a MFT Hamiltonian.
This MFT Hamiltonian is the TFIM in which the transverse magnetic field is determined
self-consistently, see below in Section 3.6. This includes in particular equilibrium expec-
tation values of local operators at zero or finite temperature in the thermodynamic limit.
Although all-to-all interactions are a usual feature of models for which MFT is exact, it
is unexpected that the 1D nearest neighbour interactions present in the TFIM do not
spoil the exactness of MFT. In particular, the eigenstates of the model are not tensor
products at each site, and display non-constant correlations in space. To establish this
result, we show that one can obtain eigenstates of the model in terms of coherent states
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with an amplitude that varies through the Hilbert space. This consists in a generalization
of the TFIM eigenstates which are regular coherent states, i.e. with an amplitude that is
constant through the Hilbert space.

From this exact solution, we study then the behaviour of the model at both zero
and finite temperature, and find a number of interesting features. We find that at zero
temperature, the all-to-all interactions displace the critical value of the magnetic field, and
marginally corrects the critical behaviour of observables. More notably, the Hamiltonian
exhibits a second-order phase transition at finite temperature. This is allowed in this
1D model because of the long-range interactions and does not contradict the Mermin-
Wagner theorem that applies to short-range interactions only [14]. For the simplicity
of its solution, this model could thus serve as a useful toy model for finite temperature
transitions in quantum models, usually appearing in unsolvable 2D models. Finally, there
is a tiny region in parameter space where the model presents inverse melting/freezing, i.e.
a region where increasing the temperature drives the system into an ordered phase [15].
This seems to be the simplest quantum model with this behaviour [16–18].

Finally, let us mention occurrences of models with all-to-all interactions in the liter-
ature. The model we study has itself appeared in different contexts, such as particle-
number-conserving version the Kitaev wire model [19], power-law interactions with expo-
nent smaller than 1 [8, 20, 21], or in models of quantum optics at zero temperature [22].
Celebrated models with all-to-all interactions are the Curie-Weiss model [23] and the
Lipkin-Meshkov-Glick model [24], and different models with all-to-all interactions have
attracted attention recently [25–29].

Note added. After appearance of this manuscript on the arXiv, Ref [30] was brought
to our attention, in which it was shown with a different approach that the energy density
at thermal equilibrium can be computed with MFT in a class of models that contains (1).

2 Model and notations

2.1 The Hamiltonian

We consider the Hamiltonian on a chain with L sites

H(h, λ) = −
L∑

j=1

σzjσ
z
j+1 + h

L∑
j=1

σxj +
λ

L

L∑
j,k=1

σxj σ
x
k , (1)

with σx,y,zj the Pauli matrices at site j, and h, λ parameters. We impose periodic boundary
conditions σx,y,zL+1 = σx,y,z1 . We note that the rightmost all-to-all interaction term has been
rescaled by a factor 1/L in order to be of order O(L) as the other terms. The case λ = 0
corresponds to the Transverse Field Ising Model (TFIM), which is solvable in finite size
L [13, 31].

2.2 Notations

The Hamiltonian commutes with the symmetry operator

S =
L∏

j=1

σxj , (2)

and so splits into two sectors where S = ±1. We perform a Jordan-Wigner transformation
by introducing operators cj that satisfy canonical anticommutation relations {cj , ck} = 0
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and {cj , c†k} = δj,k, and such that

σxj = 1− 2c†jcj , σzj = (cj + c†j)

j−1∏
ℓ=1

(1− 2c†ℓcℓ) . (3)

The fermions are given periodic boundary conditions cL+1 = c1 in the S = −1 sector and
antiperiodic boundary conditions cL+1 = −c1 in the S = 1 sector [13,31]. We then define

c(k) =
1√
L

L∑
j=1

eijkcj (4)

with in the S = 1 sector

k ∈ K =

{
2π(n+ 1/2)

L
, n = −L, ..., L− 1

}
, (5)

and in the S = −1 sector

k ∈ K =

{
2πn

L
, n = −L, ..., L− 1

}
. (6)

For each sector, given kkk ⊂ K a subset of momenta with an even/odd number of elements
for S = ±1, we define the state

|kkk⟩ =
∏
k∈kkk

c†k|0⟩ , (7)

with |0⟩ the tensor product of +1 eigenstates of σxj at each site. In this expression, an

arbitrary fixed ordering of the c†k’s is chosen for each kkk. We choose this ordering such that

|kkk ∪ {q,−q}⟩ = c†−qc
†
q|kkk⟩ . (8)

Finally, we define the shorthand notations

Szz =

L∑
j=1

σzjσ
z
j+1 , Sx =

L∑
j=1

σxj , (9)

in terms of which the Hamiltonian is

H(h, λ) = −Szz + hSx +
λ

L
S2
x . (10)

For future reference, let us give the matrix elements of Szz and Sx in the basis of the |kkk⟩’s.
Those of Sx are

⟨kkk|Sx|kkk⟩ = L− 2
∑
k∈kkk

1 , (11)

and all the other matrix elements are zero. As for Szz, we have for q ∈ K

⟨kkk|Szz|kkk⟩ = 2
∑
k∈kkk

cos k , ⟨kkk|Szz|kkk ∪ {q,−q}⟩ = −2i sin q , (12)

if q,−q /∈ kkk. All the other non-related matrix elements are zero.

2.3 Relation with other models

In this Section we review models that can be mapped to H(h, λ).
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2.3.1 Particle-number-conserving Kitaev model

In [19] was introduced particle-number conserving version of the Kitaev wire model [32].
The Hamiltonian reads

HSC =− t

2

L−1∑
j=1

(c†jcj+1 + c†j+1cj)−
∆

2

L−1∑
j=1

(cjcj+1e
iϕ + c†j+1c

†
je

−iϕ)− µNw +
4Ec
L

(n− nc)
2 ,

(13)

where t,∆, µ, nc, Ec are real parameters, cj canonical fermions, Nw =
∑L

j=1 c
†
jcj is the

operator counting the number of particles in the wire, n the operator counting the number
of Cooper pairs and eiϕ is a ladder operator for n, i.e. [n, eiϕ] = eiϕ. Particle number
conservation in the wire and superconductor is implemented by requiring N = Nw + 2n
to be fixed constant. The scaling with L of the charging energy Ec

L of the superconductor
comes from the Coulomb interaction in the 3D superconductor [19]. At t = ∆, by writing
n in terms of Nw and using the Jordan-Wigner transformation, it is seen that up to an
additive constant this model is equivalent to t

2H(h, λ) in the thermodynamic limit with

h =
µ

t
− 2Ec
Lt

(2nc + 2L−N) , λ =
2Ec
t
. (14)

In [19,33] were established multiple properties that the Hamiltonian HSC shares with the
Hamiltonian obtained by treating the quadratic term (n− nc)

2 in a mean-field way.

2.3.2 Dicke-Ising model

The Dicke Hamiltonian is [34]

HDicke = ωca
†a+

g√
L
(a+ a†)

L∑
j=1

σxj , (15)

with a bosonic operator a satisfying the canonical commutation relation [a, a†] = 1, and
with g, ωc > 0 real parameters. It is a fundamental model for light-matter interaction.
The Dicke-Ising model is then defined as a sum of the Dicke and Ising Hamiltonians

HDicke−Ising = HDicke −
L∑

j=1

σzjσ
z
j+1 + h

L∑
j=1

σxj . (16)

It was shown in [22] that the ground state energy density of the Dick-Ising model is the
same as the ground state of H(h, λ) for

λ = − g2

4ωc
. (17)

2.3.3 Long-range Ising chain with Kac rescaling

The Hamiltonian (1) is also related to a long-range Ising chain. Let us define

H = −
L∑

j=1

σzjσ
z
j+1 + h

L∑
j=1

σxj + µ
∑
i ̸=j

σxi σ
x
j

|i− j|αL
, (18)

for some parameters µ and α. We set here |n|L = min(|n|, |n + L/2|, |n − L/2|) in the
last term to be compatible with the periodic boundary conditions. If α > 1, this last
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term is of order O(L). However, if α < 1 it is of order O(L2−α). In particular, it makes
the ground state energy super-extensive. A simple way to define a long-range interacting
model with α < 1 with extensive energy is to consider the so-called Kac prescription [35],
that is setting

µ =
ν

L1−α
, (19)

for ν constant. This ensures that the energy levels of H are of order O(L). But then, one
sees that any term with |i− j| = O(1) is suppressed in the thermodynamic limit. Let us
consider |ψ⟩ a state that satisfies clustering for σx, namely such that for large |i− j|

⟨ψ|σxi σxj |ψ⟩ = ⟨ψ|σxi |ψ⟩⟨ψ|σxj |ψ⟩+ o(|i− j|0) . (20)

Then |ψ⟩ has the same energy density in H and in H(h, λ)

1

L
⟨ψ|H|ψ⟩ = 1

L
⟨ψ|H(h, λ)|ψ⟩+ o(L0) , (21)

with

λ =
2α

1− α
ν . (22)

Hence, provided the clustering property holds for an eigenstate of H, this wave function is
also an eigenstate of the all-to-all interacting chain H(h, λ) in the thermodynamic limit.
This kind of reduction from a power-law interacting model with exponent smaller than
1 to an all-to-all interacting model has been observed and shown for the ground state of
other models [8, 20,21].

3 Diagonalizing H(h, λ) in the thermodynamic limit

3.1 Preservation of pair structure

In the remainder of the paper, we will fix the sector to S = 1, and so set K to (5). Let
us first show a block diagonal structure of the Hamiltonian H(h, λ). From the matrix
elements (11) and (12), we see that H(h, λ) can have non-zero matrix elements in the
basis of the |kkk⟩’s only between states that differ by a pair of momenta q,−q. This suggests
to decompose a set of momenta kkk ⊂ K into momenta k ∈ kkk that are paired, i.e. for which
−k ∈ kkk, and momenta that are single, for which −k /∈ kkk. Specifically, we introduce

K+ = {k ∈ K | k > 0} , (23)

the set of positive momenta, and for kkk ⊂ K+ define k̄̄k̄k ⊂ K as

k̄̄k̄k = kkk ∪ (−kkk) . (24)

Besides, we call sss ⊂ K a set of single momenta if it has an even number of elements and
if −s /∈ sss for s ∈ sss. Then we define

Ksss
+ = {k ∈ K | k > 0 , k /∈ sss , −k /∈ sss} , (25)

the set of strictly positive momenta that do not belong to sss and whose opposite do not
belong to sss. Any set of momenta ppp ⊂ K can be decomposed uniquely as ppp = k̄̄k̄k ∪ sss for
some set of single momenta sss and kkk ⊂ Ksss

+. Hence, from the matrix elements (11) and
(12), fixing a set of single momenta sss, we have that

H(h, λ)|k̄̄k̄k ∪ sss⟩ (26)
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is a linear combination of states |p̄̄p̄p ∪ sss⟩ with ppp ⊂ Ksss
+. Namely, H(h, λ) splits into sectors

with fixed set of single momenta sss, and so can be diagonalized separately in each.
For simplicity and lightness of the notations, we will present in details the diagonal-

ization of H(h, λ) in the sector where the single set of momenta is the empty set sss = ∅.
The results for a generic set of single momenta sss will then be given in Section 3.10.

3.2 Warm-up: solving the TFIM with coherent states

As a warm-up to the next sections, we show how to solve the TFIM case λ = 0 using the
so-called coherent states. The coherent state |ϕ⟩ for a given function ϕ(q) defined on K+,
is the state defined by

|ϕ⟩ = A
∑

kkk⊂K+

(∏
k∈kkk

iϕ(k)

)
|k̄̄k̄k⟩ = A

∏
q∈K+

(
1 + iϕ(q)c†−qc

†
q

)
|0⟩ , (27)

with A =
∏

∈K+

1√
1+|ϕ(k)|2

a normalization factor. The relevance of these states for the

TFIM were first noticed in [36,37]. It satisfies the “factorization property” for q /∈ kkk ⊂ K+

⟨k̄̄k̄k ∪ {q,−q}|ϕ⟩ = iϕ(q)⟨k̄̄k̄k|ϕ⟩ . (28)

Let us look for an eigenstate of H(h, 0) with λ = 0 under the form of a coherent state |ϕ⟩.
Given the matrix elements (11) and (12) we have

⟨k̄̄k̄k|Sx|ϕ⟩ =

(
L− 2

∑
k∈kkk

1

)
⟨k̄̄k̄k|ϕ⟩ (29)

and
⟨k̄̄k̄k|Szz|ϕ⟩ =

∑
qqq⊂K

⟨k̄̄k̄k|Szz|qqq⟩⟨qqq|ϕ⟩

= ⟨k̄̄k̄k|Szz|k̄̄k̄k⟩⟨k̄̄k̄k|ϕ⟩+
∑
q∈kkk

⟨k̄̄k̄k|Szz|k̄̄k̄k \ {q,−q}⟩⟨k̄̄k̄k \ {q,−q}|ϕ⟩

+
∑
q /∈kkk

⟨k̄̄k̄k|Szz|k̄̄k̄k ∪ {q,−q}⟩⟨k̄̄k̄k ∪ {q,−q}|ϕ⟩ .

(30)

Hence, using the factorization property (28), we obtain

⟨k̄̄k̄k|H(h, 0)|ϕ⟩ = E(kkk)⟨k̄̄k̄k|ϕ⟩ (31)

with the “candidate energy”

E(kkk) = hL− 2
∑
k∈K+

ϕ(k) sin k + 2
∑
q∈kkk

[−2h− 2 cos q + (ϕ(q)− 1
ϕ(q)) sin q] . (32)

Since H(h, 0) preserves the pair structure, |ϕ⟩ is an eigenstate of H(h, 0) if and only if
E(kkk) is independent of kkk. This is is equivalent to having for all q ∈ K+

−2h− 2 cos q + (ϕ(q)− 1
ϕ(q)) sin q = 0 . (33)

For each q ∈ K+ there are two solutions for ϕ(q)

ϕ(q) =
h+ cos q

sin q
±

√(
h+ cos q

sin q

)2

+ 1 . (34)
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Each of these 2L/2 choices for the function ϕ gives an eigenstate of H(h, λ)

H(h, λ)|ϕ⟩ = E|ϕ⟩ (35)

with energy

E = hL− 2
∑
k∈K+

ϕ(k) sin k . (36)

Let us denote E0 the energy obtained by choosing the + sign in (34) for all k. Denoting
then qqq ⊂ K+ the subset of momenta for which the − sign is chosen in (55), the energy of
this eigenstate is

E = E0 + 4
∑
q∈qqq

√
1 + h2 + 2h cos q . (37)

These are exactly the energies of the 2L/2 paired eigenstates of the TFIM Hamiltonian
H(h, 0) [13,31].

3.3 Density-resolved coherent state

Let us now generalize the approach of Section 3.2 to the non-integrable case λ ̸= 0. We
consider |ϕ⟩ a linear combination of paired states |k̄̄k̄k⟩ with kkk ⊂ K+, and define ϕkkk(q) with
q ∈ K+ by

⟨k̄̄k̄k ∪ {q,−q}|ϕ⟩ = iϕkkk(q)⟨k̄̄k̄k|ϕ⟩ . (38)

We note that for any state with non-zero overlaps over the paired states |k̄̄k̄k⟩ there exists
such a function ϕkkk(q) without further assumptions. Repeating the steps of Section 3.2, we
obtain similarly

⟨k̄̄k̄k|H(h, λ)|ϕ⟩ = E(kkk)⟨k̄̄k̄k|ϕ⟩ (39)

with now the candidate energy

E(kkk) = hL− 2
∑
k∈K+

ϕkkk(k) sin k + 2
∑
q∈kkk

[−2h− 2 cos q + (ϕkkk(q)− 1
ϕkkk\q(q)

) sin q]

+
λ

L

L− 4
∑
q∈kkk

1

2

.

(40)

The condition for |ϕ⟩ to be an eigenstate of H(h, λ) is again that E(kkk) is independent of
kkk. Contrary to the integrable case λ = 0, we see however that a coherent state, i.e. a
state for which ϕkkk(q) = ϕ(q) is independent of kkk, cannot satisfy this condition. Indeed,
sets with only one element kkk = {q} for q ∈ K+ would fix the value of ϕ(q)− 1

ϕ(q) through

a condition similar to (33). But then, considering sets with two elements kkk = {q1, q2}, we
would necessarily have E({q1, q2}) ̸= E({q1}) if λ ̸= 0.

To go further, we are going to consider an ansatz state |ϕ⟩ for which in the thermody-
namic limit, ϕkkk depends only on the density ρ(k) of momenta in kkk, denoted then ϕρ, and
that moreover ϕρ has a smooth dependence in ρ. We are going to show that one can build
indeed a functional ϕρ that will make the candidate energy E(kkk) independent of kkk. So the
state |ϕ⟩ is assumed to satisfy the factorization property in the thermodynamic limit

⟨k̄̄k̄k ∪ {q,−q}|ϕ⟩ = iϕρ(q)⟨k̄̄k̄k|ϕ⟩ . (41)

with ρ the density of kkk. Such a state will be called density-resolved coherent state, in the
sense that the function ϕ(q) involved in the coherent state factorization property (38) now
depends on the density of momenta ρ in the state for which the overlap is computed.
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The functional ϕρ(q) entering the definition of the density-resolved coherent state (41)
cannot be chosen freely. The definition of ϕkkk in (38) actually implies an important con-
straint on ϕρ in the thermodynamic limit. Indeed, one can form a state by adding momenta
in a different order, so that some consistency equations have to be satisfied on ϕkkk. For
example, adding momenta q1 or q2 first implies

ϕkkk(q1)ϕkkk∪q1(q2) = ϕkkk(q2)ϕkkk∪q2(q1) . (42)

We show in Appendix A that in the thermodynamic limit, the only resulting constraint
on ϕρ is

∂ρ(q)ϕρ(k)

ϕρ(k)
=
∂ρ(k)ϕρ(q)

ϕρ(q)
, (43)

for all k, q ∈ K+.

Returning to (40), the candidate energy density e(ρ) ≡ E(kkk)
L takes the following form

in the thermodynamic limit

e(ρ) =h− 1

π

∫ π

0
ϕρ(k) sin kdk + 2

∫ π

0
ρ(k)

[
−2h− 2 cos k + (ϕρ(k)− 1

ϕρ(k)
) sin k

]
dk

+ λ

(
1− 4

∫ π

0
ρ(k)dk

)2

.

(44)
For |ϕ⟩ to be an eigenstate of H(h, λ) one requires that e(ρ) is independent of ρ. Without
constraints on ϕρ, one could make e(ρ) independent of ρ in many ways, e.g. by replacing
the magnetic field h in (34) by h+2λ(1−4

∫ π
0 ρ(k)dk). But the resulting ϕρ would violate

the constraint (43). The condition that e(ρ) is independent of ρ can be formulated as
∂ρ(q)e(ρ) = 0 for all q ∈ K+ and for all ρ. This is

∂ρ(q)e(ρ) = 2
[
−2h− 2 cos q + (ϕρ(q)− 1

ϕρ(q)
) sin q

]
− 8λ

(
1− 4

∫ π

0
ρ(k)dk

)
+ 2

∫ π

0
∂ρ(q)ϕρ(k) sin k

[
ρ(k)

1 + ϕρ(k)
2

ϕρ(k)2
− 1

2π

]
dk = 0 .

(45)

However, finding a solution ϕρ(k) to this equation that satisfies the constraint (43) is a
priori a difficult task.

3.4 Dominant density

To go further, let us come back to the factorization property (41). Because of this relation,
one sees that the overlap of |ϕ⟩ with a basis state |k̄̄k̄k⟩ will be exponential in L and take
the following form in the thermodynamic limit

|⟨k̄̄k̄k|ϕ⟩|2 = a[ρ]eLb[ρ] , (46)

with a, b some functionals of ρ of order L0. Here, (41) implies

e∂ρ(q)b[ρ] = |ϕρ(q)|2 . (47)

Let us now consider O an observable that is local in the basis of the |kkk⟩’s, i.e. that has
non-zero matrix elements ⟨kkk|O|qqq⟩ ̸= 0 only if qqq has less than n momenta that differ from
kkk, with n fixed. We have then

⟨ϕ|O|ϕ⟩ =
∑

kkk,qqq⊂K

⟨kkk|ϕ⟩⟨qqq|ϕ⟩∗⟨qqq|O|kkk⟩ . (48)
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Using that O is local in the basis, one can write

⟨ϕ|O|ϕ⟩ =
∑

kkk⊂K+

|⟨k̄̄k̄k|ϕ⟩|2
 ∑

q1,...,qn

n∏
j=1

iϕ̃ρ(qj)⟨q̄̄q̄q|O|k̄̄k̄k⟩

 , (49)

where ϕ̃ρ(qj) = ϕρ(qj) if qj /∈ kkk and ϕ̃ρ(qj) = −1/ϕρ(qj) if qj ∈ kkk, with ρ is the density of
kkk. The quantity in parentheses is of order at most polynomial in L, whereas the overlap
|⟨k̄̄k̄k|ϕ⟩|2 is exponential in L. Moreover, there are eLS[ρ] terms whose kkk has density ρ in the
thermodynamic limit, with the entropy

S[ρ] = − 1

2π

∫ π

0
2πρ log(2πρ) + (1− 2πρ) log(1− 2πρ) . (50)

Hence in the thermodynamic limit, states |k̄̄k̄k⟩ with density ρ contribute to ⟨ϕ|O|ϕ⟩ with a
weight eLw[ρ] where

w[ρ] = b[ρ] + S[ρ] . (51)

It follows that in the thermodynamic limit, the states with density ρ∗ that maximises
the exponent w[ρ] will dominate exponentially. A necessary condition is ∂ρ(q)w[ρ] = 0 at
ρ = ρ∗, which gives

∂ρ(q)b[ρ∗]− log
ρ∗(q)

1
2π − ρ∗(q)

= 0 , (52)

namely

ρ∗(q) =
1

2π

|ϕρ∗(q)|2

1 + |ϕρ∗(q)|2
. (53)

Hence, as long as operators local in the basis are concerned, expectation values within
a density-resolved coherent state |ϕ⟩ will depend only on the value of ϕρ∗(q) where the
dominant density ρ∗ satisfies (53).

We note that this condition (53) would also be satisfied by a local minimum of w[ρ],
whereas the dominant density ρ∗ should be a maximum. We will come back to this in
Section 3.8.

3.5 The energy densities in the thermodynamic limit

Let us now come back to the condition for which |ϕ⟩ is an eigenstate of H(h, λ) in the
thermodynamic limit, i.e. ∂ρ(q)e(ρ) = 0 written in (45). One sees that, remarkably, if ϕρ(k)
is real, this condition simplifies greatly at the dominant density ρ∗ since the coefficient in
front of ∂ρ(q)ϕρ(k) vanishes. This yields the following quadratic equation on ϕρ∗(k)

−2h− 2 cos q + (ϕρ∗(q)− 1
ϕρ∗ (q)

) sin q − 4λ

(
1− 4

∫ π

0
ρ∗(k)dk

)
= 0 . (54)

We obtain thus the exact expression

ϕρ∗(q) =
h+ 2λ(1− 4D) + cos q

sin q
±

√(
h+ 2λ(1− 4D) + cos q

sin q

)2

+ 1 , (55)

where we introduced

D =

∫ π

0
ρ∗(k)dk . (56)

Hence, notably, we can determine the only needed value of ϕρ in the thermodynamic limit
without solving the full equation (45). The choice of the ± sign in (55) parametrizes
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different eigenstates, as in the TFIM case. For each of these choices, the condition on the
dominant density (53) implies then that D satisfies the self-consistent equation

D =
1

2π

∫ π

0

ϕρ∗(q)
2

1 + ϕρ∗(q)
2
dk . (57)

The value of the energy density of this eigenstate is then given by e(ρ∗) in (44). This reads

e(ρ∗) = h+ λ− 1

π

∫ π

0
ϕρ∗(k) sin kdk − 16λD2 . (58)

3.6 Interpretation in terms of a mean-field Hamiltonian

We can reformulate the previous results in a more familiar way. Let us denote

x = h+ 2λ(1− 4D) , (59)

and ϕ±(q) the expression (55) on the right-hand side. Introducing

εx(k) =
√
1 + x2 + 2x cos k , (60)

we compute
ϕ+(q) sin q − ϕ−(q) sin q = 2εx(q)

ϕ2+(q)

1 + ϕ2+(q)
−

ϕ2−(q)

1 + ϕ2−(q)
= ∂xεx(q) .

(61)

Hence, introducing the density of excitations 0 ≤ ν(k) ≤ 1
2π indicating the density of the

k’s for which the − sign is chosen in (55), we find that the energy density E(ν) reads

E(ν) = − 1

π

∫ π

0
εx(k) (1− 4πν(k)) dk − (x− h)2

4λ
(62)

where from (57) x satisfies the equation

x+
2λ

π

∫ π

0
∂xεx(k) (1− 4πν(k)) dk = h . (63)

We note that this equation is exactly the extremality condition of E(ν) with respect to x,
namely ∂xE(ν) = 0. Such formulation precisely corresponds to a mean field TFIM with
an effective transverse field x

H = −
L∑

j=1

σzjσ
z
j+1 + x

L∑
j=1

σxj − (x− h)2

4λ
, x = h+ 2λ

〈
1

L

L∑
j=1

σxj

〉
, (64)

where the expectation value is taken in the eigenstate considered with fixed excitations
ν(k). This amounts to making the mean-field “approximation” in H(h, λ) L∑

j=1

σxj

2

−→ 2
L∑

j=1

σxj

〈
L∑

j=1

σxj

〉
−

〈
L∑

j=1

σxj

〉2

. (65)

The derivation of the previous subsections of Section 3 shows that the MFT Hamiltonian
(64) becomes exact in the thermodynamic limit.
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3.7 Local correlations in the thermodynamic limit

The fact that eigenstates of H(h, λ) are density-resolved coherent states also allows for an
exact expression of a large class of expectation values and correlation functions. Indeed,
for any observable O that is local in the basis of kkk’s, the reasoning of Section 3.4 applies
and in the thermodynamic limit the expectation value of O is

lim
L→∞

⟨ϕρ|O|ϕρ⟩ = ⟨ϕρ∗ |O|ϕρ∗⟩ . (66)

This means it can be computed within a (not density-resolved) coherent state with am-
plitude ϕρ∗(k). For these states, techniques allow for the computation of any expectation
value of operators that are local in the basis. We refer the reader to Ref [37] where
expectation values of various observables are computed within a coherent state.

3.8 Computing ϕρ for ρ ̸= ρ∗

In this Section, we investigate the construction of a solution ϕρ to (45) that satisfies (43),
perturbatively in

δρ(k) = ρ(k)− ρ∗(k) . (67)

To that end, we introduce Fρ(k) the functional defined by

ϕρ(k) = ϕρ∗(k) expFρ(k) . (68)

The constraint (43) translates into the fact that the quantity

fn(q1, ..., qn) = ∂ρ(q1)...∂ρ(qn−1)Fρ(qn)|ρ=ρ∗ (69)

must be symmetric in its arguments q1, ..., qn for all qi’s and n. We recall that |ϕ⟩ is an
eigenstate of H(h, λ) if and only if the candidate energy density e(ρ) in (44) is independent
of ρ. We saw that the equation ∂ρ(q)e(ρ) = 0 at ρ = ρ∗ yields an equation on ϕρ∗ . Similarly,
an equation on fn is obtained from

∂ρ(q1)...∂ρ(qn)e(ρ)|ρ=ρ∗ = 0 . (70)

From the expression (44) for e(ρ), and using the condition for the dominant density (53),
we obtain for n = 2 the following algebraic Riccati equation on f2

16λ+ f2(k, q)
(
sin k(ϕρ∗(k) +

1
ϕρ∗ (k)

) + sin q(ϕρ∗(q) +
1

ϕρ∗ (q)
)
)

− 1

π

∫ π

0
f2(k, p)

sin p

ϕρ∗(p) +
1

ϕρ∗ (p)

f2(p, q)dp = 0 .
(71)

while for n > 2 we obtain the linear equation on fn

fn(q1, ..., qn)
n∑

i=1

(
ϕρ∗(qi) +

1
ϕρ∗ (qi)

)
sin qi −

1

π

n∑
i=1

∫ π

0

f2(k, qi) sin k

ϕρ∗(k) +
1

ϕρ∗ (k)

fn(q1, ..., k︸︷︷︸
ith

, ..., qn)dk

= Gf2,...,fn−1(q1, ..., qn) ,
(72)

with some function Gf2,...,fn−1 that depends on f2, ..., fn−1 and that is symmetric in
q1, ..., qn.

As a quadratic equation in f2, (71) has many solutions. To go further, let us express
the amplitudes |⟨k̄̄k̄k|ϕ⟩|2 in terms of f2 at next-to-leading order in δρ. We consider a density
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ρ ̸= ρ∗ and a state |k̄̄k̄k⟩t with density tρ + (1 − t)ρ∗, and define bt as in (46), namely the
number such that

|t⟨k̄̄k̄k|ϕ⟩|2 ∼ eLbt . (73)

From (47), one finds

∂tbt = 2

∫ π

0
δρ(k) log |ϕtρ+(1−t)ρ∗(k)|dk , (74)

which is, at order δρ2

∂tbt = 2

∫ π

0
δρ(k) log |ϕρ∗(k)|dk + 2t

∫ π

0

∫ π

0
δρ(k)δρ(q)ℜf2(k, q)dkdq . (75)

Hence, integrating between 0 and 1, we have |⟨k̄̄k̄k|ϕ⟩|2 ∼ eLb[ρ] with

b[ρ]− b[ρ∗] = 2

∫ π

0
δρ(k) log |ϕρ∗(k)|dk+

∫ π

0

∫ π

0
δρ(k)δρ(q)ℜf2(k, q)dkdq+O(δρ3) . (76)

Taking into account the entropy factor eLS[ρ], one finds that the states with density ρ
contribute to order eLw[ρ] with

w[ρ]− w[ρ∗] = −1

2

∫ π

0

∫ π

0
δρ(k)δρ(q)H(k, q)dkdq +O(δρ3) . (77)

where

H(p, q) =
δ(k − q)

ρ∗(k)(1− 2πρ∗(k))
− 2ℜf2(k, q) . (78)

We recall from Section 3.4 that the density ρ∗ should be a maximum of w[ρ], whereas the
equation (53) only imposes an extremality condition. This means that for the construction
of Section 3.3 to hold, there should be a solution f2 to (71) such that H is positive definite.
To investigate this, we will work with the assumption

0 ≤ ν(k) ≤ 1

4π
, (79)

which is indeed satisfied for zero and finite temperature equilibrium, see Section 4. We
find the following criterion

Property 1. Under the assumption (79), there is a solution f2 to (71) such that (78) is
positive definite, if and only if

λ ≥ 0 and x local maximum of E(ν)
or λ < 0 and x local minimum of E(ν) .

(80)

Moreover, if it exists, the solution f2 is unique.

This Property is proven in Appendix B. We note that in the case (79), when λ ≥ 0
a solution to ∂xE(ν) = 0 always satisfies ∂2xE(ν) < 0, so the first possibility of Property
1 could be simplified to λ ≥ 0. We also remind the reader that the mean-field equation
on the effective magnetic field x derived in Section 3.6 is only that x is an extremum of
E(ν). We see here that the maximality of ρ∗ refines this condition and imposes a maxi-
mality/minimality condition on x.

Let us finally briefly comment on physical situations that will involve the full func-
tional ϕρ. Although the values of ϕρ for ρ ̸= ρ∗ do not play any role in thermodynamic
properties, they will appear in broader problems like out-of-equilibrium physics. Indeed,
when decomposing a state in terms of the eigenstates of the model, the overlaps are not
necessarily dominated by the dominant density ρ∗. For example, time-evolving |0⟩ with
H(h, λ), the overlaps between the initial state and the eigenstates depend only on |⟨0|ϕ⟩|2,
and not on |⟨k̄̄k̄k|ϕ⟩|2 for kkk with density ρ∗.
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3.9 Numerical checks

In Figure 1 we provide numerical checks of the exact spectrum of (1) in the thermodynamic
limit given in Section 3.6. Specifically, we compute numerically the ground state energy
density for several parameters and compare it to (62) for ν = 0 (see below in Section 4.1).
We observe excellent agreement.

(h, λ) L = 14 L = 16 L = 18 L = 20 extrapolated exact

(0.5, 1) -1.04467 -1.04288 -1.04152 -1.04044 -1.03076 -1.03131

(0.5,−1) -1.54583 - 1.55272 -1.55814 - 1.56251 -1.60179 -1.60287

(2, 0.5) - 1.75340 - 1.75153 - 1.75011 -1.74900 -1.73904 -1.73960

(2,−0.5) - 2.55289 -2.55679 -2.55984 -2.56228 -2.58422 -2.58433

(−0.5,−3) -3.33028 -3.35622 - 3.37642 - 3.39259 -3.53816 -3.53862

Figure 1: Numerical value of the ground state energy density of H(h, λ) for different
parameters h, λ and system size L, obtained from exact diagonalization. The extrapolated
value is computed using a linear fit in 1/L with the values L = 18, 20.

3.10 Non-empty set of single momenta sss

As promised in Section 3.1, let us come back to the case where sss the set of single momenta
that parametrizes different sectors of H(h, λ) is not empty sss ̸= ∅. In this case, we define
coherent states |ϕ⟩ for ϕ(q) a function of q ∈ Ksss

+ as

|ϕ⟩ = A
∑

kkk⊂Ksss
+

(∏
k∈kkk

iϕ(k)

)
|k̄̄k̄k ∪ sss⟩ . (81)

They satisfy as well the factorization property

⟨k̄̄k̄k ∪ {q,−q} ∪ sss|ϕ⟩ = iϕ(q)⟨k̄̄k̄k ∪ sss|ϕ⟩ , (82)

for any q ∈ Ksss
+ \kkk. By changing K+ into Ksss

+, it is straightforward to adapt the derivation
of Section 3.2 to show that eigenstates of the TFIM H(h, 0) can be found under this form.
Specifically, we have

⟨k̄̄k̄k ∪ sss|H(h, 0)|ϕ⟩ = E(kkk)⟨k̄̄k̄k ∪ sss|ϕ⟩ (83)

with

E(kkk) = hL−2
∑
s∈sss

cos s−2
∑
k∈Ksss

+

ϕ(k) sin k+2
∑
q∈kkk

[−2h−2 cos q+(ϕ(q)− 1
ϕ(q)) sin q] , (84)

and imposing independence from kkk the same condition (33) follows.
As in the case sss = ∅, eigenstates of H(h, λ) can be found by promoting ϕ(q) in (82)

into a functional ϕρ(q) of the density ρ of momenta kkk. We introduce as well σ(k) the
density of single momenta in sss, defined for −π < k < π. The candidate energy density
e(ρ) of (44) becomes then

e(ρ) =h− 2

∫ π

−π
σ(k) cos kdk − 1

π

∫ π

0
(1− 2π(σ(k) + σ(−k)))ϕρ(k) sin kdk

+ 2

∫ π

0
ρ(k)

[
−2h− 2 cos k + (ϕρ(k)− 1

ϕρ(k)
) sin k

]
dk

+ λ

(
1− 2

∫ π

−π
σ(k)dk − 4

∫ π

0
ρ(k)dk

)2

.

(85)
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Proceeding as before we obtain the following. We introduce for −π < k < π the density
of excitations 0 ≤ ν(k) ≤ 1

2π counting both the density of the |k|’s for which the − sign is
chosen in (55), as well as the density of sss. We find that the energy density E(ν) reads

E(ν) = − 1

2π

∫ π

−π
εx(k) (1− 4πν(k)) dk − (x− h)2

4λ
(86)

where x satisfies the equation

x+
λ

π

∫ π

−π
∂xεx(k) (1− 4πν(k)) dk = h . (87)

4 Thermodynamics

4.1 Phase diagram at zero temperature

4.1.1 Ground state energy

Let us determine the phase diagram of the model at zero temperature, namely the ana-
lyticity regions of the ground state energy as a function of h, λ. With the notations of
Section 3.6, the set of excitations ν corresponding to the ground state has to satisfy the
local minimum conditions

∂ν(k)E(ν) ≥ 0 if ν(k) = 0

∂ν(k)E(ν) ≤ 0 if ν(k) = 1
2π

∂ν(k)E(ν) = 0 if 0 < ν(k) < 1
2π

. (88)

From (62) and (63), we find
∂ν(k)E(ν) = 4εx(k) , (89)

which is strictly positive for 0 < k < π. Hence the ground state energy density is obtained
with ν = 0 for all parameters h, λ. So it is

F (x) = − 1

π

∫ π

0
εx(k)dk −

(x− h)2

4λ
. (90)

where x satisfies F ′(x) = 0. In case of multiple solutions to F ′(x) = 0, the ground state
is given by the lowest F (x). One notes, however, that if there is only one x that satisfies
F ′(x) = 0, it can a priori be the maximum of F and not the minimum.

As a function of x, F (x) is non analytical only when x = ±1. Hence the phase
transitions of the model are located either (i) at (h, λ) such that x = ±1, or (ii) when x
has a non-analyticity as a function of h, λ. To go further, we need to study the solutions
to F ′(x) = 0.

4.1.2 Case λ ≥ 0

Let us consider first λ ≥ 0. We have

F ′(x) = − 1

π

∫ π

0

x+ cos k√
x+ cos k)2 + sin2 k

dk − x− h

2λ
.

F ′′(x) = − 1

π

∫ π

0

sin2 k

((x+ cos k)2 + sin2 k)3/2
dk − 1

2λ
.

(91)
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We see that F ′′(x) < 0 for all x, and F ′(±∞) → ∓∞, hence there is a unique solution to
the equation F ′(x) = 0. It follows that when λ ≥ 0, the only possible phase transitions
occur when x = ±1. Since F ′(±1) = ∓ 2

π − ±1−h
2λ , we conclude that there are two critical

lines for λ ≥ 0 given by

h∓ 4λ

π
= ±1 . (92)

These phase transitions are not associated to discontinuous changes of eigenstates, so they
are continuous (second-order) phase transitions. The order parameter is the magnetization
⟨σz⟩ as in the usual TFIM. It is non-zero for −1 − 4λ

π < h < 1 + 4λ
π ≡ hc and zero for

h outside this interval. In the TFIM, the magnetization behaves as ⟨σz⟩ ∼ δh1/8 at the
transition at h = 1+ δh. Here, for λ > 0, this critical behaviour is marginally modified by
the singular behaviour of the effective magnetic field x at the transition. Indeed, around
x = 1 + δx we have

F ′(x) =
h

2λ
− 1

2λ
− 2

π
+

1

π
δx log |δx|+O(δx) . (93)

Hence for h = 1 + 4λ
π + δh, the unique solution to F ′(x) = 0 behaves as

x = 1− π

2λ

δh

log |δh|
+ o

(
δh

log |δh|

)
. (94)

It follows that we have a behaviour of the magnetization at λ > 0 that is marginally
corrected compared to λ = 0 as

⟨σz⟩ ∼
(

hc − h

log(hc − h)

)1/8

. (95)

We note that this kind of multiplicative logarithmic corrections generally arises when
marginal operators perturb the field theory describing a critical point [38,39].

4.1.3 Case λ < 0

Let us now consider the case λ < 0. It is convenient to introduce

δF ′(x) = F ′(x) +
h

2|λ|
, (96)

which is independent of h. This way, the solutions to F ′(x) = 0 correspond to intersections
of the graph of the function δF ′(x) with the horizontal lines h

2|λ| . This naturally suggests
to study the phase diagram of the model by fixing λ < 0 and varying h from −∞ to +∞.
To study the solutions to δF ′(x) = h

2|λ| as a function of h, we need more information on

the behaviour of this function. As shown in Appendix C, F ′′′(x) is odd and we have{
F ′′′(x) < 0 for 0 < x < 1

F ′′′(x) > 0 for x > 1 .
(97)

Hence F ′′(x) is decreasing for 0 < x < 1, goes to −∞ at x = 1, is increasing for x > 1,
and goes to − 1

2λ > 0 when x → ∞. Given that F ′′(x) is even, we conclude that F ′′(x)
changes sign two times from x = −∞ to +∞ if F ′′(0) < 0, and four times if F ′′(0) > 0. It
follows that the equation F ′(x) = 0 has at most three solutions if F ′′(0) < 0, and at most
five if F ′′(0) > 0. If one of these solutions x satisfies F ′′(x) < 0, then since F (x) → +∞
when x → ±∞, there has to be another solution x′ < x with F (x′) < F (x), and so x
cannot correspond to the ground state. Hence there are only at most two possible values
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of x when F ′′(0) < 0, and at most three when F ′′(0) > 0. When F ′′(0) < 0 there is a
unique interval of values of x (specifically, where F ′′(x) < 0) that can never correspond to
the ground state for any value of h, and when F ′′(0) > 0 there are two such intervals.

Now, since F ′′(x) → − 1
2λ > 0 when x → ∞, the function δF ′(x) is strictly increasing

for |x| sufficiently large, and is not divergent anywhere on the real line, so for |h| large
enough the equation δF ′(x) = h

2|λ| has only one solution x that behaves as x→ ±∞ when
h → ±∞. Hence, because of the intervals of values of x that are excluded, there are
either one or two discontinuous changes of x as h goes from −∞ to ∞ at fixed λ. These
changes precisely correspond to first-order phase transitions. If F ′′(0) < 0 there is only
one excluded interval and so there is exactly one phase transition. If F ′′(0) > 0 there are
two excluded intervals that do not contain 0. By symmetry, the ground state has a value
x between the two excluded intervals if and only if the ground state is obtained for x = 0
at h = 0. Hence, summarizing, there is exactly one phase transition from h = −∞ to
h = ∞ if x = 0 is not the minimum of F (x) at h = 0, and this phase transition occurs at
h = 0. There are exactly two phase transitions from h = −∞ to h = ∞ if x = 0 is the
minimum of F (x) at h = 0, and they occur at some values of magnetic field ±h0(λ). Let
us investigate quantitatively these conditions as a function of λ. We have

F ′′(0) = −1

2
− 1

2λ
, (98)

so at least for λ < −1 we have F ′′(0) < 0, implying only one phase transition. For
0 < λ < −1 one has F ′′(0) > 0, so that the criterion to distinguish between one or two
phase transitions is whether F (0) = −1 is the minimum of the function F (x) at h = 0.
This condition means

∀x, − 1

π

∫ π

0

√
1 + x2 + 2x cos kdk − x2

4λ
≥ −1 , (99)

which is equivalent to

∀x, λ ≥ 1

4

x2

1− 1
π

∫ π
0

√
1 + x2 + 2x cos kdk

. (100)

Hence, denoting

λc = −1

4
min
x∈R

x2

1
π

∫ π
0

√
1 + x2 + 2x cos kdk − 1

, (101)

there is only one phase transition in h for λ < λc, occurring at h = 0, and there are two
phase transitions in h for λ > λc. Numerically, this critical value is

λc = −0.836584... . (102)

Finally, we remark that when λ < 0 there cannot be any phase transitions coming from
the non-analyticity of F (x) at x = ±1. Indeed, we have F ′′(±1) → −∞, so x = ±1 cannot
be a minimum, so x = ±1 is never the effective magnetic field corresponding to the ground
state.

From these analytic considerations, we obtain the following phase diagram in Figure
2. The different phases mentioned in Figures 2 and 3 are

• Phase I: ordered phase for σz, paramagnetic phase for σx.

• Phase II±: disordered phase for σz, paramagnetic phase for σx.

• Phase II: disordered phase for σz, ordered phase for σx.

• Phase III: disordered phase for σz and σx.
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λ

h

−1

1

λc

Phase I

Phase II+

Phase II-

λc < λ ⪅ 0 λc ⪅ λ < 0

λ = λc λ << λc

Figure 2: Left: Phase diagram at zero temperature of the Hamiltonian (1) in the (λ, h)
plane. Blue thick lines indicate first-order phase transitions and red thick lines second-
order phase transitions. Right: Sketches of F (x) as a function of x for h = 0 and different
values of λ. The ground state value is given by the minimum of the function plotted.

4.2 Phase diagram at finite temperature

4.2.1 The free energy at finite temperature

Let us now consider finite temperature equilibrium. It is known that in presence of long-
range interactions, the canonical and microcanonical ensembles are not necessarily equiv-
alent [40]. We will restrict our study of the finite temperature phase diagram to the
canonical ensemble only. In this case, the free energy at finite inverse temperature β is
defined by

f(β) = lim
L→∞

− 1

βL
log tr e−βH(h,λ) . (103)

In the partition function tr e−βH(h,λ), the terms with density of excitations ν contribute
as e−βLE(ν) with E(ν) the energy density given in (62), and there are asymptotically eLS(ν)

of them, with the entropy

S(ν) = −
∫ π

0

[
ν(k) log(2πν(k)) + ( 1

2π − ν(k)) log(1− 2πν(k))
]
dk . (104)

Hence the free energy is

f(β) = min
ν

[
E(ν)− 1

β
S(ν)

]
, (105)

where the minimum is taken over the set of functions 0 ≤ ν(k) ≤ 1
2π . The extremality

condition for the minimal ν is

ν(k) =
1

2π

1

1 + eβ∂ν(k)E(ν)
, (106)

with ∂ν(k)E(ν) given in (89). Hence, writing E(ν)− 1
βS(ν) in terms of this ν(k), one finds

that the free energy is

Fβ(x) = − 1

2πβ

∫ π

0
log[2 cosh(2βεx(k))]dk −

(x− h)2

4λ
, (107)
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with x satisfying (63), which is exactly F ′
β(x) = 0. In case of multiple solutions x, the free

energy is the one that minimizes Fβ(x) among these solutions. One notes, however, that
as in the zero-temperature case, x can be a local maximum of Fβ(x) if there is only one x
that satisfies F ′

β(x) = 0.

4.2.2 Case λ ≥ 0

We start with the case λ ≥ 0. Looking for solutions to F ′
β(x) = 0, we compute

F ′′
β (x) =− 1

2λ
− 1

π

∫ π

0
∂2xεx(k) tanh(2βεx(k))dk

− 2β

π

∫ π

0
(∂xεx(k))

2(1− tanh2(2βεx(k)))dk .

(108)

Since we always have εx(k), ∂
2
xεx(k) ≥ 0, we see that for λ ≥ 0 we have F ′′

β (x) < 0 for all
x. Since F ′

β(±∞) → ∓∞, we conclude that there is a unique solution to F ′
β(x)=0 and

that solution is a smooth function of h, λ, β. Moreover, for β < ∞ the free energy Fβ(x)
is a smooth function of x. Hence there is no phase transition at finite temperature for
λ ≥ 0, and the system is in the high-temperature phase as soon as β <∞.

4.2.3 Case λ < 0 and β small

We now consider λ < 0 and the high temperature phase, namely β close to 0 in a sense
that we will precise. Using the expression for εx(k), we write

F ′′
β (x) =− 1

2λ
− 2β

π

∫ π

0
(1− (∂xεx(k))

2)
tanh(2βεx(k))

2βεx(k)
dk

− 2β

π

∫ π

0
(∂xεx(k))

2(1− tanh2(2βεx(k)))dk .

(109)

Using then | tanhx
x | ≤ 1 and |∂xεx(k)| ≤ 1, we find that for λ < 0 and

β <
1

8|λ|
(110)

we have F ′′
β (x) > 0 for all x, so only one solution to F ′

β(x) = 0. Hence at least in the
region (110), the system is in the high-temperature phase.

This also implies that at fixed β < ∞, there is always a band λ0(β) < λ < 0 with
λ0(β) < − 1

8β in which the system is in the high-temperature phase.

4.2.4 Case λ < 0 and β large

We now fix λ < 0 and h and consider the low temperature phase, namely β >> 1 in a sense
that we will precise. Comparing the finite temperature F ′

β(x) and the zero temperature
F ′(x) we have

F ′
β(x)− F ′(x) =

1

π

∫ π

0
∂xεx(k)(1− tanh(2βεx(k)))dk . (111)

Hence
|F ′

β(x)− F ′(x)| ≤ e−4βmin(|1−x|,|1+x|) , (112)

and it follows that for any fix δ > 0, F ′
β(x) converges uniformly to F ′(x) in the region

||x| − 1| > δ when β → ∞. Now, we know that F ′(±1) → −∞ and that for λ < 0 the
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value of x corresponding to the ground is a minimum of F (x) (see the end of Section
4.1.3). Hence at fixed λ < 0, there is a δ > 0 such that for all h, the value of x at zero
temperature satisfies ||x| − 1| > δ. It follows that solutions to F ′

β(x) = 0 have a smooth
dependence in β for β in a neighbourood of ∞.

Let us now assume that h, λ are chosen away from the phase transition lines. In this
case there is a unique global minimum of F (x), and the other possible local minima take a
value δ′ > 0 larger. Hence for β large enough the minimum of the function Fβ(x) will vary
smoothly in β. We conclude thus that for λ < 0 and h, λ away from the phase transition
lines at zero temperature, there is no phase transition in x for β0(h, λ) < β ≤ ∞ with
some large enough β0(h, λ) <∞.

4.2.5 Existence of a finite-temperature phase transition for λ < 0 and h = 0

Let us fix λ < 0 and consider the case h = 0. From Section 4.2.3 we know that for β small
enough the only solution to F ′

β(x) = 0 is x = 0. Now, we have

F ′′
β (0) = − 1

2λ
− tanh(2β)

2
− β(1− tanh2(2β)) . (113)

So F ′′
β (0) ≥ 0 for all β is equivalent to

λ ≥ λ′c , (114)

with

λ′c = −min
β>0

1

tanh(2β) + 2β(1− tanh2(2β))
. (115)

The value β′c for which this minimum is attained is the unique positive solution to

2β′c tanh(2β
′
c) = 1 . (116)

Numerically, this is

λ′c = −0.833557... , β′c = 0.599839... . (117)

Hence for λ < λ′c there is necessarily a range of temperatures for which F ′′
β (0) < 0, hence

for which x = 0 is not a minimum of Fβ(x). Hence at least for λ < λ′c there is a phase
transition at finite temperature.

4.2.6 More details: numerical study

To say more about the phase diagram, we need to carry out a precise analytical study
of Fβ(x), similar to that performed in the zero-temperature case. Unfortunately, the
finite temperature case is significantly more involved and we were not able to prove the
following result generalizing (97). What we observe numerically is the existence of β′′c > 0
that satisfies F ′′′′

β′′
c
(0) = 0 and that is such that

for β < β′′c , ∀x > 0 , F ′′′
β (x) > 0

for β > β′′c , there exists a unique 0 < x0 < 1 such that

{
F ′′′
β (x) < 0 for 0 < x < x0

F ′′′
β (x) > 0 for x > x0 .

(118)
We will assume (118) satisfied in the following. Let us investigate the consequences of this
property.
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Phase II

Figure 3: Left: phase diagram at low finite temperature with the same conventions as
the left panel of Figure 2. The red dots indicate critical points with second-order phase
transition. Right: finite temperature phase diagram of H(h, λ) for h = 0, in terms of λ
and temperature T = 1/β. The blue thick line indicates a first-order phase transition and
the red thick line a second-order phase transition whose expression is (121). The curve of
the blue line has been slightly exaggerated on the plot to make it clear that there is an
inverse melting region.

Second-order finite temperature phase transition line

We know that at fixed λ < λ′c there is a phase transition at finite temperature, since
F ′′
β (0) is positive for β = 0 and negative for β large enough. However, the transition does

not necessarily occur at x = 0, as there could be another solution x > 0 to F ′
β(x) = 0

appearing as we increase β before F ′′
β (0) becomes negative. Because of (118), a necessary

and sufficient condition for this latter fact not to happen is that F ′′′′
β0(λ)

(0) > 0 at the value

of β = β0(λ) for which F ′′
β0(λ)

(0) = 0. Hence if β0(λ) < β′′c then there is a second-order

phase transition at β0(λ). Otherwise the transition is first order. We define then λ′′c by
F ′′
β′′
c
(0) = 0, i.e.

λ′′c = − 1

tanh(2β′′c ) + 2β′′c (1− tanh2(2β′′c ))
. (119)

Numerically, we find

λ′′c = −0.834428... , β′′c = 0.571496... . (120)

For λ < λ′′c there is always a second-order phase transition at finite temperature β satis-
fying F ′′

β (0) = 0, namely given by the curve

λ = − 1

tanh(2β) + 2β(1− tanh2(2β))
, λ < λ′′c . (121)

First-order phase transition line at finite temperature

We see that λ′′c < λ′c. Hence there is a region that includes at least λ′′c < λ < λ′c for which
there is a first-order phase transition at finite temperature as we increase β occurring
before (and so, hiding) the second-order phase transition.
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Inverse melting/freezing region

We finally note that λc < λ′c. At zero temperature for λ > λc and h = 0 the system is
ordered for σz and disordered for σx. We know from Section 4.2.4 that at low temperature
the system will remain disordered for σx (and becomes immediately disordered for σz).
At high temperature the system is also disordered for σx. However, we also know that
for λ < λ′c there is necessarily a phase transition for σx as we lower the temperature from
the infinite temperature region, entering thus an ordered phase for σx. Hence at least for
λc < λ < λ′c there is inverse melting/freezing [15], in the sense that increasing/decreasing
the temperature drives the system into an ordered/disordered phase. We note that the
region of parameter space [λc, λ

′
c] is very tiny, but the inverse melting/freezing regions of

other models are also typically tiny [16, 18]. Gathering these different findings, the phase
diagram of the model at finite temperature is plotted in Figure 3.

5 Summary and discussion

In this paper, we showed that the transverse field Ising model with additional all-to-
all interactions can be exactly solved with MFT in the thermodynamic limit. This is a
surprising fact as the model contains short-range interactions, which usually spoils the
exactness of MFT. We obtained an expression for the energy density of any state in the
thermodynamic limit, as well as expectation value of local operators within any state. We
then studied the phase diagram of the model at both zero and finite temperature. These
results are interesting for the following reasons.

Firstly, this work provides a new solvable model that is in a sense intermediate between
a free model and an interacting model. In this optics it can be used as a testbed for study-
ing features of many-body quantum physics. This is particularly relevant since it displays
properties that are absent from the TFIM while remaining solvable, most notably a phase
transition at finite temperature. Such transitions are usually absent from 1D models be-
cause of the Mermin-Wagner theorem, and 2D quantum models which can display them
present huge obstacles. Hence this model could open valuable analytical studies. Among
other facts, the model also displays critical behaviour with a marginally relevant pertur-
bation, as well as a region with inverse melting/freezing. An interesting open question is
whether the model displays thermalization like a generic many-body quantum model, or
if it behaves like an integrable model.

Secondly, we introduced a novel method to solve the model in the thermodynamic
limit. It consists in looking for an eigenstate of the model under the form of an eigenstate
of a free model whose parameters are modulated by the density of momenta in a basis
where the Hamiltonian only creates a finite number of excitations. The fact that the
method only works in the thermodynamic limit is appealing, since it leaves hope for more
general applicability beyond this model. In future works we aim at investigating to what
extent this approach can be applied to other models.
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A Proof of (43)

Property 2. We consider ϕkkk(q) a functional of kkk that is assumed to depend only on ρ
the density of momenta of kkk in the thermodynamic limit, then denoted ϕρ(q), and with
a smooth dependence in ρ. For k1, ..., knL ∈ K distinct with nL = O(L), we define the
quantity

Z(k1, ..., knL) =

nL∏
j=1

ϕ{k1,...,kj−1}(kj) . (122)

We have for all k, q
∂ρ(q)ϕρ(k)

ϕρ(k)
=
∂ρ(k)ϕρ(q)

ϕρ(q)
, (123)

if and only if we have

Z(k1, ..., kp, ..., kq, ..., knL)

Z(k1, ..., kq, ..., kp, ..., knL)
= 1 +O(L−1) (124)

for all sequences k1, ..., knL and any p < q.

Proof. We will denote ρj the state with momenta k1, ..., kj−1, and Z/Z
′ the ratio studied.

We have

Z

Z ′ =
ϕρp(kp)

ϕρp(kq)

 q−1∏
j=p+1

ϕρj (kj)

ϕρj\{kp}∪{kq}(kj)

 ϕρq(kq)

ϕρq\{kp}∪{kq}(kp)

=
ϕρp(kp)

ϕρp(kq)

 q−1∏
j=p+1

ϕρj (kj)

ϕρj (kj)−
∂ρ(kp)ϕρj (kj)

L +
∂ρ(kq)ϕρj (kj)

L

 ϕρq(kq)

ϕρq(kp)
+O(L−1)

=
ϕρp(kp)ϕρq(kq)

ϕρp(kq)ϕρq(kp)
exp

 1

L

q−1∑
j=p+1

∂ρ(kp) log ϕρj (kj)− ∂ρ(kq) log ϕρj (kj)

+O(L−1) .

(125)
If (123) is satisfied, then

Z

Z ′ =
ϕρp(kp)ϕρq(kq)

ϕρp(kq)ϕρq(kp)
exp

 1

L

q−1∑
j=p+1

∂ρ(kj) log ϕρj (kp)− ∂ρ(kj) log ϕρj (kq)

+O(L−1)

=
ϕρp(kp)ϕρq(kq)

ϕρp(kq)ϕρq(kp)
exp

[
log

ϕρq(kp)

ϕρp(kp)
− log

ϕρq(kq)

ϕρp(kq)

]
+O(L−1)

= 1 +O(L−1) ,
(126)

because log ϕρj+1(kp) = log ϕρj (kp) +
1
L∂ρ(kj) log ϕρj (kp). This shows the direction =⇒ of

the equivalence.
If now (123) is not satisfied at some point, then there is ϵ0 > 0 such that for any

0 < ϵ < ϵ0 there exist intervals I, J such that for k ∈ I, q ∈ J

∂ρ(q)ϕρ(k)

ϕρ(k)
−
∂ρ(k)ϕρ(q)

ϕρ(q)
> ϵ . (127)

Taking I small enough, we can always assume besides that for k, q ∈ I∣∣∣∣∂ρ(q)ϕρ(k)ϕρ(k)
−
∂ρ(k)ϕρ(q)

ϕρ(q)

∣∣∣∣ < ϵ2 , (128)
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because (123) is satisfied if k = q. Then, considering a sequence k1, ..., knL such that
kp ∈ J, kq ∈ I and kj ∈ I for all p < j < q, together with q − p = cL with c > 0, we have

Z

Z ′ >
ϕρp(kp)ϕρq(kq)

ϕρp(kq)ϕρq(kp)

× exp

ϵc+O(ϵ2) +
1

L

q−1∑
j=p+1

∂ρ(kj) log ϕρj (kp)− ∂ρ(kj) log ϕρj (kq)


+O(L−1)

> eϵc+O(ϵ2) +O(L−1) ,

(129)

which cannot be 1 + O(L−1) for ϵ small enough. This shows the other direction of the
equivalence.

B Proof of Property 1

Let us first do the change of variable

f2(k, q) = −g(k, q)
ϕρ∗(q) +

1
ϕρ∗ (q)

sin q
+ π(ϕρ∗(q) +

1
ϕρ∗ (q)

)2δ(k − q) . (130)

The equation (71) becomes∫ π

0
g(k, p)g(p, q)dp =π2(ϕρ∗(q) +

1
ϕρ∗ (q)

)2 sin2 qδ(k − q) + 16πλ
sin q

ϕρ∗(q) +
1

ϕρ∗ (q)

. (131)

Hence g(k, q) is a square root of the matrix on the right-hand side. As a diagonal matrix
plus a rank one matrix, the right-hand side is diagonalizable. So for each eigenvalue there
is a ± sign to choose when considering a solution g. There are thus several solutions to
the equation (71). In terms of g, H is then

H(k, q) = 2ℜg(k, q)
ϕρ∗(q) +

1
ϕρ∗ (q)

sin q
. (132)

We now introduce the following matrix for 0 ≤ t ≤ 1

Gt(k, q) = π2(ϕρ∗(q) +
1

ϕρ∗ (q)
)2 sin2 qδ(k − q) + 16πλt

sin q

ϕρ∗(q) +
1

ϕρ∗ (q)

. (133)

The matrix on the right-hand side of (131) is G1, and Gt has a smooth dependence on t.
Let us show that Gt(k, q) is positive definite for all 0 ≤ t ≤ 1 if the condition of Property 1
is satisfied, under the assumption (79), and that G1 is not positive definite if the condition
of Property 1 is not satisfied.

Using that
sin q(ϕρ∗(q) +

1
ϕρ∗ (q)

) = 2s(q)εx(q) , (134)

with s(q) the ± sign appearing in (55), we have

Gt(p, q) = 4π2εx(q)
2δ(k − q) + 8πλt

s(q) sin2 q

εx(q)
. (135)
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Using the matrix-determinant lemma holding for an invertible matrix A and column vec-
tors u, v

det(A+ uvt) = (1 + vtA−1u) detA , (136)

we find by writing the characteristic polynomial of (135) that a negative eigenvalue −z of
Gt with z > 0 must satisfy

1 + 8πλt

∫ π

0
s(k)

sin2 k

εx(k)
· 1

4π2εx(k)2 + z
dk = 0 . (137)

Hence in terms of ν(k) we have

1 + 8πλt

∫ π

0

sin2 k

εx(k)

1− 4πν(k)

4π2εx(k) + z
dk = 0 . (138)

If λ ≥ 0, using the assumption (79), this equation cannot hold for z ≥ 0 since the integrand
is strictly positive. Hence the matrix on the right-hand side of (131) has only positive
eigenvalues if λ ≥ 0. Let us now consider λ < 0. Using z > 0, 0 ≤ t ≤ 1 and the
assumption (79), we have∣∣∣∣8πtλ ∫ π

0

sin2 k

εx(k)

1− 4πν(k)

4π2εx(k) + z
dk

∣∣∣∣ < 2|λ|
π

∫ π

0

sin2 k

εx(k)3
(1− 4πν(k))dk . (139)

We remark now that
sin2 k

εx(k)3
= ∂2xεx(k) . (140)

But the minimality condition (1) for λ < 0 written in terms of E(ν) read

2|λ|
π

∫ π

0
∂2xεx(k)(1− 4πν(k))dk ≤ 1 . (141)

Hence we have ∣∣∣∣8πtλ∫ π

0

sin2 k

εx(k)

1− 4πν(k)

4π2εx(k) + z
dk

∣∣∣∣ < 1 , (142)

and so (137) cannot be. Hence Gt has only strictly positive eigenvalues for any λ.
Let us now assume that the condition of Property 1 is not satisfied, which implies

λ < 0, and set t = 1. At z = 0 the left-hand side of (138) is negative, whereas for z → ∞
it is positive. By continuity there has to be a solution z > 0 to (138), and so G1 has a
negative eigenvalue.

We now define gt(k, q) by∫ π

0
gt(k, p)gt(p, q)dp = Gt(k, q) . (143)

For t = 0, we have

g0(k, q) = s(q)π(ϕρ∗(q) +
1

ϕρ∗ (q)
) sin qδ(k − q) , (144)

with s(q) ∈ {1,−1} a q-dependent sign. Assuming the condition of Property 1 satis-
fied, Gt(p, q) is always positive definite for 0 ≤ t ≤ 1. Hence each of these solutions
produces a family of solutions gt(k, q) that are continuous in t, and whose eigenvalues
never vanish. So for each solution, the Ht defined in terms of gt is smooth in t and its
determinant never vanishes. Hence a solution gt gives a positive definite Ht at t = 1 if
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and only if it is gives a positive definite H0 at t = 0. And at t = 0 only the solution
g0(k, q) = π(ϕρ∗(q) +

1
ϕρ∗ (q)

) sin qδ(k − q) gives a positive definite H0. Hence, at t = 1

there is a unique solution g such that H1 = H is positive definite.

Assuming now the condition of Property 1 not satisfied, g has to have at least one
purely imaginary eigenvalue. But since G1 is a real rank one perturbation of a real
diagonal matrix, its eigenvectors are real, and so those of g are real too. Hence ℜg has a
zero eigenvalue. It follows that H has also a zero eigenvalue and it is not positive definite.

C Proof of (97)

We have

F ′′′(x) =
3

π

∫ π

0

(x+ cos k) sin2 k

((x+ cos k)2 + sin2 k)5/2
dk . (145)

The change of variable k → π − k shows that it is an odd function of x, so that we focus
on x > 0. For x > 1, since x + cos k > 0 for all k, we immediately have F ′′′(x) > 0. The
case 0 < x < 1 is more involved. Let us first show that for 0 < x < 1 we have∫ π

0

(x+ cos k) sin2 k

((x+ cos k)2 + sin2 k)2
dk = 0 . (146)

To that end, we write∫ π

0

(x+ cos k) sin2 k

((x+ cos k)2 + sin2 k)2
dk = −1

2
∂x

∫ π

0

sin2 k

(x+ cos k)2 + sin2 k
dk

= −1

4
∂x

[
(1 + x2)

∫ 2π

0

sin2 k

(x+ eik)(x+ e−ik)(x− eik)(x− e−ik)
dk

]
= − i

16
∂x

[
(1 + x2)

∮
(z2 − 1)2

z(x+ z)(zx+ 1)(x− z)(zx− 1)
dz

]
,

(147)
where the last integral is over the unit circle. The residue theorem gives for 0 < x < 1∮

(z2 − 1)2

z(x+ z)(zx+ 1)(x− z)(zx− 1)
dz = − 4iπ

1 + x2
. (148)

Hence we obtain (146) indeed. Now, we write

F ′′′(x) =
3

π

∫ π

0

(x+ cos k) sin2 k

(1 + x2 + 2x cos k)2
1√

1 + x2 + 2x cos k
dk , (149)

and notice that the integrand is strictly positive for k < arccos(−x) ≡ q and strictly
negative for k > q, while the factor 1√

1+x2+2x cos k
is a strictly increasing function of k.

This factor takes the value 1√
1−x2

at k = q. Hence

F ′′′(x) <
3

π

1√
1− x2

∫ q

0

|x+ cos k| sin2 k
(1 + x2 + 2x cos k)2

dk − 3

π

1√
1− x2

∫ π

q

|x+ cos k| sin2 k
(1 + x2 + 2x cos k)2

dk ,

(150)
which is, using (146)

F ′′′(x) < 0 . (151)
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[40] J. Barré, D. Mukamel and S. Ruffo, Inequivalence of ensembles in a system with long
range interactions, Phys. Rev. Lett. 87, 030601, (2001).

27

https://doi.org/10.1016/0029-5582(65)90862-X
https://doi.org/10.1103/PhysRevLett.101.025701
https://doi.org/10.1103/PhysRevB.98.184415
https://doi.org/10.1103/PhysRevLett.120.130603
https://doi.org/10.1103/PhysRevLett.120.130603
 https://doi.org/10.1103/PhysRevB.99.045128
https://doi.org/10.1103/PhysRevE.106.024109
https://doi.org/10.1016/0378-4371(76)90019-4
https://doi.org/10.1088/1742-5468/2012/07/P07016
https://doi.org/10.1088/1742-5468/2012/07/P07016
 https://doi.org/10.1070/1063-7869/44/10S/S29
 https://doi.org/10.1070/1063-7869/44/10S/S29
 https://doi.org/10.48550/arXiv.2107.11396
https://doi.org/10.1103/PhysRev.93.99
https://doi.org/10.1063/1.1703946
https://doi.org/10.1063/1.1703946
https://doi.org/10.1103/PhysRevA.104.062614
https://doi.org/10.1103/PhysRevA.104.062614
https://doi.org/10.21468/SciPostPhys.12.1.019
https://doi.org/10.1088/0305-4470/22/5/015
https://doi.org/10.1088/0305-4470/22/5/015
https://doi.org/10.1103/PhysRevB.54.R9612
https://doi.org/10.1103/PhysRevLett.87.030601

	Introduction
	Model and notations 
	The Hamiltonian
	Notations 
	Relation with other models
	Particle-number-conserving Kitaev model
	Dicke-Ising model
	Long-range Ising chain with Kac rescaling


	Diagonalizing H(h,) in the thermodynamic limit 
	Preservation of pair structure 
	Warm-up: solving the TFIM with coherent states 
	Density-resolved coherent state 
	Dominant density 
	The energy densities in the thermodynamic limit 
	Interpretation in terms of a mean-field Hamiltonian 
	Local correlations in the thermodynamic limit 
	Computing  for =* 
	Numerical checks 
	Non-empty set of single momenta s- .4  

	Thermodynamics 
	Phase diagram at zero temperature
	Ground state energy
	Case 0
	Case < 0 

	Phase diagram at finite temperature
	The free energy at finite temperature
	Case 0
	Case <0 and  small 
	Case <0 and  large 
	Existence of a finite-temperature phase transition for <0 and h=0
	More details: numerical study


	Summary and discussion
	Proof of (43) 
	Proof of Property 1 
	Proof of (97) 
	References

