Static and dynamical signatures of Dzyaloshinskii-Moriya interactions in the Heisenberg model on the kagome lattice
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Abstract

Motivated by recent experiments on Cs$_2$Cu$_3$SnF$_{12}$ and YCu$_3$(OH)$_6$Cl$_3$, we consider the $S = 1/2$ Heisenberg model on the kagome lattice with nearest-neighbor super-exchange $J$ and (out-of-plane) Dzyaloshinskii-Moriya interaction $J_D$, which favors (in-plane) $Q = (0,0)$ magnetic order. By using both variational Monte Carlo and tensor-network approaches, we show that the ground state develops a finite magnetization for $J_D/J \gtrsim 0.03 \div 0.04$; instead, for smaller values of the Dzyaloshinskii-Moriya interaction, the ground state has no magnetic order and, according to the fermionic wave function, develops a gap in the spinon spectrum, which vanishes for $J_D \to 0$. The small value of $J_D/J$ for the onset of magnetic order is particularly relevant for the interpretation of low-temperature behaviors of kagome antiferromagnets, including ZnCu$_3$(OH)$_6$Cl$_2$. For this reason, we assess the spin dynamical structure factor and the corresponding low-energy spectrum, by using the variational Monte Carlo technique. The existence of a continuum of excitations above the magnon modes is observed within the magnetically ordered phase, with a broad peak above the lowest-energy magnons, similarly to what has been detected by inelastic neutron scattering on Cs$_2$Cu$_3$SnF$_{12}$.

Contents

1 Introduction 2
2 Model and Methods 3
  2.1 Tensor-network states 4
  2.2 Gutzwiller-projected wave functions 6
3 Results 8
  3.1 Static properties: energy and magnetization 9
  3.2 Dynamical properties: spin correlation functions 11
4 Discussion 13
1 Introduction

The Heisenberg model represents the simplest and most idealized way to describe the interaction among localized magnetic moments in a solid. It has been pivotal to explain conventional magnetic phase transitions, but also a wide range of unconventional phenomena, including the existence of topological phases, e.g., in two-dimensional systems with O(2) spin symmetry at finite temperature [4], and one-dimensional models with integer spin values at zero temperature [2]. Over the last 20 years, the interest shifted towards the investigation of frustrated spin systems, aiming to clarify the possibility of realizing quantum spin-liquid phases, which are characterized by long-range entanglement and sustain fractional excitations and (for gapped phases) topological order [3, 4]. Due to considerable recent developments of numerical methods, it is now possible to study the effect of different relevant perturbations on top of the pure Heisenberg interaction, reaching a high level of accuracy. For example, multi-spin interactions have been considered [5–7]. In this regard, chiral terms have also been investigated, to assess the possibility to stabilize bosonic analogues of the fractional quantum Hall states [8]. In addition, models with spatially-anisotropic exchange interactions (generated by a spin-orbit entanglement) have been explored [9–11], also motivated by Kitaev’s seminal work, which defined an exactly-solvable model with bond-dependent Ising-like interactions that hosts a spin-liquid ground state [12].

A particularly relevant interaction for several magnetic materials is the Dzyaloshinskii-Moriya (DM) term [13,14], an anti-symmetric exchange coupling, which originates from spin-orbit effects. A non-vanishing DM interaction, which explicitly breaks the SU(2) spin symmetry, can only exist in structural geometries without bond-inversion symmetry. In this regard, the effect of the DM interaction on top of the Heisenberg model in the kagome lattice has been recently investigated, because of its relevance for a number of $S = 1/2$ materials, e.g., ZnCu$_3$(OH)$_6$Cl$_2$, YCu$_3$(OH)$_6$Cl$_3$, and Cs$_2$Cu$_3$SnF$_{12}$. The first one, commonly known as Herbertsmithite, represents a particularly important compound, since its low-temperature behavior is compatible with the existence of a gapless (or weakly gapped) spin liquid [15,16]. In ZnCu$_3$(OH)$_6$Cl$_2$, a small out-of-plane DM interaction, $J_D \approx 15\hbar K$, may be present (in addition to the nearest-neighbor super-exchange $J \approx 180K$) [17,18]. The second and third compounds are instead magnetically ordered, with a pitch vector $Q = (0, 0)$ in the kagome planes [19,20]; the magnetic order is ascribed to the presence of a relatively large (out-of-plane) DM interaction, i.e., $J_D/J \approx 0.18$ for Cs$_2$Cu$_3$SnF$_{12}$ and $J_D/J \approx 0.25$ for YCu$_3$(OH)$_6$Cl$_3$. 
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From the theory side, the effect of the DM interaction in the Heisenberg model on the kagome lattice has been investigated in several works. An early exact diagonalization study [21] suggested that the magnetically ordered phase is stabilized for $J_D/J \gtrsim 0.1$. A similar outcome has also been obtained within functional renormalization-group approach [22]. By contrast, recent tensor-network (TN) calculations [23] have found that magnetic order sets in for $J_D/J \lesssim 0.012(2)$, while a gapless spin liquid exists for smaller values of the DM interaction (as in the nearest-neighbor Heisenberg model [24–26]). Mean-field studies, based upon Schwinger-boson [27, 28] and Abrikosov-fermion [29, 30] approaches, have been employed to assess the magnetically disordered phase, including the possible existence of a $\mathbb{Z}_2$ chiral spin liquid [31]. In addition, the spectral properties have been investigated by exact diagonalization (at finite temperature) [32] and density-matrix renormalization group [33], to evaluate the evolution of the low-energy modes towards the onset of magnetic order.

In this work, we first revisit the phase diagram of the nearest-neighbor Heisenberg model on the kagome lattice in presence of an out-of-plane DM interaction. We employ both a variational Monte Carlo (VMC) technique, based upon Gutzwiller-projected fermionic states [34], and TN algorithms, based on infinite projected-entangled pair states (iPEPS) [35] and infinite projected-entangled simplex states (iPESS) [36, 37]. A consistent estimation of the transition point between the disordered phase and the $\mathbf{Q} = (0,0)$ ordered phase is obtained by these approaches, i.e., $J_D/J = 0.030(5)$ within VMC and $0.040(5)$ within iPEPS and iPESS. The small, but significant, discrepancy between our TN estimation of the critical point and the one obtained in Ref. [23] can be ascribed to different optimization and extrapolation schemes. In this work, we employ the algorithmic differentiation [38] to optimize the tensors variationally and the finite-correlation length scaling [39,40] to perform the thermodynamic extrapolations. In addition to ground-state properties, we assess the dynamical structure factor of the system by employing the dynamical VMC method, proposed in Ref. [41] and recently applied to a variety of frustrated Heisenberg models [42–48]. Here, we extend this approach to compute both in-plane and out-of-plane spin-spin correlations in the model with DM terms, which explicitly break the SU(2) spin symmetry. The low-energy spectrum shows an extended continuum with a broad peak just above the (damped) gapped magnons, which is particularly visible around the mid-point of the edges of the extended Brillouin zone. This feature resembles what has been detected in inelastic neutron scattering experiments on $\text{Cs}_2\text{Cu}_3\text{SnF}_{12}$ [20].

2 Model and Methods

The spin Hamiltonian is defined by

$$H = J \sum_{\langle i,j \rangle} \mathbf{S}_i \cdot \mathbf{S}_j + J_D \sum_{\langle i,j \rangle} \left( S_i^x S_j^y - S_i^y S_j^x \right),$$  \hspace{1cm} (1)

where $\mathbf{S}_i = (S_i^x, S_i^y, S_i^z)$ is the $S = 1/2$ spin operator on site $i$ and $\langle \ldots \rangle$ indicates nearest-neighboring sites on the kagome lattice. The super-exchange coupling $J$ is invariant under $i \leftrightarrow j$, while the DM term $J_D$ changes sign when exchanging $i$ and $j$, thus an orientation of the bonds needs to be specified in order to fully determine the Hamiltonian. The orientations, denoted by $\langle \hat{i}, \hat{j} \rangle$, are represented by the arrows sketched in Fig. 1.
Figure 1: Definition of the bond orientations $\langle i, j \rangle$ that determine the sign of the out-of-plane DM interactions in the Hamiltonian of Eq. (1). The orientation of the three spins in the unit cell for the $Q = (0, 0)$ magnetic order is also shown.

2.1 Tensor-network states

TN calculations are based upon iPEPS [35] and iPESS [36,37], which are constructed from an effective square lattice and a few tensors that contain the variational parameters. In particular, the iPEPS Ansatz approximates the ground states by a single rank-5 tensor $a$ placed at every down-pointing triangle of kagome lattice, see Fig. 2(a). The tensor $a_{sldr}$ has a physical index $s$ of dimension $d_p = 2^3$, which runs over all spin states of the down-pointing triangle, and four auxiliary indices $u$, $l$, $d$, and $r$, with bond dimension $D$ corresponding to the directions of the square lattice. Then, the total number of variational parameters of this iPEPS is $d_p \times D^4$. Instead, the iPESS Ansatz restricts the form of on-site tensor $a$, defining it by a contraction of five rank-3 tensors, see Fig. 2(b). Two trivalent tensors $t_u$ and $t_d$, each with three auxiliary indices of bond dimension $D$, encode states of virtual degrees of freedom associated to up- and down-pointing triangles. Three bond tensors $b_1$, $b_2$, and $b_3$ host the physical spin-1/2 degrees of freedom and connect these trivalent tensors. Each bond tensor has two auxiliary indices of bond dimension $D$ and a physical index of dimension 2. Therefore, the number of variational parameters in the iPESS Ansatz is $2 \times D^3 + 3 \times 2D^2$. The iPESS is constructed to treat bonds of kagome lattice faithfully, at the expense of variational freedom, whereas iPEPS favours bonds within up-pointing triangles. With growing $D$ these Ansätze are expected to reconcile. The expectation values of the Hamiltonian and local observables (e.g., $m^2$, the square of the magnetization) are evaluated using the corner-transfer matrix (CTM) method [49]. The CTM approximates the contraction of infinite networks by using a set of environment tensors $\{C, T\}$ with characteristic size $\chi$, dubbed environment bond dimension. The elements of these tensors are highly non-linear functions of the original tensor $a$. The variational energy is minimized by optimizing the elements of $a$ (for iPEPS) or tensors $t_u$, $t_d$, $b_1$, $b_2$, and $b_3$ (for iPESS), by employing the gradient descent method. The gradients are evaluated by automatic differentiation. The implementation of these Ansätze with CTM method and their optimization is provided by the peps-torch library [50]. In general, for fixed bond dimension $D$, iPEPS has lower variational energy and smaller magnetization than iPESS (since the iPEPS state has more variational parameters than the iPESS one). Quantitative comparisons between iPEPS and iPESS are reported in the Appendix A.

All the tensor-network calculations are performed with finite values of the CTM environment dimension $\chi$ and the bond dimension $D$. The thermodynamic limit is then reached by taking $\chi \to \infty$ (see Appendix A) for each $D$ and then $D \to \infty$. To achieve
Figure 2: TN Ansätze for the kagome lattice. (a) The iPEPS state is defined by a single rank-5 on-site tensor $a$ associated to every down-pointing triangle of kagome lattice. The physical index of $a$ (violet) with dimension $d_p = 2^3$ runs over all states of the three spin-1/2 degrees of freedom on vertices of down-pointing triangles. (b) The iPESS state is defined by the on-site tensor $a$, which is obtained by a contraction of five rank-3 tensors: Two trivalent tensors $t_u$ and $t_d$ associated to up- and down-pointing triangles, respectively, and three bond tensors $b_1$, $b_2$, and $b_3$, each one with single physical index (violet) representing one of the spin-1/2 degrees of freedom on vertices of down-pointing triangles. All auxiliary indices (green) of iPEPS and iPESS have bond dimension $D$.

In the limit of $D \to \infty$, we use the finite-correlation length scaling $[30,10]$, which gives more accurate results than the straightforward $1/D$ extrapolation. Here, the correlation length $\xi$ of an infinite-size TN state plays the role of infrared cut-off, analogously to the linear lattice size of numerical methods based on finite-size calculations. An important aspect of our scaling analysis is that the same thermodynamic value of the observables is imposed for both iPEPS and iPESS data, since they are expected to converge to the same (exact) ground state. For what concerns the thermodynamic limit of the order parameter $m^2$, in the magnetic phase with relatively large magnetization (i.e., for large values of $J_D/J > 0.1$), we consider the fitting functions:

$$m_{\text{iPEPS}}^2(\xi) = m^2(\infty) + a/\xi,$$  (2)
$$m_{\text{iPESS}}^2(\xi) = m^2(\infty) + b/\xi.$$  (3)

By contrast, within the spin-liquid and weakly-ordered regimes (i.e., for small values of $J_D/J \leq 0.1$), an empirical fit turns out to be more suitable:

$$m_{\text{iPEPS}}^2(\xi) = m^2(\infty) + a/\xi^b,$$  (4)
$$m_{\text{iPESS}}^2(\xi) = m^2(\infty) + c/\xi^d.$$  (5)

The smoothness of the scaling in both spin-liquid and magnetically ordered phases is demonstrated in Fig. 3 for a few values of $J_D/J$. The value of the thermodynamic magnetization is obtained by performing different extrapolations using different sets of points. The final $m^2$ value corresponds to the best fit (i.e., the fit with smallest fitting error) and the error bar is determined by combining the results of the different extrapolations. We emphasize that the variational optimization provides data with higher quality than the simple-update method used in Ref. 23 and is crucial for extrapolations, see Appendix A for a detailed discussion.
2.2 Gutzwiller-projected wave functions

VMC calculations are performed by using Gutzwiller-projected wave functions, constructed from the Abrikosov-fermion representation of the spin operators, and the definition of an auxiliary Hamiltonian containing hoppings and a Zeeman field:

\[ \mathcal{H}_0 = \sum_{\langle i,j \rangle, \alpha} \chi_{ij}^\alpha c_{i,\alpha}^\dagger c_{j,\alpha} + h \sum_i \mathbf{M}_i \cdot \mathbf{S}_i. \]  

The first term is a nearest-neighbor hopping, including both “singlet” (\( \chi_{ij} = \chi_{ij}^\dagger \)) and “triplet” (\( \chi_{ij}^\dagger = -\chi_{ij}^\dagger \)) complex-valued amplitudes. In particular, we find that the optimal variational Ansatz contains a real singlet hopping and a purely imaginary triplet hopping, which reduces to the U(1) Dirac state when restricted to the singlet part. The second term (for \( h \neq 0 \)) induces magnetic order in the XY plane, with the periodicity determined by the unit vector \( \mathbf{M}_i = [\cos(Q \cdot \mathbf{R}_i + \phi_i), \sin(Q \cdot \mathbf{R}_i + \phi_i), 0] \) (where \( Q \) is the pitch vector, \( \mathbf{R}_i \) is the coordinate of the unit cell of site \( i \), and \( \phi_i \) is a sublattice-dependent angle). In the following, we consider the \( Q = (0,0) \) case, with \( \phi_i \) giving 120° order in all triangles (as sketched in the inset of Fig. 1), which is the in-plane order induced by the out-of-plane DM interaction. The full variational wave function \( |\Psi_0\rangle \) is built from the ground state \( |\Phi_0\rangle \) of the Hamiltonian (6), applying the Gutzwiller projector,
Figure 4: Finite-size scaling of the antiferromagnetic order parameter (squared) $m^2$ as computed by VMC. Different colors/markers indicate different values of $J_D/J$, as reported in the box.

which enforces single fermionic occupations, $P_G = \prod_i (n_{i,\uparrow} - n_{i,\downarrow})^2$, where $n_{i,\alpha} = c_{i,\alpha}^\dagger c_{i,\alpha}$. In addition, a projector onto the subspace with $S_z = \sum_i S_i^z = 0$ and a spin-spin Jastrow factor $J = \exp \left( 1/2 \sum_{i,j} v_{i,j} S_i^z S_j^z \right)$ (where $v_{i,j}$ are variational parameters) are included:

$$\ket{\Psi_0} = J P_{S_z=0} P_G \ket{\Phi_0}. \quad (7)$$

Calculations are done on $N = 3 \times L \times L$ clusters and extrapolations to the thermodynamic limit are performed using standard finite-size scaling analysis [59,60]. In Fig. 4 we show the extrapolation of the order parameter $m^2$ as a function of $L$, for several values of the ratio $J_D/J$. For $J_D/J < 0.03$, the magnetization curves are fitted with a $1/L^2$ behavior.

Within the present variational approach, we can also define a set of excitations to approximate the low-energy spectrum of the system and compute the dynamical spin-spin correlations [41]. In fact, approximate excited states are constructed by linear superpositions of particle-hole (spinon) excitations, whose coefficients are determined by the Rayleigh-Ritz variational principle. Although the recipe to define two-spinon excitations with $S^z = 0$ has been discussed in details in recent works [43,44,47] on frustrated spin models (with SU(2) spin symmetry), here we briefly outline the general construction for the case of a Bravais lattice with a basis, which is suitable for the kagome lattice under investigation (technical details can be found in Ref. [45]). For this purpose, we adopt an explicit notation in which sites are denoted by a Bravais vector $R$ and a sublattice index $a$, such that $c_{i,\beta} \rightarrow c_{R,a,\beta}$. A (non-orthogonal) set of particle-hole spinon excitations with momentum $q$ is defined by the states

$$\ket{q; R, a; b} = J P_G P_{S_z=0} \sum_{R'} e^{i q R'} \left( c_{R+R',a,\uparrow}^\dagger c_{R',b,\downarrow} - c_{R+R',a,\downarrow}^\dagger c_{R',b,\uparrow} \right) \ket{\Phi_0}. \quad (8)$$
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Then, the approximate excited states for the spin model are taken as linear combinations of \( |q; R, a; b \rangle \) states

\[
|\Psi_n^q \rangle = \sum_R \sum_{a, b} A_{R, a, b}^n |q; R, a; b \rangle,
\]

where \( n \) is an integer index labelling the variational excitations with momentum \( q \). The coefficients of the expansion, \( A_{R, a, b}^n \), are obtained by solving the generalized eigenvalue problem

\[
\sum_{R', a', b'} H_{R, a, b | R', a', b'}^q A_{R', a', b'}^n = E_n^q \sum_{R', a', b'} O_{R, a, b | R', a', b'}^q A_{R', a', b'}^n,
\]

where \( E_n^q \) are the energies of the excitations \( |\Psi_n^q \rangle \), and

\[
H_{R, a, b | R', a', b'}^q = \langle q; R, a; b | \mathcal{H} | q; R', a'; b' \rangle \\
O_{R, a, b | R', a', b'}^q = \langle q; R, a; b | q; R', a'; b' \rangle
\]

are the Hamiltonian and overlap matrices, which can be efficiently evaluated by a suitable Monte Carlo scheme \([44, 45]\). Finally, assuming that all states are properly normalized, the out-of-plane dynamical structure factor is given by:

\[
S^z(q, \omega) = \sum_n |\langle \Psi_n^q | S^z_q | \Psi_0 \rangle|^2 \delta(\omega - E_n^q + E_0),
\]

where \( S^z_q = \frac{1}{\sqrt{N}} \sum_j e^{i \mathbf{q} \cdot \mathbf{r}_j} S^z_j \) (\( \mathbf{r}_j \) being the coordinate of site \( j \)); \( E_0 \) is the variational ground-state energy of \( |\Psi_0 \rangle \) defined in Eq. (7), \( E_n^q \) are the energies of the excited states \( |\Psi_n^q \rangle \) for the momentum \( q \), as obtained from Eqs. (9) and (10).

Following a similar construction, we can also define spinon excitations with \( S^z = 1 \), and a different set of excited states and energies, which we still denote as \( |\Psi_n^q \rangle \) and \( E_n^q \), respectively, for simplicity of notation. By means of this variational set of excited states one can compute the in-plane dynamical structure factor:

\[
S^\pm(q, \omega) = \sum_n |\langle \Psi_n^q | S^\pm_q | \Psi_0 \rangle|^2 \delta(\omega - E_n^q + E_0).
\]

The technical details for calculation of \( S^\pm(q, \omega) \) are reported in Appendix C.

3 Results

In this section, we discuss the numerical results that have been obtained within TN and VMC approaches. First, we show the ground-state properties, focusing on the magnetization curve when \( J_D/J \) is varied from 0 to 0.25 (suitable for \( \text{YCu}_3(\text{OH})_6\text{Cl}_3 \)), including \( J_D/J = 0.18 \) (suitable for \( \text{Cs}_2\text{Cu}_3\text{SnF}_{12} \)). Then, we present the results for the dynamical spin correlations, as obtained within the VMC technique. In particular, we concentrate on the case with \( J_D/J = 0.18 \), which allows us to highlight the remarkable similarities between the experimental outcome of Ref. [20] and the spectral functions of the Hamiltonian [1].
Figure 5: Antiferromagnetic order parameter (squared) at $Q = (0, 0)$ as a function of $J_D/J$. Both VMC and TN results are reported, as extrapolated in the thermodynamic limit (which is obtained by standard finite-size extrapolation $L \to \infty$ for VMC and finite-correlation-length scaling $\xi \to \infty$ for TN, combining iPEPS and iPESS results). The inset shows the $120^\circ$ in-plane order with $Q = (0, 0)$ induced by the presence of the out-of-plane DM interaction.

3.1 Static properties: energy and magnetization

The results of the squared magnetization $m^2$ at $Q = (0, 0)$ for increasing values of $J_D/J$ are reported in Fig. 5 comparing VMC and TN results. Within VMC, we compute $m^2$ by evaluating the spin-spin correlations at the maximum distance for various cluster sizes $L$ and then perform the extrapolation $L \to \infty$. Within iPEPS and iPESS, instead, we measure the local magnetization $m^2 = |\langle \vec{S} \rangle|^2$ (which is identical on every site with high precision) for different values of the bond dimension $D$. Then we perform the finite-correlation-length scaling, imposing the same extrapolated value for iPEPS and iPESS, which helps reducing the error in the thermodynamic estimate, as discussed in Section 2.

The transition between the magnetically disordered regime and the magnetically ordered phase with $120^\circ$ order is found to be in excellent agreement between VMC and TN techniques. Indeed, the transition point is estimated at $J_D/J = 0.030(5)$ by VMC and $0.040(5)$ by iPEPS and iPESS. According to the VMC wave function, the magnetically disordered phase found for $0 < J_D/J \lesssim 0.03$ is a $U(1)$ spin liquid state with a finite gap in the spinon spectrum (see Appendix B). The spinon gap closes in the Heisenberg limit ($J_D = 0$) where the variational state reduces to the $U(1)$ Dirac spin liquid [57, 58]. Close to the transition point, the magnetizations obtained with VMC and TN are compatible within the errorbar, except for $J_D/J = 0.04$, for which the TN estimation of $m^2$ is very small, while a finite value is obtained within VMC. For larger values of the DM interaction, i.e., $J_D/J \gtrsim 0.15$, VMC and TN give comparable values of $m^2$, the maximum difference being about 20%. Finally, for very large values of $J_D/J$, the agreement between VMC and TN is again excellent. For example, for the pure DM model with $J = 0$ and $J_D = 1$ the two values of $m^2$ are compatible within errorbars (and the energy difference is smaller than $10^{-3}J_D$). The actual comparison between TN and VMC is highlighted Figs. 6 and 7 where we report both energy and magnetization (squared) for $J_D/J = 0.25$ and $J = 0$, respectively. We remark that, in all cases we examined, the largest difference between the extrapolated energies $\Delta E = E_{VMC} - E_{TN}$ is small and it is found in the Heisenberg model limit (i.e.,
Figure 6: Thermodynamic extrapolations for VMC and TN (both iPEPS and iPESS) data for the ground-state energy per site (left panel) and the antiferromagnetic order parameter (squared) at $Q = (0, 0)$ (right panel), for $J_D/J = 0.25$. VMC results are obtained on $3 \times L \times L$ clusters and extrapolations are performed by using standard finite-size analysis for $L \to \infty$ (as shown in the upper $x$-axis). TN results are obtained by fixing the bond dimension $D$, evaluating the correlation length $\xi$, and then performing the finite-correlation-length scaling for $\xi \to \infty$ (as shown in lower $x$-axis).

Figure 7: The same as in Fig. 6 for $J = 0$ and $J_D = 1$, i.e., the model with only DM interaction.
Let us now focus on the low-energy spectrum as detected by the dynamical spin structure factor. Since, in presence of a finite DM interaction the SU(2) spin symmetry is explicitly broken, we consider both in-plane $S^\pm(q, \omega)$ and out-of-plane $S^z(q, \omega)$ responses. Before discussing the VMC results, it is instructive to look at the outcome of the linear spin-wave (LSW) approach, i.e., the simplest approximation for the low-energy spectrum of the ordered phase [61] (white lines in Fig. 8 for $J_D/J = 0.18$). Here, the spectral weight is concentrated on three magnon modes. One of them, representing the Goldstone mode, is gapless at $\Gamma$ (i.e., the center of the Brillouin zone) and $\Gamma'$ (i.e., the midpoint of the edges of the extended Brillouin zone). Its maximal intensity is observed in the in-plane response at $\Gamma'$, see Fig. 8 for $J_D/J = 0.18$. The other two magnon branches are gapped, one having a completely flat dispersion, and show the largest weight around the $\Gamma'$ point in the out-of-plane correlations. We mention that the LSW approximation can be reproduced within our VMC approach by taking no spinon hopping in the auxiliary Hamiltonian that defines the unprojected wave function (see Methods), such that its ground state becomes a spin product state in real space [62] (for that, the presence of the spin-spin Jastrow factor is fundamental to reproduce the correct magnon dispersions). In order to go beyond the LSW approach and assess both the renormalization of magnon branches and the presence of a continuum at low energies, we employ the dynamical VMC previously discussed.

The variational results for both in-plane and out-of-plane dynamical correlations are shown in Fig. 8 for $J_D/J = 0.18$, along the high-symmetry path $\Gamma - \Gamma' - K - \Gamma$ (qualitatively similar results are obtained for $J_D/J = 0.25$). Additional spectral functions, close to the quantum phase transition, are reported in Appendix C. Within the low-energy portion of the VMC spectrum, the three magnon branches can be recognized thanks to their different intensities in the $S^z(q, \omega)$ and $S^\pm(q, \omega)$ channels, which can be matched to the LSW predictions. The first aspect that is worth noticing when comparing the outcome of the variational calculations with the LSW theory is the sensible downward renormalization of the magnon dispersion, which has been also discussed in the analysis of experimental measurements [63]. Indeed, both the gapless and the gapped dispersive branches are squeezed in energy, with a corresponding reduced velocity of the Goldstone mode around $\Gamma'$; by contrast, the flat magnon branch of the LSW theory acquires a (small) dispersion in the VMC spectrum, as can be seen in the in-plane response. Most importantly, the variational approach is able to describe a broad continuum above the magnon branches, i.e., a dense bunch of excitations with moderate weights which extends up to $\omega/J \approx 3.5$. Within the continuum, a relatively intense and weakly dispersing (damped) mode exists around $\Gamma'$, right above the three magnon excitations, clearly visible in the in-plane structure factor. This is a genuine hallmark of the dynamical structure factor when magnetic order develops beyond the quantum critical point; indeed, in the Heisenberg model with no DM interaction, the spectrum looks very broad and uniform, with no particular features in the continuum, see Fig. 9. The energy of the damped mode is $\omega \approx J$, very similar to the one observed within the inelastic neutron scattering in Cs$_2$Cu$_3$SnF$_{12}$ [20]. The outcome clearly suggests that the continuum is not featureless, but instead possesses non-trivial aspects that go beyond what can be captured by the simple LSW approximation.

The similarity between our VMC results and the experimental outcome is also evident from Fig. 10, where we report the total dynamical structure factor $S^{tot}(q, \omega) = S^z(q, \omega) + S^\pm(q, \omega)$ along the cuts in momentum space considered in Ref. [20]. For a direct comparison, we take $J = 12.8$ meV, as estimated within the experimental work.
Figure 8: Out-of-plane $S^z(q, \omega)$, upper panel and in-plane $S^\pm(q, \omega)$, lower panel spin dynamical structure factor, as computed by dynamical VMC, see Eqs. (13) and (14), for $J_D/J = 0.18$. Calculations are performed on the $3 \times 12 \times 12$ cluster. LSW results for the three magnon modes are also shown for comparison (the intensity of the signal is proportional to the thickness of the white lines; notice that a different scale for the in-plane and out-of-plane components is used) [61]. The inset in the upper left corner of the figures shows the first and extended Brillouin zones of the kagome lattice (with dashed and solid lines, respectively), and the high symmetry points $\Gamma$ and $\Gamma'$. 
the global picture emerges. The most intense signal appears at very low energy around the $\Gamma'$ point [obtained for $K = 1/2$ and $H = 1/2$ in the $x$ axes of Fig. [10(a)], corresponding to the gapless Goldstone mode; the other two (gapped) magnons are mostly visible around $\Gamma'$, where their energies almost coincide, i.e., $\omega \approx 10$ meV. On top of these magnon modes, an additional branch is also visible, with the maximum intensity at $\omega \approx 13$ meV (again at $\Gamma'$) and an upturning dispersion. This latter feature can be directly related to the one reported between 12 and 14 meV in inelastic neutron scattering experiments [20]. However, the relative intensities of the experimental peaks are not fully reproduced; in particular, at the $M$ point, the high-energy peak at $\omega \approx 15$ meV has a relatively large intensity, which is almost equal to the one of the magnons at $\omega \approx 7$ meV, see Fig. [10(b)]. By contrast, in experiments this feature is not observed. Still, our results strongly suggest that the main features of the low-energy spectrum can be described and understood within a simple model with only super-exchange and DM couplings. In this regard, going beyond the simple LSW approximation is necessary to correctly capture the main aspects of the broad continuum of excitations, such as the intense signal above the three magnon modes at $\Gamma'$, which is a genuine feature of the model that cannot be described within a single-magnon picture.

4 Discussion

By employing a combination of VMC and TN methods, we have shown that the spin-$1/2$ kagome antiferromagnet develops a finite $Q = (0, 0)$ magnetic order when an out-of-plane DM interaction $J_D$ exceeds a small fraction $0.03 \div 0.04$ of the nearest-neighbor super-exchange $J$. In view of these results, a simple model with only $J$ and $J_D$ may not be suitable for the description of the Herbertsmithite material, since the value of $J_D$ interaction has been estimated to be above the critical value found here, while the compound does not show any sign of magnetic ordering down to the lowest temperature. In this regard, additional ingredients (e.g., substitutional disorder) should be included for
Figure 10: Panel (a): Total spin dynamical structure factor $S^{\text{tot}}(q, \omega) = S^z(q, \omega) + S^\pm(q, \omega)$ for $J_{D}/J = 0.18$ on the $3 \times 12 \times 12$ cluster, along the cuts in momentum space shown in panel (c), reproducing the ones used in Ref. [20]. Here, the super-exchange coupling has been fixed to $J = 12.8$ meV and $J_{D}/J = 0.18$, as estimated in Ref. [20] for Cs$_2$Cu$_3$SnF$_{12}$. Panel (b): The dynamical structure factor as a function of $\omega$ at $\Gamma'$ and $M$ points (a broadening of $\sigma = 0.05J$ has been introduced to have a smooth curve). Panel (c): first (grey hexagons) and extended (black hexagon) Brillouin zones of the kagome lattice. The red and blue arrows depict the paths along $\mathbf{q} = (-\frac{1}{2} - K, -\frac{1}{2} + K)$ and $\mathbf{q} = (\frac{1}{2} + H, -\frac{1}{2} + H)$ considered in panel (a). The empty dots indicate the $\Gamma'$ and $M$ points considered in panel (b).
a proper description of this material. By contrast, we believe that a model with only $J$ and DM interaction $J_D$ (above the critical value) may well capture the main features (at least at low temperature) of both $\text{Cs}_2\text{Cu}_3\text{SnF}_{12}$ and $\text{YCu}_3(\text{OH})_6\text{Cl}_3$ materials. In particular, the dynamical structure factor of this minimal model can be directly compared to the results of inelastic neutron-scattering experiments on $\text{Cs}_2\text{Cu}_3\text{SnF}_{12}$. Within the magnetically ordered phase, besides the magnon branches, the existence of additional damped mode in the continuum is reported, in close similarity to what has been recently detected in $\text{Cs}_2\text{Cu}_3\text{SnF}_{12}$ [20]. Open questions remain to fully characterize the magnetically disordered regime. Within the Gutzwiller-projected fermionic approach, a triplet hopping develops as soon as $J_D$ is finite, opening a gap in the spinon spectrum. Nevertheless, the incipient magnetic phase does not allow the stabilization of a spin liquid state with a sufficiently large gap to be detected within the available numerical calculations, whose momentum resolution is limited by finite size effects. Understanding whether a detectable gapped state may exist when suitable perturbations are added on top of the Heisenberg model is an important issue that should be further addressed in future investigations.
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Appendices

Appendix A Details on the tensor network calculations

A.1 Extrapolations versus CTMRG environment dimension $\chi$

For each fixed bond dimension $D$, the variational optimization of the tensors are performed at different CTM environment dimension $\chi_{\text{opt}}$ values, and the observables are also evaluated at the same value $\chi = \chi_{\text{opt}}$, see Fig. [1] for the example of $J_D = 0.02$. Then
we obtain the observables in the limit $\chi \to \infty$ by extrapolations. In practice, local observables $E$ and $m^2$ converge very rapidly, with small linear corrections in $1/\chi$; instead, the correlation length (which is not a local observable) displays slightly larger corrections, which typically require a quadratic fitting.

Figure 11: Extrapolations versus (inverse) CTMRG environment dimension at $J_D = 0.02$.
In the scaling the optimization of states and evaluation of observables use the same environment dimension, i.e., $\chi_{\text{opt}} = \chi$.

### A.2 Analysis of Ansätze and optimizations

Here we analyze the TN data in terms of Ansätze and optimizations. First, we adopt both iPESS and iPEPS Ansätze, which are complementary and should both converge to the true ground state in the limit of $D \to \infty$. We compare energies and magnetizations for variational iPESS and variational iPEPS in Fig. 12 (a)-(b). For the same $D$, iPEPS has lower energy and smaller magnetization than iPESS since iPESS is more constrained. On the other hand, symmetry properties of iPESS is preserved better, since iPESS treats down-pointing and up-pointing triangles equally while in iPEPS only the entanglement inside the down-pointing triangle is restricted by finite $D$ (similar to the 9-iPESS ansatz in Ref. [37]). In the worst case (spin liquid regime), the iPEPS bond energy difference at $D = 7$ is around 1%, and the point group symmetries are only expected to be restored at $D \to \infty$.

In the optimization, we use the gradient method which takes into consideration the global environment tensors to determine the iPESS and iPEPS states variationally. In contrast, in Ref. [23], a simple update (SU) method is used which ignores the non-local environment tensors during optimization and is only applicable to iPESS Ansatz. The comparison between iPESS energies and magnetizations as functions of $1/D$ can be seen in Fig. 12 (a)-(b). The variational iPESS only has slightly improved energies for the same bond dimension, but the magnitude of the magnetization is overestimated roughly by 10% in the SU optimization. Also, the correlation lengths $\xi$ are underestimated by the SU optimization, see Fig. 12 (c)-(d). The good data quality provided by the variational optimization is particularly important for scalings. As can be seen in Fig. 12 (c)-(d), the magnetization squared $m^2$ from SU optimization seems to converge to unphysical negative values, while its behaviour for the variationally optimized states is close to the asymptotic limit.
Figure 12: Comparison between SU iPESS (solid line), variational iPESS (dashed line) and variational iPEPS (dotted line). CTMRG $\chi = 80$ is used. (a)-(b), Energies and magnetizations versus $1/D$ at different $J_D$. As functions of inverse correlation length $1/\xi$, magnetizations of variational iPESS and iPEPS (d) converge better than those from SU iPESS (c).

Appendix B Spin liquid wave function of VMC

The Gutzwiller-projected wave functions employed in the VMC approach are defined by means of the auxiliary Hamiltonian $H_0$ [Eq. 6], which contains hopping terms and a Zeeman field that induces $Q = (0, 0)$ magnetic order in the XY plane. For $J_D/J \lesssim 0.03$, the Zeeman field parameter $h$ is found to vanish in the thermodynamic limit, signalling the onset of a spin-liquid phase, which is described by the remaining hopping Hamiltonian. The optimal variational Ansatz contains a real singlet hopping ($\chi_s$) and an imaginary triplet hopping ($\chi_t$) at first-neighbors. The sign structure of the hoppings is dictated by the projective symmetry group [30] and is schematically represented in Fig. 13. In the Heisenberg limit, $J_D = 0$, $\chi_t$ vanishes (exactly) upon minimization of the variational energy and the auxiliary Hamiltonian reduces to the one of the U(1) Dirac spin-liquid state [24, 57, 58], with gapless Dirac points in the spinon spectrum. On the other hand, for any $J_D/J > 0$, the variational optimization of the wave function yields a finite value of the triplet hopping $\chi_t$ (see Fig. 13), which opens a gap in the spinon spectrum and provides a variational energy gain with respect to the Dirac spin-liquid state (whose energy is independent on the value of $J_D$). It is worth noting that our results are inconclusive about the nature of the spin liquid, whether it is a U(1) or $Z_2$ state, because additional superconducting
Figure 13: Spin liquid wave function of VMC. Panel (a): sign pattern of the real-valued singlet hoppings of the auxiliary Hamiltonian $H_0$, with black (red) bonds denoting $\chi_s$ ($-\chi_s$) terms. This variational Ansatz corresponds to the Dirac spin liquid state [24, 57, 58]. Panel (b): sign pattern of the imaginary triplet hoppings of the auxiliary Hamiltonian $H_0$. The arrows from $i \rightarrow j$ represent the triplet term $i\chi_t(c_{i,\uparrow}c_{j,\uparrow} - c_{i,\downarrow}c_{j,\downarrow})$, which is odd under the exchange of $i$ and $j$ sites. Note that the orientations of the black (blue) arrows is equal (opposite) to the ones of the DM interaction (cf. Fig. 1 of the main paper). Panel (c): optimal values of the ratio $\chi_t/\chi_s$ for the spin-liquid Ansatz in the thermodynamic limit. Panel (d): thermodynamic limit of the variational energy of the spin liquid state (with no Zeeman field and no Jastrow factor). The dashed line indicates the energy of the Dirac spin liquid state, which is independent on the value of $J_D$.

pairings [30] can be stabilized in the auxiliary Hamiltonian upon numerical optimizations, although they do not provide an appreciable energy gain.

Appendix C  Dynamical variational Monte Carlo

As discussed in the main text, we compute both in-plane $[S^\pm(q, \omega)]$ and out-of-plane $[S^z(q, \omega)]$ dynamical structure factor by VMC. A detailed discussion of the method to compute $S^z(q, \omega)$ is given in Refs. [43–45]. Here, we present an extension of the dynamical VMC technique for the calculation of the $S^\pm(q, \omega)$ component.

Starting from the optimal fermionic wave function $|\Phi_0\rangle$, we define a set of projected particle-hole excitations with momentum $q$ as follows

$$|q; R, a; b\rangle = \mathcal{J}\mathcal{P}_G\mathcal{P}_{S^\pm=1}\sum_{R'} e^{i\mathbf{q}\cdot\mathbf{R}'} c_{R+R',a,\uparrow}^\dagger c_{R',b,\downarrow}^\dagger |\Phi_0\rangle,$$

Here and in the following, we label lattice sites by specifying their Bravais lattice vector $\mathbf{R}$ (or $\mathbf{R}'$) and their sublattice index, denoted by Latin letters, e.g., $a$ (or $b$). Then, we construct variational excited states for the system by taking linear combinations of the particle-hole excitations $|q; R, a; b\rangle$, namely

$$|\Psi_n^q\rangle = \sum_R \sum_{a,b} P_{R,a,b}^{n,q} |q; R, a; b\rangle,$$
where \( n \) is an integer label. The coefficients \( B^{n,q}_{R,a;b} \) are obtained by the Rayleigh-Ritz method, i.e., by solving the generalized eigenvalue problem

\[
\sum_{R',a',b'} \frac{H^q_{R,a;b|R',a';b'} B^{n,q}_{R',a';b'}}{E^q_n} \sum_{R',a',b'} O^q_{R,a;b|R',a';b'} B^{n,q}_{R',a';b'} = E^q_n \sum_{R',a',b'} O^q_{R,a;b|R',a';b'} B^{n,q}_{R',a';b'}.
\]  

(17)

for each desired momentum \( q \). Here, \( E^q_n \) are the energies of the excitation \( |\Psi^q_n\rangle \), and

\[
H^q_{R,a;b|R',a';b'} = \langle q; R, a; b|\mathcal{H}|q; R', a'; b'\rangle
\]

(18)

and

\[
O^q_{R,a;b|R',a';b'} = \langle q; R, a; b|q; R', a'; b'\rangle
\]

(19)

are the Hamiltonian and overlap matrices, respectively. Their entries are computed stochastically by a suitable Monte Carlo scheme, which is outlined in the following for the case of the overlap matrix (the Hamiltonian matrix can be treated analogously). By inserting a resolution of the identity over fermionic configurations \( \{|x\rangle\} \), we can write

\[
O^q_{R,a;b|R',a';b'} = \sum_x \langle q; R, a; b|x\rangle \langle x|q; R', a'; b'\rangle.
\]

(20)

Due to the presence of \( \mathcal{P}_G \) and \( \mathcal{P}_{S^z=1} \) in the definition of \( |q; R, a; b\rangle \) states [see Eq. (15)], the states \( \{|x\rangle\} \) are constrained to one-fermion-per-site configurations with \( S^z = 1 \). Therefore, we can compute the entries of the overlap matrix by a Metropolis algorithm in which we sample the Hilbert space according to the probability function \( |\langle x|\Psi^q_0\rangle|^2 / \|\Psi^q_0\|^2 \), where \( |\Psi^q_0\rangle = \mathcal{J}\mathcal{P}_{S^z=1} \mathcal{P}_G |\Phi_0\rangle \) and \( \|\Psi^q_0\|^2 = |\langle \Psi^q_0|\Psi^q_0\rangle|^2 \). Thus, we can evaluate the rescaled overlap matrix

\[
\tilde{O}^q_{R,a;b|R',a';b'} = \sum_x \frac{|\langle x|\Psi^q_0\rangle|^2}{\|\Psi^q_0\|^2} \cdot \frac{\langle q; R, a; b|x\rangle \langle x|q; R', a'; b'\rangle}{\langle x|\Psi^q_0\rangle}.
\]

(21)

An analogous formula applies for the calculation of a rescaled Hamiltonian matrix

\[
\tilde{H}^q_{R,a;b|R',a';b'} = \sum_x \frac{|\langle x|\Psi^q_0\rangle|^2}{\|\Psi^q_0\|^2} \cdot \frac{\langle q; R, a; b|x\rangle \langle x|\mathcal{H}|q; R', a'; b'\rangle}{\langle x|\Psi^q_0\rangle}.
\]

(22)

Then, we solve the generalized eigenvalue problem of Eq. (17) with the rescaled matrices. The resulting \( B^{m,q}_{R,a;b} \) coefficients are normalized such that

\[
\sum_{R,R',a,a',b,b'} \sum_{a,a'} \sum_{b,b'} \sum_{m,q} [B^{m,q}_{R,a;b}]^* \tilde{O}^q_{R,a;b|R',a';b'} B^{m,q}_{R',a';b'} = \delta_{n,m}.
\]

(23)

As a consequence, the variational excited states satisfy \( \langle \Psi^q_m|\Psi^q_n\rangle = \|\Psi^q_m\|^2 \delta_{n,m} \).

The excited state energies \( \{E^q_n\} \) enter the Lehmann representation of \( S^z(q,\omega) \), together with the ground state energy \( E_0 \) (computed in the \( S_z = 1 \) sector) and the spectral weights. The latter are evaluated as

\[
\frac{\langle \Psi^q_m|S^+_q|\Psi^q_n\rangle}{\|\Psi^q_m\|}\|\Psi^q_n\| = \sum_x \frac{|\langle x|\Psi^q_0\rangle|^2}{\|\Psi^q_0\|^2} \cdot \frac{\langle \Psi^q_m|x\rangle \langle x|S^+_q|\Psi^q_n\rangle}{\langle \Psi^q_m|x\rangle}\|\Psi^q_n\|.
\]

(24)
In practice, computing the factor $\|\Psi'_0\|/\|\Psi_0\|$ is an unfeasible task. Therefore, in the actual calculations, we sample only the quantity within square brackets in Eq. (24) and we correct the spectral weights \textit{a posteriori} by enforcing the sum rule

$$\int d\omega \ S^\pm (q, \omega) = \frac{\langle \Psi_0 | S^- q S^+ q | \Psi_0 \rangle}{\|\Psi_0\|^2},$$

where the r.h.s. can be computed within standard VMC.

Finally, we note that, for momenta equivalent to $q = (0, 0)$ (e.g., $\Gamma$ and $\Gamma'$ points), we include an additional projector in the definition of the $|q; R, a; b\rangle$ states, which makes them orthogonal to the $S_z = 1$ variational ground state.

In conclusion, we observe that the main difference between the present Monte Carlo scheme and the one of Ref. [43] lies in the fact that here the $S_z = 1$ sector is sampled. Both methods share a high degree of computational efficiency, since a single Monte Carlo run is sufficient to compute all the entries of the Hamiltonian and overlap matrices, and the spectral weights.

The results for $J_D/J = 0.05$ and 0.1 are reported in Figs. 14 and 15. By approaching the quantum phase transition to the spin-liquid regime, the whole lowest-energy magnon excitation is strongly renormalized towards smaller energies; in addition, the visible (damped) modes within the continuum lose spectral weight and the continuum becomes progressively broader upon decreasing the DM interaction.
Figure 14: Out-of-plane $S^z(q, \omega)$, upper panel and in-plane $S^\pm(q, \omega)$, lower panel spin dynamical structure factor, for $J_D/J = 0.05$. Calculations are performed on the $3 \times 12 \times 12$ cluster. LSW results for the three magnon modes are also shown for comparison (the intensity of the signal is proportional to the thickness of the white lines) [61]. The inset in the upper left corner of the figures shows the first and extended Brillouin zones of the kagome lattice (with dashed and solid lines, respectively), and the high symmetry points $\Gamma$ and $\Gamma'$. 
Figure 15: The same as in Fig. 14 for $J_D/J = 0.1$. 
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