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Abstract

We show that a dynamical transition from a non-heating to a heating phase of a periodic

SL(2,R) driven two dimensional conformal field theory (CFT) with a large central charge

is perceived as a first order transition by a bulk brane embedded in the dual AdS. We

construct the dual bulk metric corresponding to a driven CFT for both the heating and

the non-heating phases. These metrics are different AdS2 slices of the pure AdS3 metric.

We embed a brane in the obtained dual AdS space and provide an explicit computation of

its free energy both in the probe limit and for an end-of-world (EOW) brane taking into

account its backreaction. Our analysis indicates a finite discontinuity in the first derivative

of the brane free energy as one moves from the non-heating to the heating phase (by tuning

the drive amplitude and/or frequency of the driven CFT) thus demonstrating the presence

of the bulk first order transition. Interestingly, no such transition is perceived by the bulk

in the absence of the brane. We also provide explicit computations of two-point, four-

point out-of-time correlators (OTOC) using the bulk picture. Our analysis shows that the

structure of these correlators in different phases match their counterparts computed in the

driven CFT. We analyze the effect of multiple EOW branes in the bulk and discuss possible

extensions of our work for richer geometries and branes.
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1 Introduction

Non-equilibrium dynamics of driven quantum matter has been extensively studied in the re-

cent past [1–13]. Out of the several drive protocols that can be used to take a system out of

equilibrium, periodic drives, whose stroboscopic dynamics can be described by Floquet Hamil-

tonians, have received the most attention [5, 8, 14–16]. The reason for this stems from several

phenomena such as dynamical freezing [17–21], dynamical localization [22–25], topological tran-

sitions in driven systems [26–29], realization of time crystalline states [30–33], dynamical tran-

sitions [34–37], and tuning ergodicity properties of quantum systems [38, 39]; these phenomena

have no analogue in either equilibrium or aperiodically driven non-equilibrium systems.

Several recent studies have focussed on the effect of both quench [40] and periodic drives

[41–46] on conformal field theories. The studies involving periodic protocols usually consider

a Hamiltonian which is expressed in terms of standard Virasoro generators L0 and L±1 and is

therefore valued in an su(1, 1)-algebra. The periodic drive in such models leads to an evolution

operator U which is valued in SU(1, 1). It is well-known that such a dynamics leads to two
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distinct phases separated by a dynamical transition. These are the heating (hyperbolic) and the

non-heating (elliptic) phases; the Casimir of the su(1, 1) algebra has opposite signs in the two

phases. The transition line where the Casimir vanishes is often referred to as the parabolic line.

The presence of a periodic drive, characterized by a frequency ωD = 2π/T , where T is the time

period, allows one to access this dynamic transition by tuning the drive frequency. Equivalently,

such a tuning is possible by changing the drive amplitude.

The AdS/CFT correspondence stipulates that corresponding to every such (1 + 1)D CFT,

there exists a three-dimensional (3D) dual AdS bulk [47]. 1 In fact, using this correspondence,

one can have a definite procedure for extending the CFT Hamiltonian in the bulk [48]. It is then

natural to ask what constitutes the bulk signature of the dynamic transition of a driven CFT.

This is the central question which we aim to study in this work. More precisely, the main goal

of our work is to geometrize the dynamical phase transition and to provide a precise and explicit

3D geometric and Holographic construction that captures this transition.

The main points of our work can be summarized as follows. First, we show that there are two

key steps to construct the geometric description mentioned above. We take CFT2 vacuum as

the reference state which is dual to pure AdS3. Since the vacuum does not evolve under sl(2, R)

valued Floquet-Hamiltonian, the bulk geometry remains pure AdS. However to geometrize the

drive, the basic ingredient is the set of bulk generators corresponding to the Virasoro generators

L0 and L±1 of the boundary CFT [48]. Subsequently, one finds the curves in the bulk geometry

which are generated by the bulk Hamiltonian corresponding to the the CFT Floquet-Hamiltonian.

These curves inherit a natural induced metric on them, which are simply patches of the AdS3-

spacetime. These patches have a natural AdS2 slicing, which differ for each phase. In particular,

for the heating phase, we find a AdS2 black hole slice. For the non-heating phase we find a

global AdS2 slicing and the phase boundary corresponds to a Poincare AdS2 slicing. While these

patches are highly suggestive, the heating and the non-heating phases cannot be distinguished

by the corresponding free energy, which is given by the Euclidean on-shell action for pure 3D

gravity in AdS3. At this point, it is worth emphasizing that the boundary CFT Hamiltonian is

sl(2, R)-valued and therefore there are no large gauge transformations in the bulk. Thus, the

heating and the non-heating phases are identical in terms of their Euclidean on-shell actions.

Second, we find that the crucial ingredient in distinguishing between these CFT phases is a

brane degree of freedom. These branes are co-dimension one hypersurfaces in the bulk geometry.

In this work, we have considered both probe branes as well as end-of-world (EOW) branes. These

are respectively probes and fully back-reacting objects in the AdS3 geometry. Given a particular

1Note that the CFT dual of pure 3D gravity is a debated issue. A precise duality generally contains various

fluxes in a 10D bulk geometry. However, we will ignore this issue for now, as we will be focussing on a rather

generic point which is expected to remain qualitatively true.
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patch (corresponding to the heating, the non-heating or the phase boundary), these branes can

distinguish between the on-shell Euclidean action of the (gravity + brane)-system. The central

result of this work is that the corresponding free energy displays a first order phase transition of

the combined system, which is a close cousin of the Hawking-Page transition [49]. We explicitly

demonstrate that this first order transition also occurs due to the change in sign of the Casimir

of the boundary CFT, thereby establishing a direct link between it and the dynamical transition

of the driven CFT mentioned above.

Third, we generalize this construction and introduce more than one EOW-branes. As an

example, we have considered two EOW-branes, which results in a rich structure associated to

the phase transition. The basic qualitative features of the phase transition remain the same.

We note that insertion of the EOW-branes correspond to inserting conformal boundaries to

the boundary CFT. Correspondingly, the CFT is defined on a strip with an infinite family of

boundary conditions. These boundary conditions are labelled by the respective brane tensions

valued in the range of [0, 1]. Especially, this family of boundary conditions naturally allow for

exciting a boundary-condition-changing operator in the CFT, whenever the boundary conditions

are non-identical at the end points.

Finally, we also study the signature of different phases in unequal time two point and higher

point correlators under the sl(2, R) drive [46], [52] from the bulk gravity picture without inserting

any brane. In this context, we describe how the different AdS2 slicing corresponding to the two

phases and the phase boundary are crucial in determining different temporal behavior of 2-point

and 4-point functions from the Holographic description, which can be matched with results

available from large c CFT computations. In particular, we match the two point functions in

each phase with a direct boundary computation of the two point function. We then set-up the

OTOC computation in the bulk. This involves, the by now well-known method of, computing a

two point function of an operator in a shock wave geometry created by the other operator [50,51].

The AdS2 black hole slicing for the heating phase is crucial to obtain the exponential temporal

growth of the OTOC 2, that we had obtained in our previous work [52]. We show that the

Lyapunov exponent matches exactly with the boundary computation. Moreover we also show

how the other AdS2 slicing corresponding to the non heating phase and the phase boundary

results in an oscillatory and power law temporal growth of the OTOCs in these two phases.

The plan for the rest of the paper is as follows. In Sec. 2, we construct the bulk metric for the

different phases of the driven CFTs. This is followed by Sec. 3, where we discuss embedding both

probe and EOW branes. Next, in Sec. 4, we compute two-point correlation functions and four-

point OTOC from the bulk in the large c limit and compare these results with the corresponding

2We want to emphasize again that the dual 3d AdS metric has no horizon and the blackhole resides in it’s

AdS2 slice. To the best of our knowledge, OTOCs in these kinds of geometries have not been studied earlier.
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counterparts obtained from the driven CFT at the boundary. Finally, we discuss our main results

and the possibilities of their further extension and conclude in Sec. 5.

2 Bulk metrics in different phases subjected to an SL(2,R)
drive

In this section, we construct the bulk metrics for the various phases of the SL(2,R) driven CFT.

General strategy: To begin with let us consider a generic state |ψ〉 that is evolved in stro-

boscopic time n under some 2D boundary periodically driven Hamiltonian H. We want to

understand the three dimensional holographic realization of the state as well as it’s evolution i.e.

|ψ(n)〉 = U(nT, 0)|ψ〉 = e−iHFnT/~|ψ〉 , (2.1)

where U(nT, 0) is the evolution operator and HF is the Floquet Hamiltonian. Here n is a positive

integer, T = 2π/ωD is the drive period, and ωD is the drive frequency. The complete holographic

picture could be obtained by a two step process:

• First we find the geometric dual of a one parameter class of states of the above form, with

nT replaced by s. At this step, s (or rather s/T ) should be interpreted as a real parameter

of the geometric description. The geometric dual can then be found by solving the Einstein

equation with source given by the expectation value of boundary stress tensor in certain

choice of coordinate system.

• The next step is to rewrite the new metric in a parametrization where s itself becomes the

time in the metric. This means going to the frame of the co-moving observer along the

curve generated by the Floquet Hamiltonian itself. The well-known example is the Rindler

wedge which is obtained by changing the flat spacetime coordinates to new coordinates

generated by the trajectory of an accelerated observer. Once we are able to get the effective

boundary metric by parametrizing the boundary curve, we need to lift that into the bulk

[53–56]. One straightforward yet harder way to get the final bulk metric is to solve the

same Einstein equation as in the first step with boundary metric as the boundary condition.

However, our task is simpler: We can directly solve for the bulk curves generated by the

bulk representation of the boundary Floquet Hamiltonian. The curves will be parametrized

by s and other intrinsic co-ordinates, in terms of which one rewrites the above metric.

The simplest example of the above set up is when we take H = HCFT = L0 + L̄0 and the state

is the vacuum |0〉. The state does not evolve in (the stroboscopic) time as ei(L0+L̄0)n|0〉 = |0〉.
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In the Euclidean boundary, this corresponds to radial quantization which can be visualized by

conformally mapping the plane into a cylinder, where n coincides with the time direction in the

cylinder. On the bulk, this corresponds to global AdS3 with n naturally enlarged to s which

acts as the global time. If we choose H to be other linear combinations of conformal generators

Lp, L̄p, it corresponds to a different quantization [57], [58] in the CFT. The corresponding bulk

metric will be obtained by mapping it from the AdS3 coordinates under large diffeomorphism

(generated by boundary Lp’s) in a specific gauge [59] and then solving for the bulk curve. Let

us now discuss this explicitly when p = {0,±1}.

Bulk metric under an SL(2,R) drive: To compute the bulk metric in an SL(2,R) driven

CFT, we extend the boundary Hamiltonian into the bulk by replacing the global Virasoro gen-

erators by it’s AdS3 representation [48]:

Lb,0 = −1

2
z∂z − ζ∂ζ , Lb,1 =

1

2
zζ∂z + ζ2∂ζ − z2∂ζ̄ , Lb,−1 = ∂ζ . (2.2)

Here, ζ = x− iτ and ζ̄ = x+ iτ are the boundary coordinates and z is along the bulk direction.

We will work in two step discrete drive protocol [41–43] governed by the Hamiltonian Hφ = L0−
1
2

tanh(2φ)(L1 +L−1)+anti chiral part. For time period τ0 the system is evolved by H0 = Hφ=0 ,

and for time period τ1 it is evolved by H1 = Hφ 6=0 and then we repeat it periodically for n number

of drives. The stroboscopic time parameter n plays the role of time in our setting. Here we still

start with the vacuum |0〉. Since again Hφ is constructed out of SL(2,R) generators, the vacuum

remains unchanged. This dictates that the bulk remains pure AdS3. However to construct the

bulk tangent curve along the direction of drive n, it might be difficult to track down the time

dependent set up at each period of time. For computational purposes, it would be useful to

find the Floquet Hamiltonian which controls the evolution of the driven system after an integer

number of drive periods. We can write an effective Hamiltonian with the following form

Heff = α(L0 + L̄0) + β(L1 + L̄1) + γ(L−1 + L̄−1) . (2.3)

We give the relevant details of α, β, γ in the appendix A. The corresponding AdS3 representation

of the Hamiltonian is given by,

Hb = α(Lb,0 + L̄b,0) + β(Lb,1 + L̄b,1) + γ(Lb,−1 + L̄b,−1) , (2.4)

This class of Hamiltonians are valued in su(1, 1)-algebra which generates a time-evolution valued

in the SU(1, 1) group. Given {α, β, γ}, the Casimir of the algebra is given by (α2− 4βγ) and we

define:

d =
α2 − 4βγ

4β2
, (2.5)
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which keeps track of the sign of the Casimir. It is now well-known that the system can be tuned

to any of the three distinct phases, depending on the sign of d, see e.g. [41–46] for several related

works exploring these phases.

Specifically, we can distinguish the three phases of the system:

d < 0 : Heating Phase ,

d > 0 : Non-heating Phase ,

d = 0 : Phase transition .

Substituting (2.2) and corresponding complex conjugates in (2.4) we can write:

Hb = (−αz + 2βzx)∂z + (−αx− βz2 + β(x2 − τ 2) + γ)∂x + (−ατ + 2βxτ)∂τ . (2.6)

As mentioned before, we consider an intrinsic coordinate, denoted by s ∈ R, to parameterize the

curves generated by the bulk Hamiltonian and solve the following tangent equations [60]:

dz(s)

ds
= −αz + 2βzx , (2.7)

dτ(s)

ds
= −ατ + 2βxτ , (2.8)

dx(s)

ds
= −αx− βz2 + β(x2 − τ 2) + γ , (2.9)

to find the relation between the embedding coordinates {τ, x, z} and the patch solved by the

equations in (2.7)-(2.9). Note that, the bulk coordinate s is continuous while the stroboscopic

time is discrete. The identification of the stroboscopic time with this continuous bulk coordinate

is made only at discrete points. Said another way, different values of the stroboscopic time

correspond to different points on the curve whose coordinate is s. Note also, that a solution to

the above equations will allow an arbitrary constant shift in s and therefore, effectively we can

set the range: s ∈ [−∞,∞]. The solution space can be divided into three categories, depending

on the sign of d. Below, we discuss these in detail.

For non-heating phase(d> 0):

When d > 0, the set of equations in (2.7)-(2.9) is solved by

x = −
√
d

2

(
coth[µ(s+ iθ)] + coth[µ(s− iθ)]

)
,

τ = −
√
d

2i
√

1 + c2
1

(
coth[µ(s+ iθ)]− coth[µ(s− iθ)]

)
, (2.10)

z = −
√
d c1

i
√

1 + c2
1

(
coth[µ(s+ iθ)]− coth[µ(s− iθ)]

)
, µ = β

√
d . (2.11)
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Here c1 and θ characterize the parametric solutions. After rewriting c1 = tanφ1 and substituting

(2.10) in AdS3-Poincaré metric, ds2 = dx2+dτ2+dz2

z2 we get3

ds2 =
dφ2

sin2[φ]
+

4β2d (ds2 + dθ2)

sin2[φ] sin2[2
√
dβθ]

. (2.12)

Finally, analytically continuing s→ is we obtain:

ds2 =
dφ2

sin2[φ]
+

4β2d (−ds2 + dθ2)

sin2[φ] sin2[2
√
dβθ]

. (2.13)

The ranges of coordinates s, θ, φ are respectively given by [−∞,+∞] , [0, π
µ
] , [0,+π]. It is straight-

forward to check that these ranges cover the full Poincaré patch of AdS3, i.e. τ ∈ [−∞,∞],

x ∈ [−∞,∞] and z ∈ [0,∞]. The metric in (2.13) describes an AdS3 foliated by AdS2 geome-

tries at each φ = const. It is instructive to note that, by comparing (2.13) with eqn (3.1) in [61],

the constant φ slices correspond to global-AdS2 geometry. We will revisit this in detail later.

For heating phase (d< 0):

When d < 0, the set of equations in (2.7)-(2.9) is solved by

x =

√
d

2

(
tan[µ(s+ iθ)] + tan[µ(s− iθ)]

)
,

τ =

√
d

2i
√

1 + c2
1

(
tan[µ(s+ iθ)]− tan[µ(s− iθ)]

)
, (2.14)

z =

√
d c1

2i
√

1 + c2
1

(
tan[µ(s+ iθ)]− tan[µ(s− iθ)]

)
.

As before, substituting (2.14) in AdS3-Poincaré metric, ds2 = dx2+dτ2+dz2

z2 we get:

ds2 =
dφ2

sin2[φ]
+

4β2d (ds2 + dθ2)

sin2[φ] sinh2[2
√
dβθ]

. (2.15)

Again, the analytic continuation: s→ is gives

ds2 =
dφ2

sin2[φ]
+

4β2d (−ds2 + dθ2)

sin2[φ] sinh2[2
√
dβθ]

. (2.16)

The ranges of variables s, θ, φ, for the metric (2.16) in heating phase are given by

(−∞,+∞) , (0,∞) , (0, π) respectively. The φ = const slices of (2.16) are now AdS2 black

holes which is explicitly visible by comparing (2.16) with equation (3.3) in [61].

On the transition line (d= 0):

3When we are substituting in the metric, we treat θ and φ to be the normal coordinates to the curve.

7



By using exact similar analysis for d = 0, the coordinates and corresponding analytically

continued metric can be written down as follows:

x = − 1

2β

( 1

s+ iθ
+

1

s− iθ
)
, τ = − 1

2iβ
√

1 + c2
1

( 1

s+ iθ
− 1

s− iθ
)
,

z = − c1

2iβ
√

1 + c2
1

( 1

s+ iθ
− 1

s− iθ
)
. (2.17)

This yields:

ds2 =
dφ2

sin2[φ]
+
−ds2 + dθ2

sin2[φ] θ2
. (2.18)

In this case, the φ = const slices corresponds to the AdS2-Poincaré patch [61]. We will now

discuss how these patches determine the physics of the transition, especially by inserting explicit

brane degrees of freedom inside the bulk geometry.

3 Brane embeddings in AdS3

In this section we will demonstrate how a non-trivial conformal boundary can detect the phase

transition. Our explicit calculations will be carried out in the Holographic description, since it

provides us with a natural and simple way to characterize various boundary conditions on the

conformal boundaries of the CFT. In the Holographic dual, such boundaries correspond to defect

branes which are described by hypersurfaces in the geometry. We will show below that these

branes can detect the heating to non-heating phase transition in both a probe limit as well as

away from the probe limit. Before proceeding further, let us recall that the relevant metric data,

in the Euclidean description, are given by

ds2 =
dφ2

sin2[φ]
+

4µ2 (ds2 + dθ2)

sin2[φ] sin2[2µθ]
, µ = β

√
|d| , d > 0 , (3.1)

s ∈ [−∞,∞] , θ ∈ [0,
π

µ
] , φ ∈ [0, π] . (3.2)

for the non-heating phase. Similarly, for the heating phase, we obtain:

ds2 =
dφ2

sin2[φ]
+

4µ2 (ds2 + dθ2)

sin2[φ] sinh2[2µθ]
, µ = β

√
|d| , d < 0 , (3.3)

s ∈ [−∞,∞] , θ ∈ [0,∞] , φ ∈ [0, π] , (3.4)

Note that, in both (3.1) and (3.3), we can absorb the factor of µ by redefining s → 2µs and

θ → 2µθ and the resulting metric becomes independent of µ. However, the geometries retain the

memory of sgn(d) since (3.3) is obtained by sending µ → −iµ (equivalent to sending d → −d)

in (3.1).4 In the subsequent discussions, we will keep the factor of µ explicit.

4Recall that the phase transition takes place as a function of sgn(d), which is the sign of the Casimir of the

SU(1, 1) evolution in the driven CFT.
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3.1 A Lorentzian Discussion

It is evident from (3.1) and (3.3) that the φ = const slices are special. This will prove crucial in

the subsequent discussions and here we will discuss the Lorentzian picture in some detail, which

will form the basic intuition in all subsequent observations. The Lorentzian patches are obtained

by sending s→ is on the φ = φ0 slices. The induced metric on the various phases are:

ds2 =
4µ2

sin2 φ0

(
−ds2 + dθ2

sin2(2µθ)

)
, s ∈ [−∞,∞] , 2µθ ∈ [0, π] , (3.5)

ds2 =
4µ2

sin2 φ0

(
−dt2 + dξ2

sinh2(2µξ)

)
, t ∈ [−∞,∞] , ξ ∈ [0,∞] , (3.6)

ds2 =
4µ2

sin2 φ0

(
−dT 2 + dX2

X2

)
, T ∈ [−∞,∞] , X ∈ [0,∞] . (3.7)

Here (3.5), (3.6) and (3.7) correspond to non-heating, heating phases and at the transition point.

These patches describe various parts of an AdS2 geometry. Making explicit use of these metrics

in [61], they are also related to each other by simple co-ordinate transformations. Explicitly,

T +X = tan

(
s+ 2µθ

2

)
, T −X = tan

(
s− 2µθ

2

)
, (3.8)

tan

(
s− π

2
+ 2µθ

2

)
= −e−2µ(t+ξ) , tan

(
s+ π

2
− 2µθ

2

)
= e2µ(t−ξ) , (3.9)

which relate the non-heating patch to the transition patch in (3.8) and the non-heating patch

to the heating patch in (3.9). Note from (3.8) that the line s = 2µθ − π and s = π − 2µθ both

map to X =∞. On the other hand, θ = 0 is mapped to X = 0. Similarly, it is straightforward

to check that s = 2µθ − π/2 and s = π/2− 2µθ map to ξ =∞ line, while θ = 0 maps to ξ = 0

line. These patches are pictorially represented in Fig. 1. These φ = const AdS2 patches will be

crucial in the subsequent sections.

3.2 Probe Branes

Let us first consider probing the geometries in (3.1) and (3.3) with a brane.5 Consider a two-

dimensional hypersurface with the following action:

Sbrane = T

∫
d2σ
√
γ = T

∫
d2σL , (3.10)

5Note that probe branes can be used to detect phase transitions across a wide range of systems, e.g. [62], [63],

[64].
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⇠

Figure 1: A pictorial representation of various patches of AdS2 covered by various phases. The

left-most is the non-heating phase that covers the global patch of AdS2, the middle one covers

the Poincaré patch of AdS2 and the right most covers a Schwarzschild-like patch in AdS2. These

patches are explicitly related by the coordinate transformations in (3.8) and (3.9).
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where, γab = gµν∂aX
µ∂bX

ν , is the induced metric and, gµν is the background metric and T is the

tension in the brane. Let us choose the world-volume coordinates to be: σ0 = s, σ1 = θ, and let

φ(θ) denote the corresponding embedding function. The corresponding induced metrics are:

ds2 =
1

sin2 φ(θ)

(
4µ2ds2

sinh2(2µθ)
+

(
φ′

2
+

4µ2

sinh2(2µθ)

)
dθ2

)
, heating , (3.11)

ds2 =
1

sin2 φ(θ)

(
4µ2ds2

sin2(2µθ)
+

(
φ′

2
+

4µ2

sin2(2µθ)

)
dθ2

)
, non− heating . (3.12)

With the above ansatz, the Lagrangian becomes a functional of the embedding function

L = L[θ, φ, φ′] and the brane profile can be obtained by solving the Euler-Lagrange equation:

d

dθ

(
∂L
∂φ′

)
− ∂L
∂φ

= 0 . (3.13)

It is straightforward to observe that in both phases, the Euler-Lagrange equation admits a simple,

analytical solution φ(θ) = π/2.6 For analytical control on the calculations, we will discuss only

this solution. The corresponding on-shell actions of the probe branes, in both phases, can be

computed by substituting this solution into the action. This yields:

Sheating
brane = T

∫
dsdθ

4µ2

sinh2(2µθ)
= − 2µT coth(2µθ)

∣∣θmax

θmin

∫
ds =

∫
ds

(
−2µT +

T

εh

)
,(3.14)

Snon−heating
brane = T

∫
dsdθ

4µ2

sin2(2µθ)
= − 2µT cot(2µθ)

∣∣θmax

θmin

∫
ds =

∫
ds

(
2T

εnh

)
. (3.15)

It is straightforward to observe that by choosing εh = εnh/2 the divergent pieces in the heating

and the non-heating phases become equal. Here, to regulate the divergences, we have introduced

two cut-offs εh = θmin in the heating phase, and εnh = θmin = π/(2µ) − θmax in the non-heating

phase.

The phase transition can be detected by considering the difference in their respective on-shell

actions: ∆S = Sheating
brane − Snon−heating

brane . This is formally divergent, unless we choose εh = εnh/2.

This is certainly an allowed choice and it yields: ∆S ∼ −2µT < 0, ∀ T > 0. Alternatively, we

can renormalize the corresponding on-shell actions by adding appropriate counter-terms to the

respective branes. In the non-heating phase, there are two boundaries: θ → 0 and π/(2µ)−θ → 0,

while the heating phase has only one boundary limit θ → 0. The corresponding on-shell action

can be renormalized by introducing the following boundary terms:

Snon−heating
ct =

∫
ds
√
h

∣∣∣∣
θ=π

µ
−εnh

−
∫
ds
√
h

∣∣∣∣
θ=εnh

, (3.16)

Sheating
ct = −

∫
ds
√
h

∣∣∣∣
θ=εh

, (3.17)

6There is a family of solutions to the Euler-Lagrange equation, subject to appropriate boundary conditions,

which can be obtained numerically.
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such that Sheating
brane + Sheating

ct and Snon−heating
brane + Snon−heating

ct are both finite. Here h denote the

induced metric on the boundary (i.e. θ = const slice) of the brane.

Several comments are in order. First, it is clear that for a fixed tension brane, the free energy

is lowered as sgn(d) crosses zero from the positive side. We emphasize again that even though the

factor of (µT ) can be absorbed in redefining s, the memory of sgn(d) remains in the final answer.

Here sgn(d) corresponds to the sign of the Casimir that distinguishes between the non-heating

and the heating phases. This phase transition is a first order one, since it is straightforward to

observe that e.g.
(
∂S/∂µ

)
have a discontinuous jump at the transition.7 Intuitively, one would

prefer the positive tension branch, since it corresponds to a positive kinetic energy for the brane

and satisfy standard positive energy conditions on the brane. The negative tension, on the

other hand, corresponds to a negative kinetic energy and can lead to instabilities. Nonetheless,

such objects appear naturally within the context of string theory as e.g. orientifold planes (see

e.g. [65]) and can play pivotal role in realizing interesting cosmological scenario.

3.3 End-of-World (EOW) Branes

We will now consider introducing fully back-reacting and dynamical End-of-World (EOW) branes

in the corresponding heating and non-heating patches of AdS3 geometry. Since the two patches

are related by local co-ordinate transformations and not by large gauge transformations, the

on-shell action of the three-dimensional Einstein-Hilbert term along with the Gibbons-Hawking

boundary term cannot distinguish between the two phases. An EOW brane introduces a hyper-

surface dynamics which is determined by the extrinsic curvature and is therefore not a topological

quantity in two-dimensions. Thus, it is expected that the phase transition will be explicitly visi-

ble once EOW-branes are inserted into the geometry. We will first consider a single EOW-brane

and subsequently discuss two EOW-branes.

7Also note that, the free energy does not have the detailed swallow-tail structure associated with a typical

first order phase transition. This is perhaps due to the simplicity of the system.
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3.3.1 Single EOW Brane

The full bulk action now comprises of several pieces: The gravity part, the brane part and the

intersection boundary part between the bulk geometry and the brane:

Sfull = Sgravity + Sbrane + Scorner , (3.18)

Sgravity = − 1

2κ2

∫
M
d3x
√
g (R− 2Λ)− 1

κ2

∫
∂M

d2y
√
hK , (3.19)

Sbrane = − 1

κ2

∫
Σ

d2σ
√
γ (K − T ) , (3.20)

Scorner = − 1

κ2

∫
C
dξ
√
hC
(
π −ΘΣ,∂M

)
, C = Σ ∩ ∂M . (3.21)

Here d3x, d2y, d2σ and dξ denote the volume element of the full bulk geometry, the conformal

boundary, the brane and the corner. Correspondingly, g, h, γ and hC denote the metrics on them,

K denotes the corresponding extrinsic curvatures and T is the brane tension. The angle ΘΣ,∂M

denote the angle at which the brane intersects the conformal boundary. The variational problem

on (3.18) is defined by varying the inverse metric within the region bounded by the branes and

the boundary, keeping the branes and the corners fixed. This yields the following equations:

Rµν −
1

2
(R− 2Λ) gµν = 0 , (3.22)

Kab − (K − T ) γab = 0 . (3.23)

The first equation (i.e. Einstein equations) above determines the three-dimensional bulk geometry

and the second equation determines the profile of the brane. For us, the Einstein equations are

satisfied simply because we consider an AdS3 geometry.

Before proceeding further, let us note that the non-heating patch is described by

x = −
√
|d|
2

v , τ = −
√
|d|
2

u cosφ , z = −
√
|d|
2

u sinφ , (3.24)

u =
1

i

[
coth

(
µ(s+ iθ)

)
− coth

(
µ(s− iθ)

)]
, v =

[
coth

(
µ(s+ iθ)

)
+ coth

(
µ(s− iθ)

)]
.

(3.25)

Similarly, the heating phase is described by the following patch:

x = −
√
|d|
2

v , τ =

√
|d|
2

u cosφ , z =

√
|d|
2

u sinφ , (3.26)

u =
1

i

[
tan
(
µ(s+ iθ)

)
− tan

(
µ(s− iθ)

)]
, v =

[
tan
(
µ(s+ iθ)

)
+ tan

(
µ(s− iθ)

)]
.

(3.27)
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⌧2 + z2 =
d

4
u2

Figure 2: A pictorial representation of the two types of foliations described by equations (3.28)

and (3.29). For the linear leaves, positive tension Karch-Randall branes are located at constant

angle φ0 ∈ [π
2
, π] and for negative tension, they correspond to φ0 ∈ [0, π

2
]. Here, the EOW-brane

intersects the conformal boundary at τ = 0.

Both the patches are essentially described by the following equations:

τ 2 + z2 =
d

4
u2 , (3.28)

z

τ
= tanφ . (3.29)

From (3.28), we observe that each u = const describes a leaf of a circular foliation of the Poincaré

patch and (3.29) implies that each φ = const describes a leaf of a planar foliation of the same. It

is expected that each leaf of both the planar and the circular foliation is described by a Karch-

Randall brane of a given tension. We will explicitly show this and for simplicity, we will focus

on the planar foliations.

Let us choose σ0 = s and σ1 = θ as the worldvolume coordinates, and φ = φ(θ) as the

embedding function. This implies: dφ− φ′dθ = 0 and therefore the unit outward normal to the
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brane is given by

nnh
α =

2µ

sinφ

1√
4µ2 + φ′2 sin2(2µθ)

(
0,−φ′, 1

)
, (3.30)

nh
α =

2µ

sinφ

1√
4µ2 + φ′2 sinh2(2µθ)

(
0,−φ′, 1

)
, (3.31)

where nnh
α and nh

α correspond to non-heating and heating phases, respectively. The extrinsic cur-

vature is calculated by using Kab = ∇αnνe
α
ae

ν
b , where eαa =

(
∂xα/∂σa

)
. The simplest component

of the brane equation in (3.23) is given by the nn-component which can be readily solved to

obtain the profile: φ(θ) = φ0, where T = − cosφ0, in both phases. It is now straightforward to

check that this solves the full equations in (3.23).

Let us now evaluate the on-shell actions in the corresponding phases. First, in the non-heating

phase, we obtain:

Sgravity = − 1

κ2

1

ε2

∫
ds

∫ π/2µ

0

dθ

sin2(2µθ)
, Sbrane = − 1

κ2

2

ε

T

1− T 2

∫
ds , (3.32)

Scorner = − 1

κ2
φ0

1

ε

∫
ds , (3.33)

We add the following counter-term:

Sct =
1

κ2

(
2T

1− T 2
+ (π − φ0)

)∫
dξ
√
h

∣∣∣∣∣
θ=ε

+ Anh
1

κ2

∫ √
h

∣∣∣∣
φ=π−ε

, (3.34)

Anh =

∫
dn

∫ π/2µ

0

dθ

sin2(2µθ)
. (3.35)

Here h denotes the induced metrics at the corresponding hyper-surfaces. Note that the z = ε

hypersurface corresponds to φ = π−ε hypersurface. Also note that, the coefficient Anh is formally

a divergent quantity, which itself needs a regularization. Nonetheless, the upshot is that there

is no finite contribution from the counter-terms and therefore the sum of Sfull + Sct = 0, in the

non-heating phase.

A similar computation in the heating phase require identical counter-terms as above, except

Anh → Ah, where

Ah =

∫
ds

∫ ∞
0

dθ

sinh2(2µθ)
. (3.36)

Note that, while Ah is still formally a divergent quantity and needs regularization, the θ-integral

produces a finite contribution as θ → ∞. This very feature becomes crucial on the brane. In

the non-heating phase, the brane on-shell action consists only of divergent contributions while
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in the heating phase the θ-integral contains a finite piece, as we just noticed. Upon introducing

the counter-terms this finite contribution survives and we obtain:

Sfull + Sct =
1

κ2

2µT

1− T 2

∫
ds . (3.37)

A few comments are in order. Note that, in the tension-less limit T → 0 and therefore φ0 → π/2,

which recovers the probe limit answer of equation (3.13). In the strict T = 0 limit, (3.37)

vanishes, which is also consistent with the probe limit calculation. The free energy in the small

tension limit, however, does not reduce to the probe limit answer since the extrinsic curvature

still contributes to the full action. This is manifest in (3.37), in which ∆S > 0, whereas the

probe calculation yields ∆S < 0. Nevertheless, in both calculations, the phase transition is

detectable. A final comment is on the discontinuity of the first derivative of the free energy

across the transition. This is obtained by computing (∂S)/(∂d) ∼ d−1/2 → ∞8 as d → 0.

Hence the phase transition is accompanied by a generally divergent discontinuity, except in a

fine-tuned limit T → 0, in which it can become a finite quantity. Alternatively, we can consider

a derivative with respect to µ, which will remain finite and the corresponding phase transition

will be associated with a finite discontinuity of the derivative. Finally note that, as T → 1, the

free energy and all other associated physical quantities diverge. This is a singular limit, in which

the EOW brane coincides with the conformal boundary of AdS and cuts-off the entire geometry.

Let us now briefly discuss the dual CFT picture. The insertion of an EOW-brane in the bulk

amounts to introducing a boundary in the dual CFT, following the proposals in [66, 67]. These

boundaries preserve conformal symmetries and the corresponding boundary states are obtained

by solving
(
Lp − L̄−p

)
|B〉 = 0, where {Lp, L̄q} are the holomorphic and anti-holomorphic copies

of Virasoro generators. A general boundary state |B〉 can be constructed from a linear com-

bination of the so-called Ishibashi states [72]. As Fig. 2 demonstrates, the CFT is defined on

x ∈ [−∞,∞] and τ ∈ [0,∞]. The corresponding boundary state can be labelled by an index

|Bα〉, which is encoded in the tension of the brane. Subsequently, for a CFT defined on a cylin-

der, the Euclidean on-shell action is related to the disc partition function for the BCFT, given

by 〈0|Bα〉 ≡ gα. Note, however, that we started with a Poincaré AdS3 geometry and therefore

the Holographic on-shell action is not simply related to the disc partition function. Instead, it

computes the CFT partition function defined on the half-plane in τ . Finally, a note of caution:

Recall that the action of the bulk Hamiltonian as well as the equations for the tangent curves

are obtained starting from a Poincaré AdS bulk. One can also begin with a bulk dual of a BCFT

and subsequently analyze the bulk Hamiltonian as well as the tangent curves accordingly. This

description contains an EOW-brane to begin with and it will be interesting to analyze this case

further. We do not, however, expect any qualitative difference in the physical picture.

8Recall that µ = β
√
|d|.
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3.3.2 Two EOW Branes

Let us now consider two such EOW-branes. The corresponding action is given by

Sfull = Sgravity + Sbrane + Scorner , (3.38)

Sgravity = − 1

2κ2

∫
M
d3x
√
g (R− 2Λ)− 1

κ2

∫
∂M

d2y
√
hK , (3.39)

Sbrane =
∑
i=1,2

− 1

κ2

∫
Σi

d2σ
√
γ (K − Ti) , (3.40)

Scorner = − 1

κ2

∫
C
dξ
√
hCΘΣ,∂M , C = (Σ1 ∩ ∂M) ∪ (Σ2 ∩ ∂M) ∪ (Σ1 ∩ Σ2) . (3.41)

Here Σi, i = 1, 2 denote the two EOW branes and Ti are the corresponding tensions. The

equations of motion are still given by (3.22) and (3.23) and the corresponding brane solutions

are T1 = − cosφ1 and T2 = − cosφ2. Now these two EOW-branes may intersect in the bulk, in

which case there is a non-trivial finite contribution to the free energy coming from the intersection

point of the two branes. However, if the two branes remain non-intersecting, then there is no

such contribution and the result remains the same as above.9

The intersecting case is shown in Fig. 3. The analyses proceeds as above with one important

addition. Since the outward normals at Σ1 and Σ2 satisfy: gαβn
(1)
α n

(2)
β < 0, we choose:

n(1)
α =

1

sinφ1

(0, 0, 1) , n(2)
α = − 1

sinφ2

(0, 0, 1) , (3.42)

in both heating and non-heating phases. Here, we have already used the solution for the EOW-

brane φ′1,2 = 0. From Fig. 3, the branes are intersecting if θ1,2 = φ2 − φ1 > 0;10 and there is no

intersection if θ1,2 ≤ 0. To proceed further, it convenient to describe these branes in the Poincaré

patch:

z

τ − τ1

= tanφ1 ,
z

τ − τ2

= tanφ2 , (3.43)

where τ1,2 are the points at which the EOW-branes Σ1,2 intersect the conformal boundary of

AdS. Their mutual intersection point is given by

τ∗ =
τ2 tanφ2 − τ1 tanφ1

tanφ1 − tanφ2

, z∗ = tanφ1 tanφ2
τ1 − τ2

tanφ1 − tanφ2

, (3.44)

It is easy to evaluate the pure-gravity part of the on-shell action in both phases. This yields:

Sgravity =
1

κ2
(τ1 − τ2)

1

z2
∗

∫
dx+

C1

ε2
, (3.45)

9Recently, similar EOW-branes have been explored in the literature with a different physical motivation. See

e.g. [68–71] for a representative of such works.
10This, in turn, implies that τ1 < τ2.
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n@M
↵

Figure 3: A pictorial representation of two intersecting EOW-branes. The outward normal to

Σ1,2 are denoted by n1,2
α and the outward normal to the conformal boundary of AdS is denoted

by n∂Mα . The two branes intersect at an angle θ1,2 = φ2 − φ1 in the bulk. The gravitational

theory is defined within the triangle, including its sides and corners.
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which consists of either a divergent piece or a finite term that is universal in both phases. Thus,

this will not be relevant in the free energy differences. Likewise, the intersection terms Scorner are

universal in both phases, except for the contribution coming from the mutual intersection point

of the two branes. To proceed further, we now need to fix the ranges of coordinates corresponding

to the region enclosed by the branes and the conformal boundary of AdS (see e.g Fig. 3).

The domain of interest is defined by the Poincaré coordinates x ∈ [−∞,∞], τ ∈ (τ∗, τ2) and

z ∈ (0, z∗). In the non-heating phase, recall that:

τ = −
√
|d|
2

u cosφ1,2 , z = −
√
|d|
2

u sinφ1,2 , u =
1

i

[
coth

(
µ(s+ iθ)

)
− coth

(
µ(s− iθ)

)]
.(3.46)

It is clear that z∗ = z∗(s, θ), and therefore the corresponding ranges of the coordinates {s, θ}
are mutually dependent. For example, setting s = 0,11 the corresponding coordinate ranges are

given by

θ ∈
[
θ∗,

π

2µ

]
, θ∗ =

1

µ
cot−1

(
z∗√

|d| sinφ1,2

)
. (3.47)

Similarly, in the heating phase, one obtains the following range:

θ ∈ [θ∗, 0] , θ∗ =
1

µ
tanh−1

(
z∗√

|d| sinφ1,2

)
, (3.48)

where we implicitly assume that the intersection point z∗ remains within the corresponding

patch. Note that, the ranges in (3.47) and (3.48) both depend on z∗, given a brane angle φ1,2. In

general, therefore, θ∗ = θ∗(s). Thus, the region bounded by the EOW-branes becomes explicitly

dynamical. Correspondingly, the on-shell action also depends explicitly on s. For simplicity, we

will be working with a free energy density defined at the s = 0 slice, using the above ranges.

In the non-heating phase, the finite contribution from the brane and the corner part evaluates

to:

Sbrane =
2µ

κ2

 cosφ1

sin2 φ1

cot

2 cot−1

(
z∗√
|d| sinφ1

)+
cosφ2

sin2 φ2

cot

2 cot−1

(
z∗√
|d| sinφ2

)


Scorner = −2µ

κ2
(φ2 − φ1) csc

2 cot−1

(
z∗√
|d| sinφ1

) . (3.49)

11Recall that this choice does not affect the stroboscopic time n to be a suitably large integer. This is simply

because there is always a shift freedom between these two coordinates.
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Figure 4: A representative behaviour of the free energy difference ∆S = Sheating − Snon−heating,

for fixed values of T1 = 0.001, |d| = 2, τ1 − τ2 = −0.1, within a specified range of values of T2

which are shown in the figure. This plot shows a monotonically increasing and a positive ∆S in

this range of T2, with ∆S → ∞ as T2 → T c2 ≈ 0.0715. At T2 = T c2 , there is an infinite jump.

Thus, the non-heating phase, in this branch, has a lower free energy.

In the heating phase, the corresponding finite contributions are:

Sbrane =
2µ

κ2

 cosφ1

sin2 φ1

coth

2 tanh−1

(
z∗√
|d| sinφ1

)

+
cosφ2

sin2 φ2

coth

2 tanh−1

(
z∗√
|d| sinφ2

)


Scorner = −2µ

κ2
(φ2 − φ1)

sinh

2 tanh−1

(
z∗√
|d| sinφ1

)

−1

. (3.50)

The free energy difference is now given by taking the difference between (3.50) and (3.49).

It is straightforward to check that in the special case when T2 = 0 and T1 = T , we get

back the same answer as in (3.37). In the special case when T1 = T2 = T , we also get back

the same qualitative physics, since the free energies are enhanced by a factor of two, keeping

the sign and the behaviour of the difference the same. The general behaviour is richer. A

representative feature is shown in Figs. 4 and 5. For a given T1, the free energy difference has
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Figure 5: A representative behaviour of the free energy difference ∆S = Sheating − Snon−heating,

for fixed values of T1 = 0.001, |d| = 2, τ1 − τ2 = −0.1, within a specified range of values of T2

which are shown in the figure. This plot shows a negative ∆S in this range of T2 > T c2 ≈ 0.0715.

Thus, the heating phase has a lower free energy in this branch.

two distinct signatures in two regimes of T2. These two regimes are demarcated by the point at

z∗ =
√
|d| sinφ1, which yields:

φ2 = arctan

( √
|d| sinφ1

τ1 − τ2 +
√
|d| cosφ1

)
. (3.51)

At this location ∆S → ±∞, as φ2 approaches the above value from above or from below.

Let us now discuss the dual CFT perspective. The presence of two boundaries in the CFT has

two different interpretations for the corresponding BCFT. In the so-called open string channel,

one considers an open string with two end points at the two boundaries. Alternatively, one can

adopt a closed-string channel description, in which case a closed string state evolves from an

initial state to a final state. Consider the Euclidean path integral, denoted by Zab, of a CFT on

a cylinder with circumference τβ and vertical width τw, with boundary conditions a and b at the

two ends. See Fig. 6 for a pictorial representation. As before, we add a note of caution: One can

alternatively begin with a bulk geometry with the EOW-branes already inserted and explore the

corresponding patches by analyzing the bulk Hamiltonian and the corresponding tangent curves.

We expect the key qualitative aspect to remain unchanged, however, it is an interesting scenario

to explore in detail.

In the open-string channel, Zab can be thought of as a thermal partition function for a

system defined within an interval of width τw with boundary conditions a and b at the two
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Hclosed

Figure 6: A pictorial representation of the BCFT partition function, which is defined on a

rectangular region of horizontal length τβ and a vertical length of τw. Let us assume that τβ

is periodic. The picture above corresponds to the open string channel, in which an open string

has end points at the two horizontal lines, separated by τw. The corresponding CFT can be

defined on the upper half plane, which is shown on the right. The picture below corresponds to

the closed string channel, in which a closed string of circumference τβ propagates from an initial

state to a final state. The corresponding CFT is defined on the entire plane, with different states

inserted on circles of different radii.
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end points. Thus, Zab = Tr(e−τβHopen). In the closed string channel, this becomes a transition

amplitude between two boundary states, |a〉 and |b〉, in a system which is defined on a circle of

circumference τβ. Thus, Zab = 〈a|e−τwHclosed|b〉. Note that this geometry is characterized by the

dimensionless ratio τw/τβ, up to its conformal class. It can be shown that in the limit τw/τβ →∞,

the Euclidean path integral is given by: Zab = gagbe
πcτw
6τβ , where c is the central charge of the

CFT and ga,b = 〈a, b|0〉. These ga,b are ground state degeneracies. In the limit, τw/τβ →∞, the

Holographic on-shell action is precisely related to these ground state degeneracies. Note, however,

that our bulk dual is based on the Poincaré AdS3 geometry and therefore the CFT is defined on

a decompactified circle: τβ →∞. In this limit, the bulk on-shell action still computes the CFT

partition function Zab, and this receives contribution from ground state as well as excited states.

To precisely connect with boundary entropy of the BCFT, one should begin with a global AdS3

geometry and subsequently carry out the analyses above. It is an interesting aspect, which we

leave for a future work.

A final note is about the types of boundary conditions. With two EOW-branes, i.e. with two

boundaries one can define a boundary condition changing operator. These operators are formally

defined as the primary operators with the smallest dimension, in the spectrum of open string

channel with two non-identical boundary conditions at the two end points. This is non-trivial

when a 6= b, which corresponds two EOW-branes with two different tensions T1 6= T2. As we

have demonstrated above, this has a rich structure associated with the phase transition.

4 Boundary correlation functions from the bulk geometry

In this section, we compute two-point and four-point correlation functions in the bulk in all

three phases. We then compare them with the known results in a large c CFT [46,52]. This will

provide a self-consistency check on our geometric description.

4.1 Two-point correlation functions

We will compute the two-point function using the geodesic approximation [51] [50], wherein the

two point function is approximated by the exponential of the geodesic distance between the

two boundary operators. To this end, we first express the geodesic in terms of the embedding

coordinates (T1, T2, X1, X2) of AdS3.

The geodesic distance (D) between two points whose embedding coordinates are (T1, T2, X1,

X2) and (T ′1, T ′2, X ′1, X ′2), is given by [50] 12

coshD = T1T
′
1 + T2T

′
2 −X1X

′
1 −X2X

′
2 . (4.1)

12We have set the AdS radius l = 1.
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We then express the answer in terms of the bulk coordinates by using the explicit map

between the bulk coordinates in which the bulk metric is written for each of the phases and the

embedding coordinates. We do this for each phase separately and after regulating the divergence

in the geodesic distance, we find an exact match with the boundary two-point function.

4.1.1 2-point correlation function in the heating phase

We start with the metric (3.3) for the heating phase (d < 0) and consider the following coordinate

changes:

r = coth(2µθ) and t = 2µs , (4.2)

to rewrite (3.3) as:

ds2 =
dφ2

sin2 φ
+

1

sin2 φ

(
dr2

r2 − 1
− (r2 − 1)dt2

)
. (4.3)

The embedding coordinates corresponding to (4.3) are given by:

T1 =
√
r2 − 1 sinh t cscφ,

T2 = r cscφ,

X1 = cotφ ,

X2 =
√
r2 − 1 cosh t cscφ. (4.4)

We now compute the correlators of two boundary operators V 13 which are located at (t1, r1, φ = 0)

and (t2, r2, φ = 0).

In this set-up, the geodesic length in (4.1) turns out to be:

coshD = λ2(r1r2 − 1−
√

(r2
1 − 1)(r2

2 − 1) cosh(t1 − t2)) . (4.5)

Here λ ≡ cscφ. For the boundary points, this is actually divergent since the boundary points

are at φ = 0. We therefore regulate it by taking λ large but not infinite and then removing the

divergent term to obtain the regularized geodesic distance. In this limit, the expression simplifies

to:

D ∼ log

[(
2λ
√
r2

1 − 1

)(
2λ
√
r2

2 − 1

)
r1r2 − 1−

√
(r2

1 − 1)(r2
2 − 1) cosh(t1 − t2)

2
√

(r2
1 − 1)(r2

2 − 1)

]
. (4.6)

Using (4.6), and removing the regulator term 2λ
√

(r2 − 1), the two point correlator becomes:

〈V V 〉 ∼ e−mD =

(
2
√
r2

1 − 1
√
r2

2 − 1

r1r2 − 1−
√
r2

1 − 1
√
r2

2 − 1 cosh(t1 − t2)

)m
. (4.7)

13Here, the operators in consideration are heavy operators of mass m.
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This matches exactly with the boundary computation as we now show.

Boundary computation of the two point function:

The boundary theory lives at φ = 0. From the curve equations in (2.14) in the heating phase,

at φ = 0 we get:

x+ iτ = z =
√
d tanµ(n+ iθ) , (4.8)

x− iτ = z̄ =
√
d tanµ(n− iθ) . (4.9)

If we define ω = µ(n+ iθ), then the above equations become:

z =
√
d tanω , (4.10)

z̄ =
√
d tan ω̄ . (4.11)

Using (4.10) and (4.11) the two point function can be written as:

〈Φ(ω1, ω̄1)Φ(ω2, ω̄2)〉 =

(
∂ω1

∂z1

)−h(
∂ω2

∂z2

)−h(
∂ω̄1

∂z̄1

)−h(
∂ω̄2

∂z̄2

)−h
1

(z1 − z2)2h(z̄1 − z̄2)2h

=
22h

(cos 2µ(n1 − n2)− cosh 2µ(θ1 − θ2))2h
.

We analytically continue n→ in to get the Lorentzian correlator as:

〈Φ(ω1, ω̄1)Φ(ω2, ω̄2)〉 =
22h

(cosh 2µ(n1 − n2)− cosh 2µ(θ1 − θ2))2h
. (4.12)

Re-defining t = 2µn and coth 2µθ = r,

cosh 2µ(θ1 − θ2) =
r1 − r2√

(r2
1 − 1)(r2

2 − 1)
. (4.13)

Substituting (4.13) in (4.12), we get:

〈Φ(ω1, ω̄1)Φ(ω2, ω̄2)〉 =

[
2
√

(r2
1 − 1)(r2

2 − 1)

(cosh (t1 − t2)
√

(r2
1 − 1)(r2

2 − 1)− r1r2 + 1)

]2h

. (4.14)

For heavy operators identifying m ∼ 2hv, we get an exact match with the bulk answer given in

(4.7).

4.1.2 2-point correlation function in the non-heating phase

We can rewrite the metric (3.1) corresponding to the non-heating phase (d > 0) as

ds2 =
dφ2

sin2 φ
+

1

sin2 φ

(
dr2

r2 + 1
− (r2 + 1)dt2

)
. (4.15)
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by considering the following coordinate change

r = cot(2µθ) and t = 2µs . (4.16)

The embedding coordinates are given by:

T1 =
√
r2 + 1 sin t cscφ ,

T2 =
√
r2 + 1 cos t cscφ ,

X1 = cotφ ,

X2 = r cscφ . (4.17)

The geodesic length, given by (4.1), is:

coshD = λ2(
√

(r2
1 + 1)(r2

2 + 1) cos(t1 − t2)− 1− r1r2) . (4.18)

Once again, the distance is divergent and we need to regulate it. Hence, as in the heating phase

case, we obtain

D ∼ log

[(
2λ
√
r2

1 + 1

)(
2λ
√
r2

2 + 1

) √
(r2

1 + 1)(r2
2 + 1) cos(t1 − t2)− r1r2 − 1

2
√

(r2
1 + 1)(r2

2 + 1)

]
. (4.19)

Using (4.19), the two point correlator is obtained to be:

〈V V 〉 ∼ e−mD =

(
2
√
r2

1 + 1
√
r2

2 + 1√
r2

1 + 1
√
r2

2 + 1 cos(t1 − t2)− r1r2 − 1

)m
. (4.20)

In the above, the geodesic distance has been regulated with a regulator 2λ
√

(r2 + 1).

The boundary computation:

At φ = 0, the curve equations in (2.10) gives:

x+ iτ = z = −
√
d cothµ(n+ iθ) = −

√
d cothω , (4.21)

x− iτ = z̄ = −
√
d cothµ(n− iθ) = −

√
d coth ω̄ . (4.22)

Using the above equations the two point function in this case can be written as:

〈Φ(ω1, ω̄1)Φ(ω2, ω̄2)〉 =

(
∂ω1

∂z1

)−h(
∂ω2

∂z2

)−h(
∂ω̄1

∂z̄1

)−h(
∂ω̄2

∂z̄2

)−h
1

(z1 − z2)2h(z̄1 − z̄2)2h

=
22h

(cos 2µ(n1 − n2)− cos 2µ(θ1 − θ2))2h
.
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The Lorenzian correlator for non-heating case after analytic continuation (n → in) and coordi-

nate re-definition (t = 2µn, r = cot 2µθ) is:

〈Φ(ω1, ω̄1)Φ(ω2, ω̄2)〉 =

[
2
√

(r2
1 + 1)(r2

2 + 1)

(cos (t1 − t2)
√

(r2
1 + 1)(r2

2 + 1)− r1r2 − 1)

]2h

. (4.23)

Which matches with the expression derived from the bulk in equation (4.20)

4.1.3 2-point correlation function in the phase boundary

The embedding coordinates for this case can be written down as:

T1 =
1

2r
(1 + r2(1− t2)) cscφ ,

T2 = t r cscφ ,

X1 = cotφ ,

X2 =
1

2r
(1− r2(1 + t2)) cscφ . (4.24)

In this case the corresponding metric in (2.18), after the coordinate change r = 1
θ

and t = s,

can be rewritten as,

ds2 =
dφ2

sin2 φ
+

1

sin2 φ

(
dr2

r2
− r2dt2

)
. (4.25)

The corresponding geodesic length is :

coshD =
λ2

2r1r2

((r1 − r2)2 − (r1r2)2(t1 − t2)2) . (4.26)

Similar to the previous cases, using (4.26), we find the regulated geodesic length, with regulator

(rλ = cscφ
θ

) and then the two point correlator is obtained to be:

〈V V 〉 ∼ e−mD =

(
r2

1r
2
2

(r1 − r2)2 − r2
1r

2
2(t1 − t2)2

)m
(4.27)

The boundary computation:

As before, we start with (2.17) at φ = 0 and find the two point correlator after analytically

continuing n→ in and suitably redefining coordinates t = n , r = 1
θ

to be:

〈Φ(ω1, ω̄1)Φ(ω2, ω̄2)〉 =

[
(r2

1r
2
2)

(r1 − r2)2 − r2
1r

2
2(t1 − t2)2

]2h

. (4.28)

Again this matches exactly with (4.27).

27



4.2 4-point out of time order correlators from the bulk

In this section we compute a 4-point OTOC in the bulk geometry following the work of [50,51].

The idea, as argued in [50], is that the four point OTOC in the bulk can be thought of as a

two point function in a perturbed shock wave geometry created by one of the operators. In

this section, we will set up the computation in the heating phase geometry. We will show the

emergence of a exponential temporal behaviour at late times with a Lyapunov exponent which

will exactly match with the boundary value obtained in [52]. We then end the section by pointing

out the crucial difference with the other two phases, which will lead to a non-exponential temporal

behaviour in those cases.

4.2.1 The shock wave profile

We begin with a derivation of the shock-wave profile following the seminal work of [74]. We start

with the form of metric given in 4.3:

ds2 =
dφ2

sin2 φ
+

1

sin2 φ

(
dr2

r2 − 1
− (r2 − 1)dt2

)
. (4.29)

.

In terms of Kruskal coordinates, this takes the form:

ds2 =
dφ2

sin2 φ
+

1

sin2 φ

( −4

(1 + uv)2
dudv

)
, (4.30)

where, u = −e−ũ , v = eṽ with ũ = t− r∗ , ṽ = t+ r∗ and r∗ = 1
2

ln |r−1|
r+1

.

The metric (4.3) has a horizon at r = 1 or uv = −1. This will then represent a two-sided

black-hole geometry in extended Kruskal coordinates. The boundary theory lives at φ = 0

hyper-surface. The above metric (4.30) is of the following form [73]:

ds2 = 2A(u, v)h(φ)dudv + h(φ)dφ2 , (4.31)

where A(u, v) = −4
(1+uv)2 and h(φ) = 1

sin2 φ
. Consider a scenario where a massless particle at u = 0

moves along the v-direction in the background metric (4.31), along a constant (φ = a) which

back-reacts and results in a shock wave geometry. Following [74], our ansatz for the form of the

shock wave geometry is:

ds2 = 2A(ũ, ṽ)h(φ̃)dũdṽ − 2A(ũ, ṽ)h(φ̃)ηδ(ũ)dũ2 + h(φ̃)dφ̃2 . (4.32)

This shock wave geometry in (4.32) is described by (4.31) for both u > 0 and u < 0 with the

effect of the shock wave being that the v coordinate for u > 0 is shifted to v + η(φ). In (4.32),
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ṽ = v + η(φ)θ(u), ũ = u and φ̃ = φ. Our main objective is to determine η(φ) that determines

the shock wave profile 14.

The core idea of this calculation is based on the fact that the ansatz metric (4.32) solves the

Einstein equation with appropriate source terms. These source terms are given by the sum of

stress tensor of the unperturbed geometry and the stress tensor of the moving particle (T p) with

momentum p. Here,

T p = T pũũdũ
2 = −4p A2 h2(φ̃) δ(ũ) dũ2 ,

Subsequently, comparing the coefficients of δ(ũ) on both sides of the Einstein equation, we get

the following conditions:

At ũ = 0 , A,ṽ = 0 , A,ṽṽ = 0

η′′(φ) +
h′(φ)

2h(φ)
η′(φ) = 32πp A h2 δ(φ− a) .

In our case, this takes the following form:

η′′(φ)− cotφ η′(φ) = −c
′ sin a

sin4 φ
δ(φ− a) , (4.33)

where, c′ = 32π p. The solution to above equation is:

η(φ) = c2 − c1 cosφ+ c′ csc4 a

[
(cosφ− cos a)Θ(φ− a)

]
. (4.34)

To proceed further, we need to impose boundary conditions to fix the constant c1 and c2. We

impose the boundary condition that the shock wave is entirely in the bulk and has no component

along the boundary, i.e.: η(φ) = 0 at φ = 0, π.

This completely determines the profile function, which takes the following form15.

η(φ) =
c′ csc4 a

2

[
(1− cosφ)(1 + cos a) + 2(cosφ− cos a)Θ(φ− a)

]
. (4.35)

14Let us note that due to the presence of an overall conformal factor h(φ), the metric in (4.31) is slightly

different from the form of the metric considered in [74] and [73]. Therefore, we expect the conditions (eg. see

Eq. 2.10 of [73]) on metric components and the equation satisfied by the shock wave profile in our case would be

different.
15The final expression (4.35) depends quite non-trivially on the specific choice of boundary conditions i.e.

η(φ) = 0 at φ = 0, π. Given the fact that the calculation’s final outcome is heavily reliant on this shock wave

profile, one may wonder if there is a particular and distinctive way to select the boundary conditions and whether

different boundary conditions will correspond to completely different physical cases. It would be nice to explore

these questions further.
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4.2.2 4-point OTOC in the heating phase geometry

Let us now compute OTOC of two scalar operators (V and W ) in the bulk. As mentioned

earlier, this reduces to the computation of a two point function in a perturbed shock wave

geometry [50]. Therefore, we have to compute W 〈VLVR〉W similar to 4.1.1 but in the shock wave

geometry produced by a particle W , where the two boundary operators (VL, VR) with mass m

are considered to be on left and right boundary of the extended geometry. The shock wave in

this case is due to back-reaction produced by the large blue shifted proper energy, denoted by

Ew, of the probe particle W . This W particle is released from the boundary in the far past,

at a time tw, as measured by a static observer near horizon at time t = 0.16 We can redefine

t = 2β
√
d s and r′ = 2β

√
d r, the metric (4.3) becomes a AdS2 blackhole patch of AdS3 with

horizon at r′ = 2
√
dβ :

ds2 =
dφ2

sin2 φ
+

1

sin2 φ

(
dr′2

r′2 − 4dβ2
− (r′2 − 4dβ2)ds2

)
. (4.36)

The boosted large energy at time tw = 0 in the above metric is:

Ew ∼
E

4dβ2
sin ae2

√
dβsw . (4.37)

As we do in the two-point function computations, we start by writing down geodesic lengths

in terms of embedding coordinates but this time we write two separate geodesic distances d1 and

d2 from a boundary point to some bulk point on both sides of the shockwave geometry. The

actual geodesic is then calculated by extremizing the sum of two distances d1 + d2, with respect

to v and φ so that it meets the shock wave at v∗ on φ∗ slice. Here, d1 refers to the geodesic

length from the left boundary point (tL = 0, r, φ0 = 0) to some bulk point at (u = 0, v, φ), while,

d2 is the geodesic length from (ũ = u = 0, ṽ, φ) to the right boundary point (tR = 0, r, φ0 = 0).

The expressions for d1, d2 in terms of embedding coordinates in (4.40) are given by

cosh d1 =
[
r + e−tL

√
r2 − 1 v − cosφ cosφ0

]
cscφ cscφ0 , (4.38)

cosh d2 =
[
r + e−tR

√
r2 − 1 (v + η(φ))− cosφ cosφ0

]
cscφ cscφ0 . (4.39)

Recall that for φ0 = 0, cscφ0 = λ diverges and needs a regularization. The final geodesic length

is calculated in two steps: First, by extremizing d1 + d2 in (4.38) and (4.39) with respect to v

yields: v∗ = −η/2 and the corresponding geodesic length is given by

cosh
d̃

2
= λ

(
r +
√
r2 − 1

η(φ)

2
− cosφ

)
cscφ . (4.40)

16See 4.2.3 for more detail.
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Extremizing further with respect to φ yields:

cosφ∗ =
4 + c′

√
r2 − 1(cos a+ 1) csc4 a

4r + c′
√
r2 − 1(cos a+ 1) csc4 a

, for φ < a ,

cosφ∗ =
4 + c′

√
r2 − 1(cos a− 1) csc4 a

4r + c′
√
r2 − 1(cos a− 1) csc4 a

. for φ > a .

Substituting φ∗ back in (4.40), the final geodesic distance turns out to be:

d ≈ 2 log
[
2λ
√
r2 − 1

]
+ log

[
1 + c′

√
r − 1

r + 1

(
cos a+ 1

sin4 a

)]
, for a >

π

2
, (4.41)

or,

d ≈ 2 log
[
2λ
√
r2 − 1

]
+ log

[
1 + c′

√
r + 1

r − 1

(
1− cos a

sin4 a

)]
, for a <

π

2
. (4.42)

After subtracting the divergent contribution from 2λ
√
r2 − 1 and using a geodesic ap-

proximation, W 〈V V 〉W ∝ e−md with regularized geodesic distance d and substituting c′ ∼
32π E

4dβ2 sin ae2
√
dβsw , we find that the final form of OTOC is:

W 〈VLVR〉W
〈WW 〉〈VLVR〉

≈

 1

1 + 32π E
4dβ2

√
r∓1
r±1

(
1±cos a
sin3 a

)
e2
√
dβsw


m

, (4.43)

From the above expression we get the Lyapunov exponent to be 2
√
dβ . This matches precisely

with the Lyapunov exponent obtained from a purely CFT computation in [52]. In that work, a

direct and explicit CFT calculation was carried out for a large c CFT. With a discrete drive, in

the heating phase, the four point OTOC in large-c CFT was obtained to be:

F =

 1

1− 24πihwe4nθ

cε12ε34A(zw,zv)

2hv

, (4.44)

where, A(zw, zv) = −16θ2 (zv−1)(zw+1)
(zv+1)(zw−1)

. From the above equation, one can extract the Lyapunov

exponent to be:

λL =
4θ

(T1 + T2)
. (4.45)

Expressing the above equation in terms of the parameters of the effective hamiltonian, then using

(A.11), we get:

λL =
√
α2 − 4βγ = 2β

√
d =

4θ

(T1 + T2)
. (4.46)
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This matches with the bulk computation. It would be nice to match the full expression (4.44)

with its bulk counterpart and not just the Lyapunov exponent. The function A(zv, zw) is a non-

trivial function of the position of two operators V and W . The bulk expression derived here is

a function of the position of the boundary V operator, however the only information of the W

operator which enters is the direction φ = a along which the particle which creates the shock

wave propagates. We have not been able to translate this information into the boundary location

of the W operator. However, it is encouraging that the dependence on the position of the V

operator is similar in both the expressions. We hope to be able to return to this in the near

future.

4.2.3 OTOC in non-heating phase and phase transition

Let us repeat the same calculations in the non-heating phase, as well as on the phase boundary.

In the heating case, the exponential behaviour in the OTOC was due to the shockwave geometry

that results from the large blue-shifted energy O(etw) of the W particle which is released at a

very early time tw. In general, if a particle released from the boundary r →∞ at an early time

is moving along a null trajectory with proper energy E, the energy Er measured on the time

slice t = 0, is

Er =
E√
g00|t=0

. (4.47)

We will now investigate the behavior of Er for the metrics in other phases.

For non-heating phase: We start with the metric (3.1) and follow exact similar procedure

as in the previous section to rewrite the metric in terms of r = cot(2µθ), t = 2µs and φ:

ds2 =
dφ2

sin2 φ
+

1

sin2 φ

(
dr2

r2 + 1
− (r2 + 1)dt2

)
. (4.48)

The tortoise coordinate r∗ in this case is given by dr∗
dr

= 1
1+r2 and hence, r∗ = tan−1 r. Therefore,

the trajectory of nearly null W -particle released from boundary at tw, in terms of the tortoise

coordinate r∗ at time t is:

t− tw = r∗ −
π

2
. (4.49)

Substituting (4.49) in (4.47) we see that for metric (4.48) the energy measured at time t = 0 is:

Er = E sin a sin tw . (4.50)

On the phase boundary:

Similarly, the metric (2.18) can be re-defined in terms of r = 1
θ

and n = t. The tortoise coordinate
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for this case is given by r∗ =
∫

dr
r2 = −1

r
. Then the null trajectory of W -particle in this case is:∫ t

tw

dt =

∫ r∗

0

dr ,

⇒ t− tw = r∗ .

Then using this in (4.47) we find the energy measured at t = 0 is:

Er = E sin a tw . (4.51)

Hence we find that the energy measured at time t = 0 in non-heating phase (4.50) and during

phase transition (4.51) respectively show oscillatory and power law dependence on tw. This is

consistent with the boundary results [52].

5 Discussions

In this article, we constructed a Holographic description of a (gravity + brane) system which

is capable of detecting the non-heating to heating phase transition in the dual boundary CFT,

which is subject to a periodic drive. While this framework is completely natural and intuitive

in this respect, our construction should be viewed as the simplest of the richer possibilities. 17

Subsequently, there are several intriguing aspects for future explorations. We enlist some of them

below.

First, note that the periodically driven Hamiltonian is sl(2, R)-valued and therefore does

not accommodate the possibilities of a large gauge transformation. The general class of Brown-

Henneaux diffeomorphisms contain an infinite number of such large gauge transformations, which

are dual to a periodically driven Hamiltonian valued in the sl(q)(2, R), for q > 1. Conceptually,

it is no harder to find the corresponding curves in the bulk which would be generated by the

bulk Hamiltonian. Subsequently, the various patches will likely contain a richer class of metrics,

including dynamical ones. It will be an interesting question to consider these cases, in the

presence of EOW-branes.

A much simpler problem is to consider the sl(2, R)-valued drive Hamiltonian and work out

the corresponding phase patches starting from a global AdS3. In this case, the CFT is defined on

a cylinder and the corresponding (gravity + brane) on-shell action corresponds to the boundary

entropy of the dual BCFT. This boundary entropy counts the ground-state degeneracy in the

BCFT and it will be interesting to understand in detail how this counting detects the phase

17Note that, the richness of a boundary degree of freedom in dynamical context has been explored also in [75–77]

in the probe limit and in [78–80] away from any probe approximation.
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transition. This further generalizes in the presence of more than one EOW-branes, with different

tensions.

Relatedly, we can explore an alternative way of inserting the EOW-branes in the bulk. One

can begin with a bulk Hamiltonian, in a geometry where EOW-branes are already inserted and

subsequently analyze the tangent curves and the corresponding induced geometries. This is

conceptually different from what we have done here. Although we expect the qualitative features

to remain the same, especially so since the EOW-branes emerge naturally in the corresponding

patches that we have considered here, it will nonetheless be an interesting issue to understand

in greater detail.

A crucial point of our study is the appearance of AdS2 slicing which plays a pivotal role in

distinguishing phases in terms of unequal time correlators as well as provides a natural setting to

incorporate EOW brane. In particular, the OTOC computation strongly suggests that the AdS2

physics is responsible for the different temporal growth in different phases. From the boundary

perspective it is not at all clear why such AdS2 foliation emerges. For instance, from Eq. (4.8)

and (4.21) the boundary tangent curve parametrizes a time dependent boundary metric. This

time dependence in boundary metric is responsible for the different temporal behavior of the

unequal time correlators. However when we lift those boundary metrics to the bulk AdS3 we

end up with time independent AdS2 slicing of AdS3. The presence of the EOW-branes in an

AdS-background suggests a doubly-Holographic model structure. Such models have recently

been intensely explored in connection with the black hole information paradox [81]- [86]. It will

be intriguing if there is a clear connection between the physics of the transition with the physics

of the information paradox here. We hope to return with a more clear answer in future.

Relatedly, it will be interesting to construct examples in which the black hole on the brane

becomes truly dynamical. This aspect is expected to be visible with a periodic drive with an

sl(q)(2, R)-valued Hamiltonian. Alternatively, similar dynamical situation could be appeared in

a primary state under the sl(2, R) drive. We would like to address some of these issues in future.
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Figure 7: Pictorial representation of discrete drive protocol
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A Floquet (Effective) Hamiltonian of a driven CFT

In this appendix, we explicitly construct the Floquet (Effective) Hamiltonian (Heff ) for the

two period discrete drive protocol. The form of Floquet Hamiltonian depends on the driving

protocol of the CFT. As an example, we compute the Floquet Hamiltonian of a discretely (two-

step) driven CFT where, where, the Hamiltonian Hθ =
∫ L

0
T00(1− tanh (2θ) cos(2πx

L
))dx in each

period switches between H0 = Hθ=0 , H1 = Hθ 6=0 as in Fig. 7 [42].

In terms of the modes, the Hamiltonians are given as following:

H0 =
2π

L

[
L0 + L̄0

]
− πc

12L
,

and

H1 =
2π

L

[
L0 − tanh (2θ)

L1 + L−1

2

]
− πc

12L
+ anti-holomorphic part.

At this point, we make an ansatz for the Floquet Hamiltonian, that replicates the same dynamics
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as the original system. We assume the following as the Floquet Hamiltonian18

Heff = [αL0 + βL1 + γL−1] + anti-holomorphic part(A.H) .

Since H0 and H1 are only made of L0, L±1, the BCH formula guarantees that the Floquet

Hamiltonian should be made of only by those global conformal generators. We may able to

determine α, β, γ by demanding that Heff must satisfy the following condition:

e−τ0H0e−τ1H1 .z = e−(τ0+τ1)Heff .z . (A.1)

For discrete drive, the LHS of the above equation gives [40],

e−τ0H0e−τ1H1 .z =
[(1− δ) cosh 2θ − (δ + 1)]( δ′

2
√
δδ′

)z + (δ−1)√
2δδ′

sinh 2θ

[(1− δ) sinh 2θ]( δ′

2
√
δδ′

)z + 1√
2δδ′

[(δ − 1) cosh 2θ − (δ + 1)]
, (A.2)

where δ := e
2πτ1

L cosh 2θ and δ′ := e
2πτ0
L . First, we’ll compute the action of Heff on z. We will then

compare the result with (A.2) to derive the relations between the parameters α, β, γ and the

parameters of the drive. In the z plane, Heff is

Heff =

∫
dz

2πi
(αz + βz2 + γ)T (z) + A.H . (A.3)

To simplify (A.3) further, we map it to z̃ plane such that Heff becomes

Heff =

∫
dz̃

2πi
z̃T (z̃) + A.H = L̃0 , (A.4)

where z̃ and z are related by the following transformation:

z̃ =

[
c′(z − A)

z −B

] 1√
(α2−4βγ)

, (A.5)

where, c′ is a constant, A =
−α+
√

(α2−4βγ)

2β
and B =

−α−
√

(α2−4βγ)

2β
. In the z̃ plane, Heff acts as,

e−sHeff z̃ = e−sL̃0 = esz̃ , (A.6)

using the above identity and (A.5), we found that

z′ = e−τ0H0e−τ1H1 .z = e−(τ0+τ1)Heff .z(z̃) = z(e−(τ0+τ1)z̃)

=
Am

−1
2 −Bm

1
2

A−B z + AB
A−B (m

1
2 −m−1

2 )

(m
−1
2 −m 1

2 ) z
A−B + Am

−1
2 −Bm

1
2

A−B

. (A.7)

18Here we ignore the c-number part which is irrelevant for our purpose.
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here, m = e(τ0+τ1)
√

(α2−4βγ). After comparing (A.7) with (A.2) we found that,

β

α
=

δ
′
(1− δ) sinh 2θ

(δ + 1)(1− δ′)− (δ − 1)(1 + δ′) cosh 2θ
, (A.8)

γ

α
=

(1− δ) sinh 2θ

(δ + 1)(1− δ′)− (δ − 1)(1 + δ′) cosh 2θ
, (A.9)

m = [
(((1 + δ)(1 + δ

′
) + (1− δ)(1− δ′) cosh 2θ)2 − 16δδ

′
)

1
2

4(δδ′)
1
2

+

(1 + δ)(1 + δ
′
) + (1− δ)(1− δ′) cosh 2θ

4(δδ′)
1
2

]2 . (A.10)

In the discrete drive protocol, a simple choice of drive frequencies leads to a heating phase:

iτ0 ≡ T0 = L
2
, iτ1 ≡ T1 = L cosh(2θ)

2
such that the su(1,1) transfer matrix takes a simple form:

an = dn = (−1)n cosh(2nθ); bn = cn = −(−1)n sinh(2nθ) [42]. We have used this protocol to

determine OTOC in discrete drive protocol in [52]. Plugging this choice of Lorentzian time

periods in A.8 we get √
α2 − 4βγ =

4θ

(T0 + T1)
, (A.11)

α = 0, β = −γ =
2θ

T0 + T1

.

Note that, the Floquet Hamiltonian for this choice reduces to19

e−i(τ0+τ1)Heff = e2θ(L1−L−1+L̄1−L̄−1) . (A.12)

Interestingly, this Hamiltonian also annihilates the boundary state |B〉20 apart from the vacuum.

Thus this Hamiltonian can not distinguish between vacuum and boundary state.

References

[1] J. Dziarmaga, Adv. Phys. 59, 1063 (2010).

[2] A. Polkovnikov, K. Sengupta, A. Silva, and M. Vengalattore, Rev. Mod. Phys. 83, 863

(2011).

19One may wonder how we get α2 − 4βγ > 0 in heating phase. This is due to the fact, when we write

Ueff = e−(τ0+τ1)Heff , upon analytic continuation to Lorentzian time, we can write the evolution operator with

Heff = iαL0 + iβL1 + iγL−1. This shift of α, β, γ → iα, iβ, iγ changes the sign of the Casimir and hence the sign

of α2 − 4βγ.
20By definition, (Ln − L̄−n)|B〉 = 0.

37



[3] A. Dutta, G. Aeppli, B. K. Chakrabarti, U. Divakaran, T. F. Rosenbaum, and D. Sen,

(Cambridge University Press, Cambridge, 2015).

[4] S. Mondal, D. Sen, and K. Sengupta, Quantum Quenching, Annealing and Computation,

edited by A. Das, A. Chandra, and B. K. Chakrabarti, Lecture Notes in Physics, Vol. 802

(Springer, Berlin, Heidelberg, 2010), Chap. 2, p. 21; C. De Grandi and A. Polkovnikov, ibid,

Chap 6, p. 75.

[5] M. Bukov, L. D’Alessio and A. Polkovnikov, Advances in Physics 64, 139 (2015)

[6] L. D’Alessio and A. Polkovnikov, Ann. Phys. 333, 19 (2013).

[7] L. D’Alessio, Y. Kafri, A. Polkovnikov, and M. Rigol, Adv. Phys. 65, 239 (2016).

[8] A. Sen, D. Sen, and K. Sengupta, J. Phys. Condens. Matter 33, 443003 (2021).

[9] I. Bloch, J. Dalibard, and W. Zwerger, Rev. Mod. Phys. 80, 885 (2008); L. Taurell and L.

Sanchez-Palencia, C. R. Physique 19, 365 (2018).

[10] M. Greiner, O. Mandel, T. Esslinger, T. W. Hansch, and I. Bloch, Nature (London) 415, 39

(2002); C. Orzel, A. K. Tuchman, M. L. Fenselau, M. Yasuda, and M. A. Kasevich, Science

291, 2386 (2001).

[11] T. Kinoshita, T. Wenger, and D. S. Weiss, Nature (London) 440, 900 (2006); L. E. Sadler,

J. M. Higbie, S. R. Leslie, M. Vengalattore, and D. M. Stamper-Kurn, Nature (London)

443, 312 (2006).

[12] W. Bakr, J. Gillen, A. Peng, S. Foelling and M. Greiner, Nature 462, 74 (2009); W. S. Bakr,

A. Peng, M. E. Tai, R. Ma, J. Simon, J. I. Gillen, S. Folling, L. Pollet, and M. Greiner,

Science 329, 547 (2010).

[13] H. Bernien, S. Schwartz, A. Keesling, H. Levine, A. Omran, H. Pichler, S. Choi, A. S. Zibrov,

M. Endres, M. Greiner, V. Vuletic, and M. D. Lukin, Nature (London) 551, 579 (2017);

H. Levine, A. Keesling, A. Omran, H. Bernien, S. Schwartz, A. S. Zibrov, M. Endres, M.

Greiner, V. Vuletic, and M. D. Lukin, Phys. Rev. Lett. 121, 123603 (2018).

[14] S. Blanes, F. Casas, J.A. Oteo, and J. Ros, Physics Reports 470, 151 (2009).

[15] A. Soori and D. Sen, Phys. Rev. B 82, 115432 (2010).

[16] T. Bilitewski and N. R. Cooper, Phys. Rev A 91, 063611 (2015).

[17] A. Das, Phys.Rev. B 82, 172402 (2010).

38



[18] S Bhattacharyya, A Das, and S Dasgupta, Phys. Rev. B 86 054410 (2010).

[19] S. Hegde,H. Katiyar, T. S. Mahesh, and A. Das, Phys. Rev. B 90, 174407 (2014)

[20] S. Mondal, D. Pekker, and K. Sengupta, Europhys. Lett. 100, 60007 (2012).

[21] A. Haldar, R. Moessner, and A. Das. Phys. Rev. B 97, 245122 (2018); A. Haldar, D. Sen,

R. Moessner, and A. Das. Phys. Rev. X 11, 021008 (2021).

[22] T. Nag, S. Roy, A. Dutta, and D. Sen, Phys. Rev. B 89, 165425 (2014); T. Nag, D. Sen,

and A. Dutta, Phys. Rev. A 91, 063607 (2015).

[23] A. Agarwala, U. Bhattacharya, A. Dutta, and D. Sen, Phys. Rev. B 93, 174301 (2016); A.

Agarwala and D. Sen, Phys. Rev. B 95, 014305 (2017).

[24] D. J. Luitz, Y. Bar Lev, and A. Lazarides, SciPost Phys. 3, 029 (2017); D. J. Luitz, A.

Lazarides, and Y. Bar Lev, Phys. Rev. B 97, 020303 (2018)

[25] R. Ghosh, B. Mukherjee, and K. Sengupta Phys. Rev. B 102, 235114(2020).

[26] T. Kitagawa, E. Berg, M. Rudner, and E. Demler, Phys. Rev. B 82, 235114 (2010); N. H.

Lindner, G. Refael, and V. Galitski, Nat. Phys. 7, 490 (2011); T. Kitagawa, T. Oka, A.

Brataas, L. Fu, and E. Demler, Phys. Rev. B 84, 235108 (2011).

[27] M. Thakurathi, A. A. Patel, D. Sen, and A. Dutta, Phys. Rev. B 88, 155133 (2013); A.

Kundu, H. A. Fertig, and B. Seradjeh, Phys. Rev. Lett. 113, 236803 (2014).

[28] F. Nathan and M. S. Rudner, New J. Phys. 17, 125014 (2015); B. Mukherjee, A. Sen, D.

Sen, and K. Sengupta, Phys. Rev. B 94, 155122 (2016).

[29] B. Mukherjee, P. Mohan, D. Sen, and K. Sengupta, Phys. Rev. B 97, 205415 (2018).

[30] V. Khemani, A. Lazarides, R.Moessner, and S. L. Sondhi, Phys. Rev. Lett. 116, 250401

(2016).

[31] D. V. Else, B. Bauer, and C. Nayak, Phys. Rev. Lett. 117, 090402 (2016).

[32] J. Zhang, P. W. Hess, A. Kyprianidis, P. Becker, A. Lee, J. Smith, G. Pagano, I-D. Potir-

niche, A. C. Potter, A. Vishwanath, N. Y. Yao, and C. Monroe, Nature (London) 543, 217

(2017).

[33] A. Kyprianidis, F. Machado2, W. Morong1, P. Becker1, K. S. Collins, D. V. Else, L. Feng,

P. W. Hess, C. Nayak, G. Pagano, N. Y. Yao, and C. Monroe, Science 372, 1192 (2021).

39



[34] M. Heyl, A. Polkovnikov, and S. Kehrein, Phys. Rev. Lett. 110, 135704 (2013); For a review,

see M. Heyl, Rep. Prog. Phys 81, 054001 (2018).

[35] A. Sen, S. Nandy, and K. Sengupta, Phys. Rev. B 94, 214301 (2016); S. Nandy, K. Sengupta,

and A. Sen, J. Phys. A: Math. Theor. 51, 334002 (2018); M. Sarkar and K. Sengupta, Phys.

Rev. B 102, 235154 (2020).

[36] S. Aditya, S. Samanta, A. Sen, K. Sengupta, and D. Sen, Phys. Rev B 105, 104303 (2022).

[37] A. A. Makki, S. Bandyopadhyay, S. Maity, and A. Dutta, Phys. Rev. B 105, 054301 (2022).

[38] B. Mukherjee, S. Nandy, A. Sen, D. Sen and K. Sengupta, Phys. Rev B 101, 245107 (2020).

[39] B. Mukherjee, A. Sen, D. Sen and K. Sengupta, Phys. Rev B 102, 075123 (2020).

[40] X. Wen and J. Q. Wu, Phys. Rev. B 97, 184309 (2018).

[41] X. Wen and J. Q. Wu, arXiv:1805.00031.

[42] X. Wen, R. Fan, A. Vishwanath and Y. Gu, Phys. Rev. Res. 3, 023044 (2021).

[43] B. Han and X. Wen, Phys. Rev. B 102, 205125 (2020).

[44] R. Fan, Y. Gu, A. Vishwanath and X. Wen, SciPost Phys. 10, 049 (2021).

[45] M. Andersen, F. Nørfjand and N. T. Zinner, Phys. Rev. D 103, 056005 (2021).

[46] D. Das, R. Ghosh and K. Sengupta, JHEP 05, 172 (2021).

[47] For a review, see, for example, V.E. Hubeny Class. Quantum Grav. 32, 124010 (2015).

[48] N. Anand, H. Chen, A. L. Fitzpatrick, J. Kaplan and D. Li, JHEP 02, 012 (2018).

[49] S. W. Hawking and D. N. Page, Commun. Math. Phys. 87, 577 (1983).

[50] S. H. Shenker and D. Stanford, JHEP 03, 067 (2014).

[51] D. A. Roberts and D. Stanford, Phys. Rev. Lett. 115, 131603 (2015).

[52] S. Das, B. Ezhuthachan, A. Kundu, S. Porey, B. Roy and K. Sengupta, JHEP 08, 221 (2022)

[53] K. Skenderis and S. N. Solodukhin, Phys. Lett. B 472, 316 (2000).

[54] I. MacCormack, A. Liu, M. Nozaki and S. Ryu, J. Phys. A 52, 505401 (2019).

[55] K. Goto, M. Nozaki, K. Tamaoka, M. T. Tan and S. Ryu, arXiv:2112.14388.

40



[56] B. Lapierre, K. Choo, C. Tauber, A. Tiwari, T. Neupert and R. Chitra, Phys. Rev. Res. 2,

023085 (2020).

[57] N. Ishibashi and T. Tada, J. Phys. A 48, 315402 (2015).

[58] N. Ishibashi and T. Tada, Int. J. Mod. Phys. A 31, 1650170 (2016).

[59] P. Caputa and D. Ge, arXiv:2211.03630.

[60] S. Das and B. Ezhuthachan, JHEP 10, 009 (2019).

[61] M. Spradlin and A. Strominger, JHEP 11, 021 (1999).

[62] T. Albash, V. G. Filev, C. V. Johnson and A. Kundu, Phys. Rev. D 77, 066004 (2008).

[63] C. V. Johnson and A. Kundu, JHEP 12, 053 (2008).

[64] M. S. Alam, V. S. Kaplunovsky and A. Kundu, JHEP 04, 111 (2012)

[65] A. Sen, JHEP 09, 001 (1997).

[66] T. Takayanagi, Phys. Rev. Lett. 107, 101602 (2011).

[67] M. Fujita, T. Takayanagi and E. Tonni, JHEP 11, 043 (2011).

[68] W. Reeves, M. Rozali, P. Simidzija, J. Sully, C. Waddell and D. Wakeham, JHEP 12, 002

(2021)

[69] J. Kastikainen and S. Shashi, Phys. Rev. D 105, no.4, 046007 (2022)

[70] M. Miyaji and C. Murdia, JHEP 11, 123 (2022)

[71] S. Biswas, J. Kastikainen, S. Shashi and J. Sully, JHEP 11, 158 (2022)

[72] N. Ishibashi, Mod. Phys. Lett. A 4, 251 (1989).

[73] K. Sfetsos, Nucl. Phys. B 436, 721 (1995). [arXiv:hep-th/9408169 [hep-th]].

[74] T. Dray and G. ’t Hooft, Nucl. Phys. B 253, 173 (1985).

[75] A. Banerjee, A. Kundu and R. R. Poojary, arXiv:1809.02090.

[76] A. Banerjee, A. Kundu and R. Poojary, JHEP 06, 076 (2019).

[77] A. Banerjee, A. Kundu and R. R. Poojary, Phys. Rev. D 102, 106013 (2020).

41



[78] S. Das, B. Ezhuthachan and A. Kundu, JHEP 12, 141 (2019).

[79] S. Das, B. Ezhuthachan, A. Kundu, S. Porey and B. Roy, JHEP 07, 046 (2022).

[80] A. S. Aramthottil, D. Das, S. Das and B. Dey, arXiv:2109.02132

[81] G. Penington, JHEP 09, 002 (2020).

[82] A. Almheiri, N. Engelhardt, D. Marolf and H. Maxfield, JHEP 12,063 (2019).

[83] A. Almheiri, R. Mahajan, J. Maldacena and Y. Zhao, JHEP 03, 149 (2020).

[84] G. Penington, S. H. Shenker, D. Stanford and Z. Yang, JHEP 03, 205 (2022).

[85] H. Z. Chen, R. C. Myers, D. Neuenfeld, I. A. Reyes and J. Sandor, JHEP 10, 166 (2020).

[86] M. Rozali, J. Sully, M. Van Raamsdonk, C. Waddell and D. Wakeham, JHEP 05, 004 (2020).

42


