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We show that the dynamics of generic quantum systems concentrate around their equilibrium
value when measuring at arbitrary times. This means that the probability of finding such values
away from that equilibrium is exponentially suppressed, with a decay rate given by the effective
dimension. Our result allows us to place a lower bound on the recurrence time of quantum systems,
since recurrences corresponds to the rare events of finding a state away from equilibrium. In many-
body systems, this bound is doubly exponential in system size. We also show corresponding results
for free fermions, which display a weaker concentration and earlier recurrences.

Closed quantum systems obey the Schrödinger equa-
tion, so that their dynamics are both unitary and re-
versible. Most large systems, however, seem to quickly
evolve towards a steady state for long times, with
only very small out-of-equilibrium fluctuations around it.
This process is usually called equilibration, and is associ-
ated with the emergence of statistical physics [1, 2]. The
equilibrated or average expectation value of an observ-
able A is

⟨A⟩ = lim
T→∞

∫ T

0

dt

T
⟨A(t)⟩, (1)

where ⟨A(t)⟩ = ⟨Ψ| e−iHtAeiHt |Ψ⟩ for some initial state
Ψ and Hamiltonian H.
If a system equilibrates, it is because the probabil-

ity of finding ⟨A(t)⟩ very close to ⟨A(∞)⟩ at any given
time is overwhelmingly large. We show that this is in-
deed the case: the dynamics of quantum systems with a
generic spectrum concentrate highly around the steady-
state value ⟨A(∞)⟩.
More specifically, we show that when sampling times at

random t ∈ [0,∞) the probability of finding the system
away from equilibrium is exponentially suppressed. The
decay rate of that exponential is given by the effective
dimension or inverse participation ratio. This is defined

as Tr
[
ω2
]−1

, where ω is the diagonal ensemble

ω = lim
T→∞

∫ T

0

dt

T
e−iHt |Ψ⟩ ⟨Ψ| eiHt, (2)

which is such that Tr [Aω] = ⟨A⟩. A similar result to
what we here prove was argued to hold as a consequence
of the ETH in [3].

∗ riddeljp@mcmaster.ca
† npagliar@uwo.ca
‡ alvaro.alhambra@mpq.mpg.de

That this equilibration happens, leaving little or no
memory from the initial conditions, seems to conflict with
the unitarity and reversibility of the dynamics. This con-
flict can be seen by considering the Poincaré recurrence
theorem in quantum mechanics [4–8], which states that
any closed quantum evolution eventually returns arbi-
trarily close to its initial state.
The solution to this problem is that even if the

initial state is eventually recovered to an arbitrarily
good approximation, this only happens at extremely
long times. These recurrences constitute large out-of-
equilibrium fluctuations, that can be understood as the
rare events of finding a system far from its equilibrated
state.
Based on this idea, we show how a lower bound on

the average spacing between recurrences follows from our
concentration results, as the inverse of the tail bound. We
find that recurrences occur at time intervals that are at
least exponential in the effective dimension. This gives
a mathematically rigorous scaling on the average recur-
rence time, that matches the scaling of previous estimates
[9] and exact calculations [10]. See [11, 12] for other re-
lated results.
We also show equivalent results for free fermion Hamil-

tonians with generic single-particle modes. We find that
under the assumption of extensivity in the single particle
eigenstates a similar concentration bound and recurrence
time result hold, but with a slower exponential scaling
on the lattice size. This shows the markedly different be-
haviour with respect to generic models. See Table I for
a summary.
Our results constitute a qualitative improvement over

previous bounds on out-of-equilibrium fluctuations [13–
15] for systems with a generic spectrum. These only fo-
cused on the variance induced by the probability measure

limT→∞
∫ T

0
dt
T , while we are able to analyze arbitrarily

high moments thereof. The improvement is exponential
in the same sense in which the Chernoff-Hoeffding bound
is exponentially better than Chebyshev’s inequality.
Concentration bound - We consider functions of time
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⟨A(t)⟩ | ⟨Ψ| e−itH |Ψ⟩ |2

Generic e
Ω
(
Tr[ω2]−1/2

)
e
Ω
(
Tr[ω2]−1

)

Free eΩ(
√
L) eΩ(L)

TABLE I. Lower bounds on the recurrence time for different
dynamical quantities. Tr

[
ω2

]−1
is the effective dimension of

a system with generic spectrum and L is the number of sites
in a fermionic lattice. In the free case, the observable and
initial state are restricted to specific forms. See below for the
precise statements.

f(t) that track some physical property of interest. In the
cases here, f(t) = ⟨A(t)⟩ is the expectation value of a
time-evolved operator A(t). This allows us to define the
moments of a probability distribution

f ≡ lim
T→∞

∫ T

0

dt

T
f(t), (3)

µq ≡ lim
T→∞

∫ T

0

dt

T

(
f(t)− f

)q
. (4)

These moments are bounded for arbitrary q as µq ≤
(2||A||)q. This means that they uniquely determine a
characteristic function with an infinite radius of conver-
gence

ϕ(λ) =
∑
q

µqλ

q!
. (5)

This function defines a probability distribution, which we
can write formally as

P (x) = lim
T→∞

∫ T

0

dt

T
δ(x− f(t)). (6)

Here P (x) should be understood as the probability that,
if we pick a random time t ∈ [0,∞), the value of f(t) is
exactly x (see also [16] and [17] for an overview of previ-
ous results). Note that in order to compute

∫
xqP (x)dx

the limit in T is swapped with the integral in x. For
justification of this see Appendix A. An example of P (x)
forming for f(t) = ⟨A(t)⟩ is given in Fig. 1. Fig. 1 shows
how averaging over a finite interval gives concentrated
distributions around equilibrium. The distribution be-
comes sharper as we increase the length of time being
averaged over.

Below we prove that the moments µq are bounded by

κq ≤ (qg)
q
, (7)

where g is some small quantity, decreasing quickly as the
size of the system grows and such that g → 0 in the
thermodynamic limit. A bound of this form implies that
the distribution concentrates highly around the average,
as per the following elementary lemma.
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FIG. 1. Convergence of PT (x) to P (x) where PT (x) =∫ T

0
dt
T
δ(x − ⟨A(t)⟩) and P (x) is recovered as T → ∞. P̃T (x)

represents the approximation of PT (x) by binning samples
and constructing a histogram. 1000 bins were used to cre-
ate this histogram. Numerics were performed on a spin
1/2 chain with 22 sites. The data is normalized such that∫∞
−∞ P̃T (x)dx = 1. The Hamiltonian is a Heisenberg type
model with nearest and next nearest neighbour interactions.
The parameters in the Hamiltonian are chosen so that we
have a non-integrable model. Further details can be found in
App. D.

Lemma 1. Let |µq| ≤ (qg)
q
for q even. Then,

Pr
[∣∣f(t)− f

∣∣ ≥ δ
]
≤ 2e× exp

(
− δ

eg

)
. (8)

Proof. Let us set f = 0 for simplicity, and focus on the
case x ≥ δ. We have that

Pr [⟨A(t)⟩ ≥ δ] =

∫
x≥δ

P (x)dx (9)

≤ 1

δq

∫
x≥δ

xqP (x)dx (10)

≤ µq

δq
(11)

≤
(qg
δ

)q
. (12)

A similar inequality holds for x ≤ −δ, so that
Pr
[∣∣f(t)∣∣ ≥ δ

]
≤ 2

(
qg
δ

)q
. The bound is obtained by

choosing q = ⌊ δ
eg ⌋.

We now simply need to find the corresponding g for
the concentration bound to hold, which we do for various
physical problems.
Generic models- First we consider models governed by

a Hamiltonian H =
∑D

m=1Em|Em⟩⟨Em|, which we as-
sume to have a discrete and generic spectrum.

Definition 1. Let H be a Hamiltonian with spectrum
H =

∑
j Ej |Ej⟩ ⟨Ej |, and let Λq,Λ

′
q be two arbitrary sets
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of q energy levels {Ej}. The spectrum of H is generic if
for all q ∈ N and all Λq,Λ

′
q, the equality∑

j∈Λq

Ej =
∑
j∈Λ′

q

Ej (13)

implies that Λq = Λ′
q.

This condition is expected to hold in non-integrable
and chaotic models, such as those with Wigner-Dyson
level statistics, and is otherwise expected to not hold in
integrable models. It has previously appeared in the lit-
erature under various names [18, 19]. It is an extension
of the well-known non-degenerate gaps condition, which
is the q = 2 case [1, 20], and also implies that the energy
spectrum is non-degenerate. A possible stronger condi-
tion, that implies Def. 1, is that of rational independence
of the energy levels (see e.g. [21, 22]). Notably, the prob-
ability of uniformly choosing a non-generic Hamiltonian
is zero, as seen in the following lemma.

Lemma 2. For any positive integer d ≥ 2, the set of
d × d complex Hermitian matrices that are not generic
has Lebesgue measure zero.

The proof is a straightforward generalization of the
q = 2 case in [23] and can be found in Appendix B.
Consider f(t) = ⟨ψ|A(t)|ψ⟩ to be the pure state time

evolution of some observable A. The first concentration
result is as follows.

Theorem 1. Let H have a generic spectrum, with ω the
diagonal ensemble, and ||A|| the largest singular value of
A. The moments in Eq. 4 are such that

µq ≤
(
q||A||

√
Tr[ω2]

)q
. (14)

We thus have the bound

Pr
[∣∣⟨A(t)⟩ − ⟨A⟩

∣∣ ≥ δ
]

(15)

≤ 2e× exp

(
− δ

e||A||
√
Tr[ω2]

)
.

This states that the probability of finding ⟨A(t)⟩ away

from ⟨A⟩ even by a small amount is exponentially sup-

pressed in
√
Tr[ω2]. It also rigorously proves one of

the main results from [3], where a similar concentration
bound was heuristically argued as a consequence of the
ETH. Previous results [13, 20] only yield the bound

Pr
[∣∣⟨A(t)⟩ − ⟨A⟩

∣∣ ≥ δ
]
≤ ||A||2Tr[ω2]

δ2
. (16)

A particular observable of interest is the initial state
itself, A = |Ψ⟩ ⟨Ψ|. In this case, the quantity at hand is
the fidelity with the initial state

F (t) = ⟨Ψ| e−itH |Ψ⟩ ⟨Ψ| eitH |Ψ⟩ . (17)

Theorem 2. Let H have a generic spectrum and let A =
|Ψ⟩ ⟨Ψ|, then

µq ≤
(
qTr

[
ω2
])q

. (18)

Notably, assuming a generic spectrum, the average fi-
delity is F = Tr

[
ω2
]
, so that we have the concentration

bound

Pr
[∣∣F (t)− Tr[ω2]

∣∣ ≥ δ
]
≤ 2e× exp

(
− δ

eTr[ω2]

)
. (19)

This improves on Eq. (15) by a factor of
√
Tr [ω2] when

substituted into A = |Ψ⟩⟨Ψ| and ||A|| = 1. Eq. (18)
appeared previously in [22].
It is well known that Tr

[
ω2
]
is exponentially sup-

pressed in system size for generic models for sufficiently
well behaved initial conditions. As an example, see figure
2, which shows a clear exponential decay of Tr

[
ω2
]
with

system size L.
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FIG. 2. Tr
[
ω2

]
for a variety of system sizes and states. Nu-

merics were done with the same model as Fig. 1 , which is
non-integrable. The three states studied are |ψ⟩ := | ↑↓↑↓
. . . ..⟩, |ψ′⟩ := 1√

2
(| ↑↓↑↓ . . . ..⟩+ | ↓↑↓↑ . . . ..⟩) and |ϕ⟩ :=

1√
L

∑L−1
r=0 T̂

r| ↑↑ . . . ↑↓ . . . ↓↓⟩ where T̂ is the translation

operator shifting lattice indices by one. More details on the
states and the model can be found in App. D.

Free fermions- The second class that we consider are
extended free fermionic models

H =

L∑
m,n=1

Mm,nf
†
mfn, (20)

where fn is a fermionic annihilation operator for the
lattice site n. The fermionic operators obey the stan-
dard canonical anti-commutation relations {fm, fn} =
{f†m, f†n} = 0, {f†m, fn} = δm,n. We assume M is real
symmetric, so it is diagonalized with a real orthogonal
matrix O such that M = ODOT . D is a diagonal matrix
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with entries Dk,k = ϵk, which allows us to rewrite the
Hamiltonian as

H =

L∑
k=1

ϵkd
†
kdk, (21)

where ϵk are the single particle energy eigenmodes, and
we have new fermionic operators in eigenmode space
defined in terms of the real space fermionic operators:

dk =
∑L

j=1Oj,kfj . This class of models notably does not
obey Def. 1. However, we can instead give the following
definition.

Definition 2. Let H =
∑L

k=1 ϵkd
†
kdk be a free Hamil-

tonian. Let Λq,Λ
′
q be two arbitrary sets of q eigenmodes

{ϵj}. Then H is an extended free fermionic model with
a generic spectrum if, for all q ∈ N and all Λq,Λ

′
q, the

equality ∑
j∈Λq

ϵj =
∑
j∈Λ′

q

ϵj (22)

implies that Λq = Λ′
q and the entries of O are such that

Oj,k =
cj,k√
L
, (23)

with cj,k = O(1).

Generic free extended models can be constructed rel-
atively easily by imposing translation invariance. Such
models always have Oj,k ∝ 1/

√
L. One can then con-

struct an eigenmode spectrum ϵk that is generic. It would
be interesting for future work to find local, or approxi-
mately local examples of such a model.

The equivalent of Lemma 2 also holds here by apply-
ing it to the matrix M and the energy eigenmodes. This
definition crucially excludes localized models, which have
entries of the form, Om,k ∼ e−|k−m|/ξ, with ξ the local-
ization length. The bound on the moments is as follows.

Theorem 3. Let H be an extended free fermionic Hamil-
tonian with generic spectrum and let A = f†mfn. Then,
for even q,

κq ≤
(
qc2
√
ν

L

)q

, (24)

where ν = N
L is the filling factor of the fermions on the

lattice and c =
√
Lmaxkj

{Om,kj
, On,kj

}.

The corresponding concentration bound is

Pr
[∣∣⟨f†mfn(t)⟩ − ⟨f†mfn⟩

∣∣ ≥ δ
]

(25)

≤ 2e× exp

(
− δ

ec2

√
L

ν

)
.

Theorem 3 can be contrasted with the bound found in
[24] for the second moment. The authors consider a po-
tentially extensive observable and do not limit the anal-
ysis to extensive models, recovering κ2 ≤ ||a||2νL for an
observable A =

∑
m,n f

†
mam,nfn.

The last quantity of interest is the single particle prop-
agator

{f†m(t), fn} = am,n(t). (26)

For example, if we initialize our state as |Ψ⟩ = f†m|0⟩,
then the fidelity is

F (t) = |am,m(t)|2. (27)

The more general |am,n(t)|2 is also studied in the con-
text of out of time ordered correlators [25–28]. Consider

|am,n(t)|2 =
∑
k,l

Om,kOn,kOm,lOn,le
i(ϵk−ϵl)t. (28)

The infinite time average of this quantity is taken as

ωm,n =
∑
k

O2
m,kO

2
n,k. (29)

For extended models with non-degenerate frequencies
this quantity decays to zero since ωm,n ∼ 1

L and κ2 ≤ c
L2 ,

where c is weakly dependent on system size and is O(1)
in the thermodynamic limit [26]. We can bound the mo-
ments for the single particle propagator as follows.

Theorem 4. Let H be a free fermionic Hamiltonian with
a generic spectrum, and let the dynamical function f(t) =
|am,n(t)|2 be the squared single particle propagator. The
moments are then bounded by

κq ≤
(
qc4

L

)q

, (30)

where c =
√
Lmaxkj

{Om,kj
, On,kj

}.

Finally, the corresponding concentration bound is

Pr
[
||am,n(t)|2 − ωm,n

∣∣ ≥ δ
]
≤ 2e× exp

(
− δL

ec4

)
. (31)

Recurrence time- All the quantities analyzed above al-
ways come back arbitrarily close to their initial values
at t = 0. For large systems, however, such recurrences
only happen at astronomically large timescales, inaccessi-
ble to both experiments and numerical studies. We now
put a lower bound on those timescales through a suit-
ably defined notion of average recurrence time, both for
observables and also the whole state.
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Definition 3. A (u,∆, A)-recurrence occurs at a time
interval C∆ = [t∆, t∆ +∆] if, for all t ∈ C∆,

|⟨A(t)⟩ − ⟨A(0)⟩| ≤ u||A||, (32)

where ∆ > 0 and u ∈ (0, 2]. Similarly, a (u,∆)-
recurrence occurs if, for all t ∈ C∆,

1− F (t) ≤ u. (33)

We identify a recurrence with an interval of time during
which the system is close to the initial value. Thus, the
definition contains two free parameters: ∆ is the time
duration of that recurrence, and u quantifies how close
to the initial state that is. We expect that the larger
∆ and the smaller u are, the more seldom a (u,∆, A)-
recurrence will happen. In fact, for some large enough
∆, a (u,∆, A)-recurrence will likely never happen.

Notice that it follows from the Fuchs-van de Graafs
inequalities [29] that an (u,∆)-recurrence implies an
(u,∆, A)-recurrence for all A, and that conversely
an (u,∆, A)-recurrence for all A implies an (u,∆)-
recurrence. However, individual observables may have
additional earlier recurrences than those of the fidelity.

Let us also define tn∆(A) as the initial point of the time
interval corresponding to the n-th (u,∆, A)-recurrence,
so that tn∆(A) < tn+1

∆ (A), and analogously, tn∆ for the
fidelity recurrences. This motivates the following defini-
tion, inspired by that in [10].

Definition 4. The average (u,∆, A)-recurrence time is

T (u,∆, A) ≡ lim
n→∞

tn∆(A)

n
, (34)

with T (u,∆) analogously defined.

T (u,∆, A) can be understood as the inverse of the den-
sity of recurrences. To see this, first note that ⟨A(t)⟩ is a
Besicovitch almost periodic function and we can there-
fore choose a well-defined almost period P̃ in the sense
of [30]. Evaluating our sequence at integer multiples of

the almost period gives
tn∆(A)

n → P̃
nP̃

where nP̃ is the

number of tn∆(A) inside an almost period. Then it fol-
lows that T (u,∆, A) = 1/D(u,∆, A) where D(u,∆, A) is
the density of (u,∆, A) recurrences. These quantities can
be easily bounded with the concentration bounds above.
First, for T (u,∆, A).

Corollary 1. Let H have a generic spectrum, and let
w.l.o.g. ⟨A(0)⟩ − ⟨A⟩ = cA||A|| ≥ 0. Then, for u ≤ cA,

∆

2e
exp

(
cA − u

e
√
Tr[ω2]

)
≤ T (u,∆, A). (35)

Proof. From the definition of the distribution P (x) in Eq.

(6) and Eq. (15) we have that

lim
n→∞

∆n

tn∆(A) + ∆
≤ Pr [|⟨A(t)⟩ − ⟨A(0)⟩| ≤ u||A||]

≤ Pr
[
|⟨A(t)⟩ − ⟨A⟩| ≥ (cA − u)||A||

]
≤ 2e× exp

(
u− cA

e
√
Tr [ω2]

)
. (36)

Notice that limn→∞
∆n

tn∆(A)+∆ = ∆/T (u,∆, A). Solving

for T (u,∆, A) yields the result.

The previous results are stated in terms of arbitrary
recurrences, defined with free parameters ∆, u. We now
explain for which choices of these we expect the bounds
to be more meaningful. With typical out-of-equilibrium
initial conditions, we have that cA = O(1). In that case,
meaningful recurrences, comparable in magnitude to the
initial condition, will be such that cA − u = O(1). We
expect that in those cases, the recurrences will have a
duration comparable to that of the initial equilibration
time TA

eq, which we can loosely define as the time it takes

for ⟨A(t)⟩ to initially settle around the steady value ⟨A⟩.
These recurrences are then on average spaced by a time
which we roughly estimate to be

T ≳ TA
eqe

Ω
(
Tr[ω2]

−1/2
)
. (37)

See [31–35] for analytical bounds on TA
eq. Note that for

local Hamiltonians and observables, TA
eq is believed to

generally scale as a low-degree polynomial in system size
[36].
A possible shortcoming of Eq. (35) is that the bound

vanishes when ∆ → 0. That is, Corollary 1 is unable to
estimate vanishingly small recurrences. However, we ex-
pect that meaningful recurrences, getting somewhat close
to the expectation value of initial conditions, will typi-
cally have a relaxation time comparable to that of the
initial conditions, in which case the estimate of Eq. (37)
applies.
For the fidelity, the bound on the recurrence follows

exactly the proof of Corollary 1 but using Eq. (19) in-
stead.

Corollary 2. Let H have a generic spectrum. Then,

∆

2e2
exp

(
1− u

eTr[ω2]

)
≤ T (u,∆). (38)

Again, there are particular choices of the free parame-
ters for which we expect the bounds to be more meaning-
ful. In many-body systems, the fidelity initially decays

as F (t) = e−σ2t2/2 where σ2 = ⟨Ψ|H2 |Ψ⟩−⟨Ψ|H |Ψ⟩2 is
the energy variance [37–39]. Recurrences with u = O(1),
in which the time-evolved state reaches a meaningful fi-
delity with the initial one, likely decay in a similar fash-
ion, and as such we expect them to have a time duration
of ∆ ∼ σ−1, so that on average they are spaced by a time

T ≳ σ−1e
Ω
(
Tr[ω2]

−1
)
. (39)
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This resembles the result in [10], which gives an exact
calculation of the average recurrence time based on some
heuristic assumptions on the wave-function, and finds a

similar scaling of e
Ω
(
Tr[ω2]

−1
)
, with a slightly different

prefactor. It also matches the scaling of other previous
estimates [9], so Eq. (38) should be close to optimal.

Finally, we also have corresponding bounds for
fermions.

Corollary 3. Let H be a free fermionic Hamiltonian
with generic spectrum, and let w.l.o.g. ⟨f†mfn(0)⟩ −
⟨f†mfn⟩ = cf ≥ 0. Then, for u ≤ cf ,

∆

2e
exp

(
cf − u

ec2

√
L

ν

)
≤ T (u,∆, f†mfn), (40)

as well as for the fidelity in Eq. (27).

Corollary 4. Let H be a free fermionic Hamiltonian
with generic spectrum. Then,

∆

2e
exp

(
(1− u)L

ec4

)
≤ T (u,∆). (41)

The analogue of Eq. (37) and Eq. (39) also holds fol-
lowing the same considerations. These bounds however

scale as eΩ(
√
L) and eΩ(L) respectively, which are expo-

nential in the number of sites L. This is a fast scaling,
but still exponentially slower than that from Corollaries
1 and 2. Even shorter recurrence times are also found in
specific instances of Bose gases [40–42], which can even
be experimentally tested [43] with cold atoms.

Conclusion- We have shown how in systems with
a generic spectrum as given in Definition 1 both ob-
servables and the fidelity with the initial state equili-
brate around their time-averaged values, with out-of-
equilibrium fluctuations suppressed exponentially in the

effective dimension Tr
[
ω2
]−1

. This number scales expo-
nentially under very general conditions on the state and
the Hamiltonian [23, 44–46], so in these systems fluctu-
ations are most often doubly exponentially suppressed.
Since partial or full recurrences are far from equilibrium
fluctuations, our bounds yield an estimate of their occur-
rence, with a scaling that we believe is almost optimal.
Equivalent results with a slower scaling also hold for free
fermions.
Previous works [23, 44, 46–49] start with the bound

on the second moment in [13, 14] to obtain results on
equilibration, so the present findings naturally strengthen
them. Also, Theorem 2 in [50] extends [13, 14] to two-
point correlation functions, and the corresponding con-
centration bound is straightforward.
Our bounds on the recurrence time apply to individual

states. A given Hamiltonian should also have other later
state-independent recurrences. For instance, the recent
result for random circuits [51] suggests that a recurrence
in complexity of e−itH might still doubly exponential,
but with a larger exponent that Eq. (39).
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[33] L. P. Garćıa-Pintos, N. Linden, A. S. L. Malabarba, A. J.
Short, and A. Winter, Phys. Rev. X 7, 031027 (2017).

[34] T. R. de Oliveira, C. Charalambous, D. Jonathan,
M. Lewenstein, and A. Riera, New. J. Phys. 20, 033032
(2018).

[35] H. Wilming, T. R. de Oliveira, A. J. Short, and J. Eisert,
in Thermodynamics in the Quantum Regime (Springer,
2018) pp. 435–455.

[36] L. D’Alessio, Y. Kafri, A. Polkovnikov, and M. Rigol,
Advances in Physics 65, 239 (2016).

[37] E. J. Torres-Herrera and L. F. Santos, Physical Review
A 89 (2014), 10.1103/physreva.89.043620.

[38] E. J. Torres-Herrera, M. Vyas, and L. F. Santos, New
Journal of Physics 16, 063010 (2014).

[39] A. M. Alhambra, A. Anshu, and H. Wilming, Phys. Rev.
B 101 (2020), 10.1103/physrevb.101.205107.

[40] E. Kaminishi, J. Sato, and T. Deguchi, Journal
of the Physical Society of Japan 84, 064002 (2015),
https://doi.org/10.7566/JPSJ.84.064002.

[41] E. Solano-Carrillo, Phys. Rev. E 92, 042164 (2015).
[42] E. Kaminishi and T. Mori, Phys. Rev. A 100, 013606

(2019).
[43] B. Rauer, S. Erne, T. Schweigler, F. Cataldini, M. Tajik,

and J. Schmiedmayer, Science 360, 307 (2018),
https://www.science.org/doi/pdf/10.1126/science.aan7938.

[44] H. Wilming, M. Goihl, I. Roth, and J. Eisert, Phys. Rev.
Lett. 123, 200604 (2019).

[45] A. Rolandi and H. Wilming, “Extensive rényi entropies
in matrix product states,” (2020), arXiv:2008.11764
[quant-ph].

[46] J. Haferkamp, C. Bertoni, I. Roth, and J. Eisert, PRX
Quantum 2 (2021), 10.1103/prxquantum.2.040308.

[47] N. Linden, S. Popescu, A. J. Short, and A. Winter, New
Journal of Physics 12, 055021 (2010).

[48] M. Friesdorf, A. H. Werner, M. Goihl, J. Eisert, and
W. Brown, New Journal of Physics 17, 113054 (2015).

[49] T. Farrelly, F. G. Brandão, and M. Cramer, Phys. Rev.
Lett. 118, 140601 (2017).
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∫ T
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dt

T
δ(x− ⟨A(t)⟩).

Note that this integral is convergent since this distribution is well-defined by the argument given between equations
4-6. We would like to compute the moments as

µq ≡ lim
T→∞

∫ T

0

dt

T

(
⟨A(t)⟩ − ⟨A⟩

)q
.

This requires swapping the integral over x and limit in T and can be justified using the dominated convergence theorem.
To use this famous result we must prove that the absolute value of the integrand is bounded by an integrable function.
Consider

κq =

∫
xq lim

T→∞
PT (x)dx.

For book-keeping purposes let g(t) =
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⟨A(t)⟩ − ⟨A⟩

)
. We may bound the integrand inside the limit

|xqPT (x)| = |x
q

T

∫ T

0

dtδ(x− g(t))| ≤ |x|q

T

∫ T

0

dtδ(x− g(t)).
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T
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≤ 1

T

∫ T

0

dt|g(t)|q.

The function g(t) is continuous and therefore bounded on the interval [0, T ], so the integral is finite, therefore its
positive and negative components are as well, thus the q-th absolute moment is bounded. We may therefore conclude
that the absolute value of the integrand is bounded by an integrable function, so by the dominated convergence
theorem we may swap the integral and limit.

Note that equivalently, one may define the moments for finite T and then take the limit.

Appendix B: Generic spectra

Lemma 1. The set of generic Hermitian matrices in Md(C) has full Lebesgue measure.

Proof. Note that this proof is similar to the proof that the set of non-diagonalizable matrices has Lebesgue measure
zero. Let H be some Hermitian d× d matrix. We start by defining the function

F (H) =
∏

n1,m1,...,nq,mq

ni ̸=mi

(
q∑

i=1

Eni
− Emi

)
.

This function is zero precisely when the spectrum is not generic. Clearly swapping eigenvalues does not change the
function F , i.e. F is a symmetric polynomial of the eigenvalues. By the fundamental theorem of symmetric (real)
polynomials F can be written uniquely as a polynomial in the elementary symmetric polynomials in Ei’s, which are
precisely trace powers of H.
Recall that H can be expressed in some basis. For example some generalized Pauli basis, or even the standard

basis. This is conceptually equivalent to saying that the vector space of all possible H can be parameterized by the
coefficients of the basis elements in the expansion. Thus, we may expand H in this basis and then take trace powers,
showing us that F is a real polynomial in the space of these coefficients.
It is a well known fact from measure theory that the zero set of a multivariate polynomial has Lebesgue measure

zero.

Appendix C: Bounding the moments

1. Proof for generic models

Theorem 1. Let H have a generic spectrum, ω the diagonal ensemble, and ||A|| the largest singular value of A. The
moments in Eq. 4 in the main text are such that

µq ≤
(
q||A||

√
Tr[ω2]

)q
. (C1)

Proof. First we prove the following inequality:

|Tr [(Aω)q] | ≤
(
||A||

√
Tr [ω2]

)q
. (C2)

To realize this, consider the matrix Aω, which is not Hermitian and therefore may have complex eigenvalues and may
potentially not be diagonalizable. This, however, does not prevent us from finding a complete set of eigenvalues such
that their multiplicity summed is the dimension of Aω. The matrix is always similar to its Jordan form, and we can
in general always write

Tr [Aω] =
∑
i

λi, (C3)

where λi is the i-th (potentially complex) eigenvalue of Aω. More generally, we can always write

Tr [(Aω)q] =
∑
i

λqi . (C4)
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From here we can bound the following:

|Tr [(Aω)q] | = |
∑
i

λqi | (C5)

≤
∑
i

|λqi | (C6)

= ||λ||qq (C7)

≤ ||λ||q2 =

(∑
i

|λi|2
)q/2

(C8)

where we used the triangle inequality in (C6), and in (C8) we use the property ||x||p+a ≤ ||x||p for any vector x and
real numbers p ≥ 1 and a ≥ 0. Note that, using the Shur decomposition, we may write Aω = QUQ†, where Q is a
unitary matrix, and U is upper triangular with the same spectrum on the diagonal as Aω. Using this, we have that

Tr
[
(Aω)(Aω)†

]
= Tr

[
QUQ†(QUQ†)†

]
= Tr

[
UU†] =∑

i

|λi|2 + other non-negative terms.

Thus,

∑
i

|λi|2 ≤ Tr
[
Aωω†A†] ≤ ||AA†||Tr

[
ωω†] ≤ ||A||2 Tr

[
ωω†] = ||A||2 Tr

[
ω2
]
.

This gives us our desired inequality.
Moving on, let us derive a general bound for the q-th moment of models satisfying Definition 1. For simplicity, and

w.l.o.g., let us assume that ⟨A⟩ = 0. Expanding the definition of the moments we arrive at

µq = lim
τ→∞

1

τ

∫ τ

0

dt
∑

m1,n1,...,mq,nq

q∏
i=1

(Ami,ni
c̄mi

cni
) ei(Emi

−Eni
)t. (C9)

The assumption that the Hamiltonian is generic means that only certain terms in the sum survive after averaging over
all time: those for which the sets of {mi} and {ni} coincide up to permutations, which we denote with {σ(i)}. Due to
the equilibrium expectation value being zero, we can also eliminate all terms for which i = σ(i) for 1 ≤ i ≤ q. Thus, we
want all permutations on q elements except those that have a fixed point. Such permutations are called derangements.
The number of distinct derangements is denoted by !q = ⌊ q!

e +
1
2⌋. LetDq denote the set of derangements on {1, 2, .., q}.

Eq. (C9) becomes

µq =
∑

m1,...,mq

q∏
i=1

|cmi |2
∑
σ∈Dq

q∏
i=1

Ami,σ(mi). (C10)

Given a derangement σ, it can be decomposed as the product of cycles σ1, σ2, ..., σr with lengths ℓ1, ℓ2, ..., ℓr,
respectively, such that

∑r
j=1 lj = q. In each term of the inner summation we can collect terms of the same cycle. For

example for q = 6 and σ = σ1σ2 = (m1,m2)(m3,m4,m5,m6) the term can be written as

(Am1,m2
Am2,m1

)(Am3,m4
Am4,m5

Am5,m6
Am6,m3

).

Summing over m1,m2,m3,m4,m5,m6 we have that this term is precisely

Tr
[
(Aω)2

]
Tr
[
(Aω)4

]
.

In general, each cycle of a term will correspond to a product of trace powers i.e. σ = σ1, σ2, ..., σr corresponds to

Tr
[
(Aω)ℓ1

]
Tr
[
(Aω)ℓ2

]
...Tr

[
(Aω)ℓr

]
.

We may apply Eq. (C2) term-wise to get

Tr
[
(Aω)ℓ1

]
Tr
[
(Aω)ℓ2

]
...Tr

[
(Aω)ℓr

]
≤
(
||A||

√
Tr [ω2]

)ℓ1+ℓ2+...+ℓr
=
(
||A||

√
Tr [ω2]

)q
.
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In each moment’s inner summation there are precisely !q terms of this form because there are !q derangements, thus

µq ≤!q
(
||A||

√
Tr [ω2]

)q
≤
(
q||A||

√
Tr [ω2]

)q
. (C11)

The q = 2 case can be found in [20].

Theorem 2. Let H have a generic spectrum and let A = |Ψ⟩ ⟨Ψ|, then

µq ≤
(
qTr

[
ω2
])q

. (C12)

Proof. The moments defined for the fidelity are defined as

µq = lim
τ→∞

1

τ

∫ τ

0

dt

q∏
i=1

∑
mi ̸=ni

|cmi |2|cni |2ei(Emi
−Eni

)t, (C13)

=
∑

m1,...mq

q∏
i=1

|cmi |2
∏

σ∈Dq

|cσ(mi)|
2. (C14)

In the above expression we can note that there are !q possible derangements using genericity given in Definition 1.
Each mi will have one pair given to us from σ(mi), implying each individual term in the sum is Tr

[
ω2
]q
, so our final

expression is

µq =!qTr
[
ω2
]q ≤

(
qTr

[
ω2
])q

. (C15)

2. Generic free models

This class of models conserves total particle number, which we will denote as

N =

L∑
j=1

⟨f†j fj⟩ =
L∑

k=1

⟨d†kdk⟩. (C16)

Theorem 3. Let H be a extended free fermionic Hamiltonian with a generic spectrum and let A = f†mfn. Then, the
even moments are bounded above by

κq ≤
(
qc2
√
ν

L

)q

, (C17)

where ν = N
L is the filling factor of the fermions on the lattice and c =

√
Lmaxkj

{Om,kj
, On,kj

}.

Proof. Consider

κ2n = lim
T→∞

1

T

∫ ∞

0

dt

n∏
j=1

∑
kj ̸=lj

Om,kj
On,lj ⟨d

†
kj
dlj ⟩e

i(ϵkj
−ϵlj )t

∑
pj ̸=qj

Om,pj
On,qj ⟨d†qjdpj

⟩ei(ϵqj−ϵpj )t. (C18)

Let us define the tensor (note the j dependence)

Bkj ,lj =


Om,kj

On,lj ⟨d
†
kj
dlj ⟩ j odd

Om,ljOn,kj
⟨d†kj

dlj ⟩ j even

0 kj = lj

. (C19)

This allows us to rewrite our equation as
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κ2n = lim
T→∞

1

T

∫ ∞

0

dt

2n∏
j=1

∑
kj ,lj

Bkj ,lje
i(ϵkj

−ϵlj )t. (C20)

This can likewise be rewritten as

κ2n = lim
T→∞

1

T

∫ ∞

0

dt
∑

k1,l1,...k2n,l2n

2n∏
j=1

Bkj ,lje
i(ϵkj

−ϵlj )t. (C21)

Assuming a generic single-particle spectrum, this means we have the following surviving terms:

κ2n =
∑

k1,...k2n

∑
σ∈S2n

2n∏
j=1

Bkj ,σ(kj) (C22)

where S2n denotes the symmetric group on 1, 2 . . . 2n. We can then enforce the fact that these terms are zero if
kj = σ(kj) for 1 ≤ j ≤ 2n. So denoting the derangements as D2n as earlier, we arrive at

κ2n =
∑

k1,...k2n

∑
σ∈D2n

2n∏
j=1

Bkj ,σ(kj). (C23)

Next, recognizing that each definition of B contains two extensive terms multiplied, let c =
√
Lmaxkj{Om,kj , On,kj},

κ2n ≤ c4n

L2n

∑
k1,...k2n

∑
σ∈D2n

2n∏
j=1

⟨d†kj
dσ(kj)⟩ (C24)

As in Theorem 1, each term will be a trace of powers of Λ, and there can be at most n products of traces of Λ.
Since 0 ≤ Λ ≤ I, each trace of Λ can further be bounded by Tr [Λp] ≤ Tr [Λ] = N = νL, which means we can bound
κ2n by

κ2n ≤!(2n)
c4nνn

L2n−n
≤
(
4n2c4ν

L

)n

, (C25)

where c is weakly dependent on system size and 0 ≤ ν ≤ 1. Choosing q = 2n and reorganizing gives the desired
result.

Theorem 4. Let H be a free fermionic Hamiltonian with a generic spectrum, and let our dynamical function f(t) =
|am,n(t)|2 be the squared single particle propagator, then we can bound the moments by

κq ≤
(
qc4

L

)q

, (C26)

where c =
√
Lmaxkj{Om,kj , On,kj}.

Proof. The q-th moment can be written as

µq = lim
T→∞

1

T

∫ ∞

0

dt

q∏
i=1

∑
ki ̸=li

Om,ki
On,ki

Om,liOn,lie
i(ϵki

−ϵli )t, (C27)

through the usual procedure and using the definition 2 in the main text we recover

µq =
∑

k1,...kq

q∏
i=1

Om,kiOn,ki

∏
σ∈Dq

Om,σ(ki)On,σ(ki), (C28)

defining c =
√
Lmaxkj

{Om,kj
, On,kj

}, we factor out four of these, and sum up the indices, giving us

µq ≤ !qc4q

Lq
≤
(
qc4

L

)q

. (C29)
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Appendix D: Numerics

The numerics for the figures in the main body were carried out on the spin 1/2 Hamiltonian,

H =

L∑
j=1

J1
(
S+
j S

−
j+1 + h.c

)
+ γ1 S

Z
j S

Z
j+1 + J2

(
S+
j S

−
j+2 + h.c

)
+ γ2S

Z
j S

Z
j+2,

where (J1, γ1, J2, γ2) = (−1, 1,−0.2, 0.5) giving us a non-integrable model. We perform exact diagonalization exploit-
ing total spin conservation and translation invariance. We choose pure initial states that allow us to further exploit the
Z2 spin flip symmetry and the spatial reflection symmetry. In Fig. 1 we see the approximated probability distribution
function P̃T (x) as a histogram. The observable is A = σZ

1 , the Pauli-z matrix on the first lattice site. The initial state
is a Néel type state:

|ψ⟩ = | ↑↓ . . . ⟩. (D1)

In Fig. 2 we calculate the purity of the diagonal ensemble Tr
[
ω2
]
for three states. The states featured are

|ψ⟩ := | ↑↓↑↓ . . . ..⟩, (D2)

|ψ′⟩ := 1√
2
(| ↑↓↑↓ . . . ..⟩+ | ↓↑↓↑ . . . ..⟩) , (D3)

|ϕ⟩ := 1√
L

L−1∑
r=0

T̂ r| ↑↑ . . . ↑↓ . . . ↓↓⟩. (D4)
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