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Abstract

We give a pedagogical introduction to the Hamiltonian formalism of general
relativity at an advanced undergraduate and graduate levels. After covering
the mathematical pre-requisites as well as the 3 4 1-decomposition of space-
time, we proceed to discuss the Arnowitt-Deser-Misner (ADM) formalism (a
Hamiltonian approach) of general relativity. Then we proceed to give a brief
but self-contained introduction to homogeneous (but not necessarily isotropic)
universes and discuss the associated Bianchi classification. We first study their
dynamics in the Lagrangian formulation, followed by the Hamiltonian formu-
lation to show the equivalence of both approaches. We present a variety of
examples to illustrate the ADM formalism: (i) free & massless scalar field
coupled to homogeneous (in particular, Bianchi IX) universe, (ii) scalar field
with a potential term coupled to Bianchi IX universe, (iii) electromagnetic
field coupled to gravity in general, and (iv) electromagnetic field coupled to
Bianchi IX universe.
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1 Introduction

General relativity is generally introduced in the Lagrangian formalism (the so-called stan-
dard formalism) to the students. This illustrates the importance of the principle of general
covariance. Similar to what we have in classical mechanics where the Hamiltonian for-
malism (the so-called canonical formalism) is an equivalent description as the Lagrangian
formalism, this is true in the context of general relativity as well. But this canonical
approach to general relativity is not as completely obvious. For example, in the covariant
formalism, space and time are treated on equal footing but in the Hamiltonian approach,
we need to parametrize time and create a slicing of “time-+space” of the spacetime mani-
fold. This is non-trivial because general relativity does not admit a natural parametrization
for time and thus choosing a particular time coordinate remains arbitrary in the canonical
approach. The purpose of this work is to go through the details of this procedure and
allow for a Hamiltonian description of general relativity.

Once we have the canonical formalism ready, we see that the formulation of the initial
value problem (the so-called Cauchy problem) is vastly simplified. A vast amount of
progress has been made in the context of the initial-value problem in general relativity [1]
and the associated works of York, Choquet-Bruhat and O’Murchadha [2,3]. One of the
central pillars of the Cauchy problem formulation in general relativity is the Arnowitt-
Deser-Misner (ADM) formalism [4, 5] and its applications to various Lorentz invariant
classical field theoretical formulations. Simultaneously, the Hypersurface Deformation
Algebra (HDA) and its underpinning mathematical structure known as Lie algebroids [6]
have played a significant role in the development of general relativity. This is sometimes
taken as an independent starting point to develop general relativity. Physics emerging
from Lie algebroids as well as further deforming the HDA [7] are the topical areas of
interest. We briefly discuss this in Chapter 3.3 and present a detailed derivation of the
HDA in Appendix H.

We cover two major topics in this work: (i) the ADM (Hamiltonian) formulation of
general relativity, & (ii) homogeneous cosmological solutions of the Einstein field equations
(the so-called “Bianchi” class of universes). Mathematically speaking, the isotropic and
homogeneous universe, namely the FRWL cosmological model is a subset of the Bianchi
universe in which the anisotropy parameters vanish!. FRWL cosmological model is highly
relevant for our universe as it lies within the experimental limits placed through CMB
(Cosmic Microwave Background) observations and the paradigm of inflation [8]. However
the equations of motion of general relativity predict that a deviation from isotropy might
have happened at very early epochs (before the inflation), so studying the anisotropic
homogeneous models makes sense in these regards.

We have tried to be detailed and self-contained in this work while addressing both of
these pre-requisites. The readers are expected to have familiarity with the basic concepts
in general relativity and know how to derive the FRWL cosmological solution from the
Einstein field equations. The structure is as follows.

Chapter 2 deals with the mathematical preliminaries required for this work. It focuses
on developing the mathematics required for the two approaches towards general relativity,
namely the Lagrangian formulation as well as the Hamiltonian formulation. In particu-
lar, Section 2.2 provides a brief but rigorous derivation of Einstein field equations using
the Einstein-Hilbert action in the Lagrangian formulation. Concepts of hypersurfaces,

! Different Bianchi universes have different topologies, just like FRWL universes. Thus to make this
sentence more precise, the closed FRWL universe is the isotropic case of Bianchi IX, the flat FRWL
universe is a special case of Bianchi I & Bianchi VIIy and the open FRWL is of Bianchi V & Bianchi VII,.
See the chart 129 for the Bianchi classification.
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embeddings and other related foundational topics are discussed which form the basis of
3 + 1—description of general relativity.

Chapter 3 deals with the Arnowitt-Deser-Misner formalism (a Hamiltonian approach)
of general relativity. Section 3.1 delves into decomposing the spacetime into 3 4+ 1—foliation
of space and time. After describing this procedure, the ADM formalism is discussed in
Section 3.2. The chapter concludes with the discussion on Hypersurface Deformation
Algebra (sometimes known as the Dirac algebra) in Section 3.3 which can be viewed as an
independent starting point of general relativity [9,10]. A detailed derivation of the HDA
is provided in Appendix H.

Chapter 4 provides a brief but self-contained introduction to homogeneous but anisotropic
universes (the “Bianchi” class of universes) where we start with the classification of topo-
logically different homogeneous cosmologies in Section 4.1. We introduce a form of basis,
known as the invariant basis, in Section 4.2 which we show to be particularly well-suited
to study homogeneous cosmologies. We express the Einstein field equations in invariant
basis in this section as well. Then we discuss the dynamics, as examples, of Bianchi I and
Bianchi IX universes in the Lagrangian formulation in Section 4.3 where all the results are
re-derived in the Hamiltonian formulation in Chapters 5.1 & 5.2, thereby showing their
equivalence.

Chapter 5 is completely devoted to do the canonical analyses of the homogeneous
cosmologies that we encountered in Chapter 4. Again as examples, we present the ADM
analysis of Bianchi I and Bianchi IX universes in Sections 5.1 & 5.2 where we re-establish
the results obtained in the Lagrangian formulation in Chapter 4.3. We then proceed
to give two more examples to further practice the ADM formulation: (i) (Section 5.3)
a free & massless classical scalar field coupled to Bianchi IX universe, and (ii) (Section
5.4) we extend the previous system to the case of a classical scalar field with a potential
term. Through these two examples, we study their dynamics and phenomena such as
Mizmaster dynamics (first encountered in Chapter 4.3.2 and re-established in Section
5.2.4) & quiescence (introduced in Section 5.3.1).

Chapter 6 extends the ADM analysis done in Chapter 5 to the case of Einstein/Bianchi
IX-Maxwell-Scalar Field system. Section 6.1 contains a 3 + 1—decomposition of Maxwell’s
equations and the continuity equation which we use in Subsection 6.1.1 to present the
full Einstein-Maxwell equations of motion for the general case of electromagnetic field
coupled to gravity. Then in Section 6.2, we take a step back and derive the ADM action
whose variations lead to the equations of motion presented in Subsection 6.1.1. Finally
in Subsection 6.2.1, we specialize to the case of homogeneous cosmology, in particular
Bianchi IX universe and do the ADM analysis of Bianchi IX-Maxwell system. In Section
6.3, we study a free & massless classical scalar field coupled to the Bianchi IX-Maxwell
system in the Hamiltonian formalism and calculate explicitly its equations of motion.
Although the procedure has been known in the literature, the explicit calculations and
the results obtained in Sections 6.2 & 6.3 have not been reported to the best knowledge
of the author. Thus these two sections can be considered a new component of this work,
albeit not original.

Chapter 7 summarises this work and discusses future prospects such as extending
these results to Yang-Mills field as well as to other more general inhomogeneous universes.
Appendices contain involved & detailed calculations that have been taken out from the
corresponding chapters and relegated therein to maintain the flow of reading.

For the purposes of this work, we will always be interested in the bulk and will always
(unless stated otherwise) ignore the boundary terms arising, say, due to integration-by-
parts. Therefore, two of the crucial concepts missing in this work are: ADM mass & ADM
momentum. The sign of the metric g, will be taken as (—,+,+,+) and cosmological
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constant A will be set to zero (unless stated otherwise). The units we will be working with
are the natural units where we set the Newton’s gravitational constant G and the speed
of light ¢, both equal to 1. This work is completely based on classical Physics and every
entity encountered should be taken as classical objects. Greek indices, such as u, v, a, ...,
denote the full spacetime components (which in 3 + 1—D means running over {0, 1,2, 3})
while Latin indices, such as i, j, a, . . ., denote the spatial components only (which in 3—D
means running over {1,2,3}). The only exception will be when we introduce invariant
basis in Chapter 4.2 where both Greek and Latin indices will denote spatial components
with Greek denoting invariant basis while Latin denoting coordinate basis. There should
be no confusion for the readers as what Greek indices mean (spacetime components versus
spatial components in invariant basis) will always be clear from the context. See footnote
6 in Chapter 4 for further comments.
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2 Mathematical Preliminaries

In this chapter, we set up the mathematical machinery behind general relativity. In
Section 2.1, we start with defining crucial mathematical operations which are inevitable
in the study of general relativity. The basic definitions and useful formulae of general
relativity are already summarized in Appendix A. After briefly discussing the definitions,
we proceed to directly deal with general relativity. There are two major approaches: the
Lagrangian (or the so-called standard) as well as the Hamiltonian formulations of general
relativity. Section 2.2 completely derives from the basic the Einstein field equations using
the Lagrangian approach starting from the Einstein-Hilbert action. Section 2.3 prepares
the readers for the Hamiltonian formulation which is discussed at length in Chapter 3.

2.1 Definitions

Covariant Derivative or Connection

We consider a differentiable manifold M over which we define a covariant derivative (or
connection) V as a map:
V:T(r,s)— S(r,s+1) (1)

where T and S are tensor fields of rank (r,s) and (r,s + 1), satisfying the following
properties:

(a) V is linear: V (aT' +bS) = aVT + bVS where T and S are tensor fields of same
rank and {a, b} are scalar constants.

(b) For a given tensor field T and a scalar field f, we have df as a tensor of rank (0, 1)
with tensor components 9, f, and the connection satisfies: V(fT) =df ® T + fVT.

(c) Given the bases sets {e,} and {0} of the tangent and the cotangent spaces T},(M)
and T} (M) respectively, we have: Ve, = A%‘lﬂﬁ ® eq, where Af, are the connection
coefficients defined in Appendix A.

The connection becomes a metric connection if we have a well-defined metric g,,,, on the
differentiable manifold M and the connection satisfies Vg, = 0. In this particular case,
the connections are known as Christoffel symbols whose formula is provided in Appendix
A.

In terms of components, we have:

0A”

Vo AV VAN AV VAN
Vad? = A = o r H ApAT = AL+ AnA @
0A,
Vidy = Ay = =2 = Ay AN = Ay — N A,

Tensor Density

For a given tensor T of rank (r,s), the corresponding tensor density is defined as:

Tala2"’a7” Talag...am«

B1fa2...Bs = \/ 19 B1B2...3 (3)

where g = determinant(g,,) and W € R is the weight of the tensor density.
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With this defined, the covariant derivative of a tensor density is a direct generalization
(using V,gap = 0, s0 Vg = 0):

7'&1(12"'0(7«

B1B2---Bs ‘|

\/HW

W (e 4o (0%
=\/lgl VT2 g8, 8

w
v,ur]-cuag-..arﬂlﬂzmﬂs — ‘g‘ VN [

Integral Curve and Flow Map

For any given vector field X = X*#J,, on a differentiable manifold M and an open subset
I C R, we define the integral curve of X at point p as follows:

ap f — M
s — ap(s)

()

such that:
ap(0) =0

d 6

4ap = dp(s0) = Xs(ap) V sp € 1. (©6)

ds S0

Then the integral curve defines the flow map gbg( as follows (where U C M is an open
subset):

¢X U — M
(7)
P ap(s)
such that: J
e} .
T;‘So = O‘P(SO) = Xso (ap) (8)

This flow map ¢ has the following properties:

(a) ¢ (p) =ap(0)=p = of =1,
(b) ¢% 0 =93, Vs,tER,

(c) ¢ is a diffeomorphism, and
~1
(@) [¢X] " = o,

Lie Derivative

The flow map allows us to define something known as Lie derivative of any differentiable
tensor field of rank (7, s) along the vector X, evaluated at point p, as follows:

(0%), Tox ) 9)

In terms of components, which is most commonly used by physicists, we have:

_d
P ds

[Lx(T)]

s=0

[EX(T)]Nl...NT T X)\a)\Tulmuryl,_.ys
— T NXH = =T, O X (10)
£ T O XA T, 30y, X
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For our purposes, we are interested in the special case of V being torsion-free, namely

Fi‘w = —{—Fﬁu, where the Lie derivative takes the form:

[*CX (T)]Mlmur Vi..Vs — X)\VAT'MM“TVL..VS
— TN, VAXHE — TR, VX (11)
Ty NV XA TR, Y, X
Lie derivative satisfies the following properties as can be checked by direct computation:

(a) Lx(T) is linear in both X and T,

(b) Lx : T(r,s) — S(r,s): Lie derivative of a tensor field of rank (r,s) is another
tensor field of rank (r,s),

(c) for a given scalar field f, we have Lx(f) = X(f) = X0, f, and

(d) for a given vector field V#, we have LxV# = {)_(' , 17]

2.2 Lagrangian Formulation of General Relativity

As a reminder, we are using the natural units (G = ¢ = 1), setting the cosmological con-
stant A = 0, and always ignoring all boundary terms (unless stated otherwise) throughout
this work. After discussing all the variations with respect to the metric in the following
paragraphs, we will derive the Einstein field equations using the Lagrangian formulation.

Variation of Metric

Variations dg#” and dg,, are related as:

9" a8 =05 = |09 = —Guagupdg™” (12)

where minus sign is noted.
We also have the Jacobi’s formula:

69 = 99" 09, = —99u 09" (13)

Variation of Christoffel Symbols

The variation is:

1
5FAMV 25 ((59/\V7u =+ 59#)\,1/ - 5guu,)\)

1
= (v,u(sg/\u + vu(sgu/\ - V)\(Sg;w> (14)

2
1
+3 [FZ,\égau + 19,0950 + 12,0905 + 1930000 — T5,0900 — rg,ﬁg,w]

1
= 5FAMV = 5 (V;L(Sg)\u + vu(sgu)\ - v)\(sgul/) + FZV(SQJ)\ (15)

We will also be needing:

6FZV = 5gp/\rAuz/ + gp)\(sr)\,uu
1 (16)
= —0"T},000x + 59" (Vidgrw + Vudgun — Vadgu) + 9" T7, 000
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1
= 5TZV = igp/\ (vudg)\u + vl/(sgy)\ - VAfng) (17)

which can be shown to be a tensor of rank (1,2), and

6rﬁu = 5gu/\r/\u1/ =+ gMA(SFAMV
1
= _gaugﬁ)ﬂga[gr)\wj + gW\ 5 (V,ﬁg)\y + Vg — V)\(Sglw) + Fzyégﬂ (18)

1
= —Fﬁyg““égag + §gA“Vydg>\u + Fﬁyga“égaﬁ

1
= | 0Tk, = ingyagw (19)

Variation of Curvature

We can start from the complete definition of the Riemann curvature tensor as provided
in Appendix A and vary it with respect to the metric, or we can make our lives easier by
choosing a local inertial frame where we can always make Fl’\w = 0 which is valid in any
Lorentz frame (tangential to the spacetime manifold). Accordingly this greatly simplifies
the variation of the Riemann curvature tensor as follows:

ORS,, =6 (T4, ~T%,,| (Lorentz frame) (20)
where we now replace the partial derivative d,, with covariant derivative V, and realize
that this is a tensor identity, therefore it should be valid in all frames of reference. This
leads to the Palatini identity:

= |0RY,, = V0T, — V607, (21)

Accordingly we get:

= | 0Ru, = VAdT), — V.63, (22)

Proof: By definition, we have:

Ry, = Ry, = 0\T), — 0,0, +T3,T0, =T T4,

= 6Ryy = Ox0T), — 0,0\ + 0T3, I, + 3,610, — 5r3pr§u - rgpargu

(23)

Then we use egs. (17, 19) to get the desired result: 0R,, = V,\érl’\w — V,0T3,.
Next we evaluate another important result which will also be used in the context of
3—dimensions in Appendix F (recall Vg, = 0):

9" oR, = Vi (g”yﬁﬁu) —Vu (glwériu) (24)
v (o, - Ty
We again use egs. (17, 19) to get:
= g" R, = (VIVY — g""'VV ) 69
= (9"¢"" — 9"'9°") VuV0gas (25)

= "R, = V) [gmg”ﬁ —~ gA”g“ﬁ} V00gas
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Now using eq. (22), we can also calculate the variation of Ricci scalar with respect to
the metric as follows:

dR = —R" g, + 9" 0 R,
= —RM6g,, +¢" [VA0T ), — V,0T3,
= —R"§g,, + VAoV A (26)
~——
= 9" 9"’V (V6950 — Vabgu)
= VIVY8g — V VS In|g|

Thus we have finally:

= (5R e —R’“V(Sg;w + V“VV(SQW - VAV,\(; ln |g| (27)

Action of General Relativity

The total action functional is:
S=8g+Sn (28)

where Sy is the Hilbert term for pure gravity and S,, is the matter action, both given by:

St :/ d*z/—gLy = 1/ d*z/—gR
Vv 167 Jv

(29)
~ [ d'av=gLn
v
where V' is the volume over which the integration is done.
Variation of the Hilbert Term
We apply the chain rule to get:
1 v
6»CH = L [5 (gﬂ Ruuv _g)]
167 (30)
1 o9 ]
= — T, Y v dgh” v ) v -
1677{2\/—799 Ry, +(9 Ruw+g Ru)\/ g
Then we use the Jacobi’s formula (eq. (13)) to get:
1 1
0Ly = — KRW - gw,R> ogt” + g“”dRW} V=g (31)
167 2
Then we use Palatini identity (eq. (21)) to get:
V=99" 3Ry = N=99" |V 010, = V%, | )

= V=gV, [9"6TE, — 0T, | = 8, (V=goV")

where we already introduced the variation §V* above. This becomes a full derivative,
which we choose to ignore as we are never considering boundary contributions. We are,
therefore, finally left with:

5 = 15 [ (B~ 50k v=a0g" da (33)

10
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Variation of the Matter Term

We get by applying the chain rule again:

0Sm = / [5£m dg"'/—g + £m5\/—g] dz
14

dgtv

34)
oL 1 (
[ Lo ] e
We define the stress-energy tensor 1), as T, = —2?55,% + Lyguw to get:
1
0Sm = D) /VTW\/—g(Sg’“’d‘lx (35)

Einstein Field Equations

Combining the Hilbert term and the matter term, we get the variation of the full metric
as:

1 1 ,
6S =08y + 65, = Tom /V {RW — §gWR — 81T | V—gdg d*z (36)

Then we enforce the action principle and equate S = 0 to get the Einstein field
equations:

1
R, — ig,wR =811 (37)
—_——

Guv=Guy

from which we get the desired conservation of the stress-energy tensor (see the text below
eq. (380)):
VvV, T* =0 (38)

Note that we have ignored the cosmological constant A throughout but the entire anal-

ysis goes through if we replace | R — (R — 2A) | to get the full Einstein field equations (this

prescription of replacing R with (R —2A) is in general a powerful heuristic of restoring
the cosmological constant):

1
R;w - ig,uuR + g,uyA = 87TT,LLI/ (39)

2.3 Prerequisites of Hamiltonian Formulation of General Relativity

We now set up the space where we shall be working. We consider a submanifold N' ¢ M
through the embedding ® : N' — M (injective and structure preserving). In particular,
®: N — O(N) is a diffeomorphism where ®(N) C M is a k—dimensional submanifold
(k < n). We will identify A" and ®(N). This is shown in Fig.(1) [11].

We now assume that the spacetime (M, g,,) is globally hyperbolic’ namely that its
topology is R x £ where X is an orientable 3—dimensional manifold (see Fig.(2) [11]).
Accordingly we can foliate the spacetime by 3—manifolds (hypersurfaces) ¥; (¢ € R) such
that (we identify X; with {t} x X):

M= U 2y (40)
teR
Then we assume the following about 2:

2A spacetime M is said to be globally hyperbolic if it admits a spacelike hypersurface ¥ (called the
Cauchy surface) such that every timelike or null curve without end points intersects £ only once.

11
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Figure 1: Embedding 3—D manifold in 4—D manifold [11]

(a) No two X; will intersect with each other.

(b) The initial hypersurface £;—¢ will encode the initial information giving rise to the
spacetime as prescribed by the equations of motion.

(c) Hypersurfaces ¥; arise as level surfaces of a scalar function ¢ which will be interpreted
as a global function time.

(d) All ¥; are spacelike.

As an aside, we are imposing the assumption (d) for our purposes but in general
the foliation allows to have hypersurfaces X of three types (recall our convention of the
signature of the metric: (—, 4+, +,+)):

(i) spacelike hypersurface if the induced 3—metric (defined below) is positive definite,
i.e. signature is (+, 4, +) having a timelike normal vector,

(ii) timelike hypersurface if the induced 3—metric is Lorentzian, i.e. signatureis (—, +,+)
having a spacelike normal vector, and

(iii) null hypersurface is the induced 3—metric is degenerate, i.e. signature is (0, +, ).

We will always stick to the first type, namely a spacelike hypersurface with a timelike
normal vector.

This construction allows us to define a normal vector n* on each of the spatial hyper-
surface X;. This is shown in Fig. (2). We can interpret n* as the 4—velocity of a normal
observer whose worldline is always orthogonal to ;. Clearly n* is a timelike vector which
we shall always take to be normalized. In our metric signature convention, this means
nfn, = —1. If we take f to be the direction of time from one hypersurface ¥; to s g,
then we can write n, = Qd,l where Q3 = Q(z*) is a normalization constant which is
fixed by the condition n#n, = —1. Also n* = n, = g"n,n, = g"* 2. Thus we have
0= :l:ﬁ. We choose a negative () to allow n* to be a timelike vector and we thus get:

50
n, = — K’
H /_goo
on (41)
nt = — g
—g00
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Figure 2: Foliation of globally hyperbolic spacetime M [11]

Then the spacetime metric g,, (the 4—metric) induces a 3—dimensional Riemannian
metric ;; on X4 such that v, = gu +nun, & Y = g"” + n#n”, where despite being a
3—D object, we have still used Greek indices for v;; because we can regard it as an object
living on spacetime. Any time Greek indices can be converted to Latin indices to get back
the 3—dimensional results on spacelike hypersurfaces ¥;. Then we get explicitly for the
induced 3—metric:

0| -1
B §H By — gm0
b =46 +n ny—<0i +5§ ) (42)
This induced metric is also used as a projector. We have two types of projection:

(a) Spatial projection (spacelike): given a tensor 7T}, its spatial part is given by Tlfv =7 BTog.

(b) Normal projection (timelike): Normal projector N} is defined as N} = —n,n* = 6 —~#.

Accordingly any vector V# can be decomposed into spatial and temporal parts as follows:

VH =RV = (/F + NV = VS + VT (43)

Just like g, on M defines a unique covariant derivative V,,, the 3—metric 7;; defines
in a unique way a covariant derivative D; (the Levi-Civita connection) on X;. This can
be taken to be torsion free and compatible with the metric in 3—D on each hypersurface
>, just like the full 34+ 1—D case. Accordingly, in 3—D we have , just like in

3+ 1-D we have V,g,3 = 0. The relation between the 3— and 4—covariant derivatives
is given in eq. (385) in Appendix B.
The 3—metric then defines the 3—Christoffel symbols as:

1
(3)Tgy = 5’)/#0 (80/}/1/0 + Yoo — 80’7041/) (44)

Like 3 4+ 1—D, the covariant derivative in 3—D defines the intrinsic curvature of each
spacelike hypersurface X; as follows:

(D, D)V = PRg, VO (45)

13
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where (3)Rg‘wnﬁ = 0, Ricci tensor (3)Ra5 = (S)Rguﬁ and Ricci scalar ®R = (3)}%0[370‘5
But this only provides the information about the curvature intrinsic to the hypersurface
and provides no information at all that how X, fits in (M, g, ). This is what is captured

by extrinsic curvature tensor K, defined as:

K, = —'ygvaanﬁ (46)

The properties of the extrinsic curvature tensor K, are:
(a) symmetric in g and v by construction,

(b) purely spatial by construction: n*K,, = —q/ﬁ‘vﬁéva (ngn*) = 0 where we made
use of eq. (385), D,vap = 0 and n¥n, = —1 is just a constant,

(c) measures how the normal to the hypersurface changes from point to point, &

(d) also measures the rate at which the hypersurface deforms as it is carried along the
normal, thereby capturing intuitive notion of how the curvature varies from one
hypersurface to the next.

There is an associated concept known as the acceleration of a foliation a, that, as the
name suggests, captures how rapidly the curvature changes from one hypersurface to the

next. It is defined as:
n

This allows us to express the extrinsic curvature tensor in two other equivalent ways
than eq. (46). They are:

(a) ‘KW = —V,un, —nua,

Proof: We realize n*V,n, = 3V, (n*n,) = 0. Thus we have from the definition in
=1
eq. (46) that:

K = —'yﬁ‘fyfvang = - (53 + n#no‘) (55 + nynﬁ) Vang
=— (52‘ + nuna) (55) Vang

=-=Vyn, —nua,

1
(b) K[,LV - _i‘cnl‘)/uy

Proof: We start from the RHS and use £,,g,, = 2V, to get:

LoV = L (G +n1pmy) = 2V () + npLony +nyLony,

=2 [V(Mny) + n(uny)} = -2K,,
1
= Kl“’ == _i[’n%“’

Clearly either of these two definitions also satisfy the aforementioned properties of K,
and indeed in the literature, sometimes the definition of K, is taken to be either of these
two instead of eq. (46).

Just like the Ricci scalar in 3 4 1—D, we have something known as the mean curva-
ture or extrinsic curvature scalar, defined as (keeping in mind that K, and thus K are
3—objects living on X;):

(K = 9" Ky = 7" Ko (48)

14
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It can be shown to be equivalent to K = —V,n* = —L, (In(det(y))). The physical
meaning captured by K is that it measures the fractional change of 3—dimensional volume
along the normal n* from one spacelike hypersurface to the next.

There is a note to be made. Even though the indices used are Greek for the 3—metric,
it is understood that only the spatial components are non-trivial. This is a rule in general
that if Greek indices are used for any mathematical object which are 3—objects living on
a spacelike hypersurface Z;, only the spatial components matter and we can safely replace
all Greek indices with Latin ones. Accordingly, for example, the covariant derivative
induced by v, is denoted by D, that satisfies D7, = 0 simply means D;7,, = 0. Thus,
{Vuvs Dy, (3)I"i‘w, (3)Rffaﬁ, K, K} are 3—objects (as their respective contractions with the
normal vector n* are zero), living on ¥; and accordingly the Greek indices can be replaced
with Latin ones as only the spatial components are relevant.

The final ingredient that is required as a mathematical pre-requisite are the famous
Gauss, Codazzi, Mainardi relations. Without them, the 3 + 1—decomposition cannot be
done and this is the foundation of the Arnowitt-Deser-Misner (ADM) formalism of general
relativity. They have been proven in complete detail in Appendix B. Here we list the final
results.

o Gauss Identities:

— Gauss relation:

Yy § R, = CRY 4+ Kl Ksg — K Kag (49)

— Contracted Gauss relation

VG DRy + Yo Vin WRE,, = PRag + KKop — KouKY | (50)

Vpo

— Scalar Gauss relation (or generalized Theorema Egregium):

@R + 2R, nn” = CR + K? — K;; KV (51)

The original Theorem Egregium proposed by Gauss is a special case of this
result and is derived using this result in Appendix B.

e Codazzi-Mainardi Identities:

— Codazzi-Mainardi relation:

7;”07575(4)}%5#1/ = DBKg - DaKg (52)

— Contracted Codazzi relation:

' @R, = DK — D, K" (53)

This completes our requirement of all the required mathematical machinery and we
are now in a position to decompose spacetime into spatial and temporal parts.

15
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3 Hamiltonian Formulation of General Relativity

In this chapter, we develop the methodology of decomposing general relativity, which is
a Lorentz invariant theory, into temporal and spatial components. In doing so we realize
that general relativity apriori does not admit a natural parametrization for time and there
always remains an arbitrary choice for the time coordinate. But having such a split of
“time+space” enables us to deal with time-varying tensor fields on spatial hypersurfaces.
This allows for the formulation of the so-called Cauchy problem (the initial value problem)
in general relativity [1-3]. In Section 3.1, we discuss in detail the setup required to do
so. One of the crucial elements of this section is to introduce 4 new functions, namely the
lapse function N and the shift functions N which are functions of spacetime. Then the
entire 3 + 1—decomposition of the globally hyperbolic spacetime manifold M, based on
the mathematical machinery developed in Chapter 2.3 as well as these four new functions,
are detailed. In Section 3.2, we finally develop the canonical formulation and derive the
Hamiltonian of general relativity based on the works of Arnowitt-Deser-Misner [4,5]. As a
reminder, we will only be considering bulk terms and will throughout ignore the boundary
terms. Accordingly the discussions on the ADM mass & momentum are excluded from this
treatment. In Section 3.3, we discuss the Hypersurface Deformation Algebra (HDA), or the
Dirac algebra, which will provide us the insight into the Hamiltonian and diffeomorphism
constraints that we derive in Section 3.2. The HDA is sometimes taken as an independent
starting point to develop general relativity [6,7,9,10]. In the Minkowski limit, the HDA
boils down to the well-known Poincaré algebra.

3.1 3+ 1-Decomposition of Spacetime

As seen in Chapter 2.3, we do the dimensional splitting between time and space by as-
suming the spacetime manifold M to be globally hyperbolic and endowed with a metric
Guv- As shown in eq. (40), the spacetime is foliated into spacelike hypersurfaces ¥; on
which a 3—metric 7, (or v;;) is induced by the 4—metric g,,,. But despite the machinery
developed in Chapter 2.3, this is not sufficient for the 3 + 1—formalism to be completely
equivalent to the 4—geometry of the full spacetime. We still need to specify the geometry
between the hypersurfaces. This is done by introducing four new variables: the lapse
function N and the shift functions N which provide the additional information required
for a complete description of the spacetime manifold M.

Lapse & Shift Functions

The definition of the lapse function N is:

=
Il

(54)

_900

and that of shift function N is:

N'= N?¢" (55)
There is another object known as the normal evolution vector, that will be useful later
and is defined as:

mt = Nn# (56)

where n* is the normal vector defined in eq. (41). Physically it shows the evolution from
one hypersurface to another as shown in Fig. (3) [12].

The claim is: {N,Ni,'yij} completely determine the spacetime geometry which we
will prove it below in the rest of this Section 3.1. Before proceeding to show this, we
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i
v+ dx®

Figure 3: Geometric interpretation of lapse and shift functions [12]

first need to develop an intuition about the lapse & shift functions and what they mean
physically. The geometrical interpretation of these functions is shown in Fig. (3) [12]. n#
is the normal vector to the hypersurface and thus n*Ndt = m*dt leads “a” to the next
adjacent hypersurface Xy 4 at point “b” and then shift functions measure the difference
of coordinates on the hypersurface ¥;, 4 between “b” and the time evolution point of
“a”, namely “c”. There is another interpretation of the lapse function: if we consider an
observer moving with the 4—velocity n*, then the elapsed proper time §7 between two
events as measured by this normal observer is given by d7 = Nét (t is the coordinate
time) which simply means that the lapse function N associates an infinitesimal interval of
coordinate time ¢ to the proper time 7 as measured by a normal observer whose world lines
are orthogonal to ;. Thus the lapse and the shift functions tell how to relate coordinates
between two hypersurfaces where the lapse function measures the proper time to go from
one hypersurface to the next one and the shift functions measure changes in the spatial
coordinates on the same hypersurface. In this way, these 4 functions capture the geometry
in between the hypersurfaces and coupled with the 3—metric 7;; (i.e. the set {N, N, 7i;})
completely determine the spacetime geometry of M (which is completely captured by the
4—metric g,,,). We will now make this statement more precise.

4—Metric & its Inverse

Using the definitions of N and N from egs. (b4, 55), we already some of the components
of the inverse metric g*”. Then we can write the whole matrix as:

- | 5
guy = ( N? 05 ) (57)

NZ | N?

where Q% are the unknown functions which will determine the inverse 3—metric. For the
metric g,,,, we take an ansatz by keeping in mind that the only knowledge we already have
in advance in that the 3—metric g;; must be the ;;:

[ AlB
Juv = ( B, ij ) (58)

where A, B; (Bj is the same as B; with a different index as g,,, is symmetric in its indices)
are unknown functions.
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Thus we solve for A, B;, )V using the identity g,,g"” = §”,, as follows:

9ip9”® = 7z (=Bi +7i;N7) = 0 — B; =y N*
9009 = 32 (~A+ 7NN =1 = A=y, NENI - N? (59)
Gipg” = sy (NENT + QM) =67 = QU = N2yl — NN

Thus we have finally:

. N.]
Gy = ]Vi]\flf]\f2 ‘N] g = 7% ‘ N2 (60)
G R e

Then if we take det(gu,) = g (where g < 0 due to signature of 4—metric being
(—,+,+,+)) and det(;j) = v (where v > 0 on the spacelike hypersurface %; due to
signature being (+, 4+, +)), then they are related as (upon direct computation):

vV—g9=N\~y (61)

Finally, using eq. (41) and definitions in eqgs. (54, 55), we can express the normal
vector as:

n, = (—N,0,0,0)

. (1 N (62)
TSN

Before we start to decompose the 4—Riemannian curvature in 3 4+ 1—form, we need to
express the remaining 3—objects introduced in Chapter 2.3 and in this chapter in terms
of lapse and shift functions. We state the final results here whose detailed proofs can be
found in Appendix C.

a, = D, In(N) Lyt =0
Vun, = —K,, —n, Dy, In(N) V,m” = —NKZ —nyDYN +n"V,N
L™ =2NK" Loy = —2N K (63)
1

LKy = NV VnKas —2NK,,K) Ky = N

DNy + Dy Ny = ]

The last equation on the right, upon rearranging, gives the equation of motion for
3—metric v, in terms of 3—objects and govern the evolution of 3—metric on a spacelike
hypersurface 2.

There is an additional important result which allows us to deduce a crucial corollary.
The result is obtained from the Lie derivative of K, to get the Lie derivative of K along
m#, given as follows:

|LnK = NLK = Ny"'V,. K,

(64)

Proof: Consider the LHS and make use of eq. (63):
Lok = Ly (1K)
= (ﬁm’Yi]) Kij + (L Kij) v
= INKYKj + (Nyf ) VoK oy — 2N K K ) 77
= N9V, Koy — 2N K Ky
= NV, Kij ="V, Kjj
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Corollary: We know in general that ~;; and V,, (or V,,,) do not commute (as 3—derivatives
D; are compatible with 3—metric, not 4—derivatives). But this identity suggests that we
can replace v VnK;; with £,K. Thus the corollary we have is that for a scalar field f
and a vector )?, Lxf = Vxf and thus we are able to write yijVnKij = L,K. Thus
contraction with v commutes with V even though V,~% # 0 due to the presence of a
3—object K. This also means that 'yiijKij =L, K.

Now we are in a position to 3 + 1—decompose the Riemann 4—curvature (LHS of Ein-
stein field equations) and 4—stress-energy-momentum tensor (RHS of Einstein field equa-
tions) following which we will decompose the Einstein field equations in 3 + 1—variables.
We will only present the results here and the derivations of all the results presented can
be found in Appendix D.

Projection of 4—Curvature

With the aforementioned complete set of results obtained, we can proceed to decompose
the Riemann curvature tensor. We start with the definition of the 4—Riemann tensor
when applied to normal vector n*, namely:

[V, Vo]0 = WRE 0o (65)

g T1%

We now project this twice onto the hypersurface ¥; using the induced 3—metric and once
along the normal n* to get:

1

'ypayg(4)l%guyn0n” = —KQAKg‘ + WZWEVnKW + N

DoDsN (66)

Similarly we do the same procedure of projecting the Ricci tensor and the Ricci scalar
to get them in terms of the 3 4+ 1—variables:

(6% (8% 1
Vvl VRas = CRu + KKy — 737 Vi Kap — ~DuDuN (67)

and

. 2 .
R =GR+ K2+ KVK;; — 2V, K — D'DiN (68)

Thus we have successfully (3 + 1)—decomposed spacetime curvature in terms of the
3—dimensional objects, namely K, (and the associated K), 7., the lapse function IV, the
shift functions IV and 3—Riemann tensor of ;. See Appendix D for the detailed proofs.

Projection of 4—Stress-Energy-Momentum Tensor

Once the curvature tensor has been decomposed, this finally helps us to project Einstein
field equations into 3 + 1—formalism. Without the cosmological constant, Einstein field
equations in natural units read as (4)RW — %gwj(‘l)R = 8nT), where T}, is the stress-
energy-momentum tensor which is symmetric in its indices. We have already projected
the LHS of this equation and now we need to project the RHS, namely T}, into energy
density (projected twice along the normal, as measured by a normal observer moving
with 4—velocity n#), momentum density (projected once along the normal and once along
the hypersurface, making it tangent to %;) and stress tensor (projected twice along the
hypersurface) as follows:

E =T,n'n" (Energy Density)
Pa = —Tpnty} (Momentum Density) (69)
Sap = TuwYhh (Stress Tensor)
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Here we can define stress scalar as | S = 'yo‘ﬁ Sap | and stress-energy-momentum scalar
as T'= g"Ty,,. Then we see that S,T and E are not all independent but related by:

T =T,9" =T (" —n'n")
JT=s5

With these projections of T}, taken, we have projected the LHS as well as the RHS of
the Einstein field equations separately and it’s time to combine them.

(70)

Projection of Einstein Field Equations

We finally combine the results obtained in the last two subsections to finally project
the Einstein field equations in terms of 3 + 1—variables. Since the equations involve
rank 2 tensors, we can take two projections corresponding to each indices and we have
three possibilities for doing so: (i) projecting twice along the spatial hypersurface Xy, (ii)
projecting twice along the normal vector n#, & (iii) mixed projections involving (once)
along X; as well as along n*. We perform the calculations for all three cases and we get
the final results as (derivations can be found in Appendix D):

e Both Projections along %;: This is purely spatial projection:

BRap — 2Kan K3 + KKop — % (L Kop + DoDsN|

o Both Projections along n*: This is purely temporal projection (also called the Hamil-
tonian constraint):

CR - K;jKV + K? = 167E (72)

o Mixed Projections along ¥; and n* (also called the momentum constraint):

DsKP? — DK = 8mp, (73)

These three equations collectively contain the same amount of information as the

covariant form of the Einstein field equations: (4)]%,“, — % gu,,(4)R = 8nT},,. We know that a

symmetric matrix A of size n X n has %
field equations in covariant form is a set of 16 equations out of which 6 are dependent
leaving us with 10 independent equations (since it is symmetric in u & v where they
run over spacetime components {0,1,2,3,4}, so n = 4). These 10 independent equations
solve for the exactly 10 independent components of the metric g, (as it is symmetric in
its spacetime indices as well). This is true in terms of 3 + 1—variables too: eq. (71) is
symmetric in the indices a & [ where the indices are spatial (thus n = 3 & it contains
6 independent equations), eq. (72) is a scalar equation (so 1 independent equation),
and eq. (73) is a vector equation with one free spatial index « (therefore 3 independent
equations), putting the total count in 3 + 1—variables to 10 independent equations just
like the covariant form.

Now we are in a position to finally introduce the formalism on which this entire work
is based upon and that is the Arnowitt-Deser-Misner (ADM) formulation of general rela-
tivity.

independent elements, therefore the Einstein
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3.2 ADM Formalism of General Relativity

In the canonical Hamiltonian formalism, just like the case of classical mechanics, time
holds a privileged position among the coordinates x* and the time evolution of tensor
fields on spacelike hypersurfaces are governed by Hamilton’s equations of motion which
are first-order differential equations in time derivatives. The advantage of this approach is
that it allows for a clear formulation of the initial value problem (also called the Cauchy
problem). But it is significantly difficult to obtain a Hamiltonian picture because the
metric g,, contain some redundancies in the covariant approach to general relativity.
Capturing those redundancies can be tricky in the Hamiltonian approach. Moreover we
know that Hamilton’s equations of motion are closely connected to Poisson brackets which
in turn is closely related to commutation relations in quantum mechanics. Therefore, the
Hamiltonian formalism becomes a pre-cursor in the grand attempt to canonically quantize
gravity. But we need to first identify the unconstrained canonical variables in order to be
able to write down their Poisson brackets and this identification of unconstrained canonical
variables from the total set of variables can require significant effort. The Hamiltonian
formalism we are interested in is known as the Arnowitt-Deser-Misner (ADM) formulation
of general relativity and we will develop it in this section based on the entire mathematical
machinery built in Chapters 2.3 & 3.1. The structure will be as follows: we will first derive
the Einstein-Hilbert action in 3 4+ 1—variables, then proceed to find conjugate momenta
to dynamical variables in order to write down the Hamiltonian of general relativity, and
finally evaluate the equations of motion from this Hamiltonian. In principle, they should
contain the same amount of information as the Einstein field equations in covariant form.
We only focus on the vacuum case (pure gravity) in the bulk.

Einstein-Hilbert Action in 3 + 1—Variables

We derive this using the projection of 4—curvature (eq. (68)) but an alternate derivation
using the scalar Gauss relation (eq. (397)) is possible and is done in Appendix E.

The Einstein-Hilbert action for pure gravity without the cosmological constant is given
by:

1
- (4) — 4
Sy = 16 / ‘Rv/—gd*x (74)

Now we already know the decomposition of (“R from eq. (68) as well as for \/—g from
eq. (61). Also d*x = dtd®z. Thus we have:

t
= Sy = 1 / " dt d3xN /vy {(3)}2 +K*+ K9K;; — 2V, K — zDiDiN (75)
167 Ji, pa N
But the last two terms contain pure divergences which can be ignored (since we are
only interested in the bulk), as we will show now. Just like 4—divergence in terms of
4—covariant derivative is given by eq. (372), we have a similar result in 3 + 1—variables
for a scalar function f:

P of
D;D f_ﬁ o (ﬁaxi) (76)

We use this relation to simplify:
VADiD'N = 8; (\70'N ) (77)

Similarly, we make use of the eq. (371), reproduced here for convenience:

PR P
YVt = = (V=gV) (78)
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Then we use /—g = N,/¥ (eq. (61)), substitute V¢ = Kn® and recall K = —V,n®
(below eq. (48)) to get:
0o (V/—gV) = N\/AV4 (Kn®)
= N7 (Van®) K + Nyan® (VoK)
———
K (79)
= Nyn® (VoK) = 04 (vV—9V?) + N\AK?
= N\AVLK = 04 (v/—gV®) + N /K>
Thus we plug egs. (77, 79) into eq. (75) and read off the Lagrangian density L (since
Sy = fttf dt Jg, d3zLy) to get:

1 iy 4
Ly = [(FR- K2+ KTKy) Ny —2(0 (VIO'N) + 8a (VINER®)) | (80)
167
Ignoring the total diverges (boundary terms), we finally get the Einstein-Hilbert action
for pure gravity in 3 + 1—variables (also known as the ADM action) where the pre-factor
16 is ignored without loss of generality:

SH:/ d%Nf( R— K?+ K'Ky) (81)
t1

An alternate derivation is provided in Appendix E.

Hamiltonian Formalism
From eq. (81), we can read off the Lagrangian density:
= N7 (R - K + K K,) (82)

and the Lagrangian is given by L = [ d*zLy which in turn gives the action Sy = [ dtL.

The first observation to make is that Sy (or consequently Lp) depends on the set
{7, %, N, N,O;N, 61]\7} But it does not depend on {N, ]\7} which, as shown in Appendix
F, gets translated into the fact that N & N serve as Lagrange multipliers (& thus are
not dynamical variables). However, on a first glance, it is logical to assume then that
{7, N, N } and their conjugate momenta (defined below) are the dynamical variables of
the system but as we will find out, only 7;; and its conjugate momenta (denoted by
77} are dynamical variables leading to equations of motion while {N, N } are Lagrange
multipliers (& thus are not dynamical variables) leading to constraints relations. Readers
are directed to Appendix F for a mathematically detailed discussion of this.

As a quick refresher, in classical mechanics having the Lagrangian L = [ d3zL where
L = L(q,4) (¢ = {qi} for i = 1,2,3,...,n is the generalized coordinate) has canonical
momenta corresponding to ¢; defined as 7' = g—(ﬁ_. Thus the Legendre transformation of
L gives the Hamiltonian H as: H(q,m) = ;¢ — L. We are going to have the same
approach here where we will find the conjugate momenta corresponding to {, ¥;;, IV, N }
and then take the Legendre transform of L (eq. 82).

The simplest are the conjugate momenta corresponding to N and N:

- oLy 0
N = —— =
TN = OLm =0
NN
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because, as discussed above, Ly is independent of N and N.

Next we need to evaluate the conjugate momenta 7% conjugate to the components of
Vij as i = ?f,’?. 7% contains siz independent components and is symmetric in its indices.
To evaluate thlb we first note that v and # are taken as independent variables, much like
what we do in classical mechanics, and the set {~;;, 7" ,%J, 77} is taken as an independent
set of variables. Next we realize that in the definition of 3—Ricci scalar GR, we just have

3—metric appearing and not its derivatives thus ‘?JL)R = 0. Finally we make use of the

relation in eq. (63), namely K, = 2N [D,Ny, + Dy,N,, — 4], to get:

0Ky
= = ——51 5] 84
Then we are in a p081t10n to finally explicitly evaluate 7% as follows:
. 0Ly 9 b
Y= = N R — K? + K™K,
T (9')/1'] 87@] [ f< b>}
g 0 0K 0K 4
=N/A— |-K?+ KYK;j| = N/ — | 2K — +2K®%—%
fﬁ%’j [ ]} fa%'j Vi Vi
o ,yabKab K
— Ny —2K7( : ) 1 gpcer e
i Yij Yij (85)
0 b d (K. ( ab) b 0K qp
= N/7— 2K~ +2K*
faVij [ a%] 8’7@]

=N~ {—2}{7@ ( 2N5;5]) + 2K <—2]V5;5]>]

= = ﬁ(K'yU —Kij)

Clearly 7% is a contravariant tensor density of weight one as f with W =1 enters the
expression. Also the 3—metric is responsible for shuffling the indices up or down in 7.

But we want our final result to be completely written in terms of{ R,~v, N, N}, SO we
need to simplify it further. We have the expression from eq. (63) about K;; = ﬁ [D;N;j + D;N; — 4ij]
which we use now to eliminate the reference of the extrinsic curvature completely from 7%

as follows:
T — \F’Y(K’}/ij _ Kij) — ﬁ [Kab,yab ij _ K b’Yw’Y } (86)
where we plug the expression for K, and finally get:
= | il = % (299 DeN* — DINY — DIN® + (7t — i) ] (87)

Now we have the ingredients to calculate the ADM Hamiltonian density but before we
proceed, we realize that the extrinsic curvature appears in Ly in eq. (82) and we need to
get rid of these terms in favour of the lapse and shift functions. Using eq. (85), we can
re-arrange it to get:

ij _ ij
K 2f ( Ty — o ) (88)

Contracting with the 3—metric gives for Y/ K;; = K as follows (using v%/~;; = 3 and

Yy = m):

ii 1 ™
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Finally we can write the evolution equation of the 3—metric using the expression from
eq. (63) about K;; = 5% [DiN; + D;N; — %;;] and replacing K;; with eq. (88) to get:

N
ij = DiNj + D;N; — — (75 — 275 90
J J J \/,7( J .7) ( )

Plugging egs. (88, 89) into eq. (82), we get for Ly
n =Ny (PR K+ K"J’Kij)

2
NyA®R - N\f C f( f) (797 = 207) (myi = 2m5)  (01)
= N7®R - N\f _|_ \{ (371' —27r2—|—47rij7rij)

Thus we have for the Lagrangian density in terms of {(3)R, v, N, N } as follows:

=Ly =N/CR+ \% (Wijﬂ'ij - ;7‘(2) (92)

We can finally calculate the ADM Hamiltonian density using this form of Lagrangian
density (eq. 92) and egs. (83, 90) as follows:

HH :WNN+7FNiNi+7Tij’)/Z‘j—£H

N ey Oy N (i 1o (93)
e 1)

to finally get for the ADM Hamiltonian density:

= ¥ [DiNj + D;N; —

= Hy = 27rijDZ-Nj — N\Fy(?’)R-f-

An alternate expression is:

- . N . 2
— 7y = 2D, (w”N]) —2N;Din — N /7®R + i (m-jw” - 7;) (95)

Note that D;7% is the 3—covariant density of a tensor density with weight W = 1 and

just like eq. (4), we have D;7% = \fWD L};V} with W = 1.
The ADM Hamiltonian Hapy = fzt d3xHy can be written in a more meaningful way
as follows:

Hapy = H[N] + D [N7| = NH + N'D; (96)

where H[N] is the Hamiltonian constraint given by:
1

H[N] = g BeN [—ﬁ(?’) v (2 - Trwmjﬂ (97)

and D [N z] are the diffeomorphism constraints given by:

D[N] = . &N’ [~2D7m; | (98)
t

We will see the physical interpretation of the Hamiltonian and diffeomorphism con-
straints in the Section 3.3. Also by varying the ADM action (eq. (81)) with respect to N
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and N , as done in Appendix F, we get the following constraint relations that needs to be
satisfied on any spacelike hypersurface 2;:

Q

H ~ 0
(99)
D; ~ 0

Q

where &~ symbol is called weakly equal to which simply means that this equality needs to
be satisfied only on the hypersurfaces and not in between them. Note that the Hamil-
tonian constraint is 1 constraint equation while the diffeomorphism constraints contain 3
constraint equations.

Hamilton’s Equations of Motion

We are now in a position to determine the 12 Hamilton’s equations of motion corresponding
to:

_ M 0N
a (57‘(‘” 5’)’@‘

We start with the ADM action eq. (81) and use eq. (94) to get:

Yij (100)

to ..
SADM = dt/ A3z (71'”"}’1']‘ — H)
t1 pIm
(101)
T 9w DN, — N AR+ - i
= t/ z |79 — | 27Y D;N; — + — 7Y — —
" , Vij j VY o7\ 5

In order to calculate the equations of motion, we need to impose the boundary condi-
tions (where 0X; denotes the boundary of the hypersurface X;):

6N|ox, = ON|ox, = 0Vijlox, = 0 (102)

However there are no restrictions on the conjugate momenta 7% which are treated as
independent variables.

So we have to vary this ADM action with respect to {N, N, ,%ij} which we have
taken to be a set of independent variables from the start. This is done in complete detail
in Appendix F. We will present the results here. Variations with respect to N & N lead
to something known as constraint relations that need to be satisfied on a hypersurface,
and with respect to 7 & 7i; lead to equations of motion telling about actual evolution
of tensor fields in time on a spacelike hypersurface ;. They are given by:

o Constraint equations:
- 76534]6”” 0 = (N is a Lagrange multiplier.)
- 76354 ]\/ZM = 0 = (N; are Lagrange multipliers.)

o Hamilton’s equations of motion:

6Sapy L . OH
- 5‘;%1” =0 = Yij = Sl DiNj+DjNi—2NKi'
_ 88apm L i 5H
67i5 =0 == 07i5

which for the sake of completeness is given by the full expression as follows:
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Figure 4: Geometric interpretation of constraints: (a) diffeomorphism constraint,
(b) diffeomorphism + Hamiltonian constraints, (¢) Hamiltonian constraint [1]

=79 =—N/y (Rij — 1’yin> + N Tegm®® — 12 7Y
2 2.7 2
ON /. . 1 .. o y
-7 (wwwg - 2mw> +q (DlDJN N DCDCN)
+ D, (wiﬂ' NC) — DN — gi¢D N’

As a redundancy check, we realize that the equation of motion for the 3—metric is the
same as what we had obtained in eq. (90) where we replaced K;; with eq. (88). The
evolution of the conjugate momenta is a new result while the 4 constraint relations simply
help us conclude what we stated above that the lapse and the shift functions are Lagrange
multipliers (& thus are not dynamical variables). These dynamical equations also lead to
fundamental Poisson brackets among the canonical variables of the system, namely:

Uigs vt ym =0
{ﬂijﬂrkl}‘('yﬂr) =0 (103)
(igs ™}y ) = 058,

where the Poisson brackets are calculated with respect to variables 7;; and 7kt The
definition of the Poisson bracket is taken as:

_ [, | @) dh(y)  4f(z) on(y)
{f(@), M) H (y,m) = /d [5%],(2) 5wii(2) 0w (2) oy (2)

As an aside, without proof, we note that reintroducing the cosmological constant A
has no effect on the definition of 7% and a simple relabelling R — (R —2A) leads to
correct result throughout without any exception. Thus we conclude that the Hamiltonian
formalism of general relativity has no change with the reintroduction of A through this
simple relabelling. Although we are never considering the boundary terms, it can be
stated here without proof that even with the inclusion of boundary terms in the Lagrangian
formulation as well as the Hamiltonian formulation, nothing changes after the substitution
R — (R —2A) everywhere.

Now we move to the Hypersurface Deformation Algebra (HDA), also known as the
Dirac algebra, where we will have a physical interpretation of the Hamiltonian constraint
and the diffeomorphism constraints.

(104)

3.3 Hypersurface Deformation Algebra

We realize that H[N] and ID[N] are constraints as both vanish on any hypersurface ;.
Hence these constraints must be preserved as the system evolves. Accordingly we expect
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that H[N] and ID[N] form a first class set of constraints®, i.c. they will form a closed
system of constraints under the action of the Poisson brackets. Indeed they do and the
constraint algebra or more commonly known as the Hypersurface Deformation Algebra
(HDA) or the Dirac algebra is [9,10] (which can be taken as an independent starting point
for general relativity):

(a) {DIE], DIX]} |(5.m) = D [£e%] = D [[€ 7]
(b) {D[E], H[@]} |(r.m) = H [£29] (105)
(c) {H[¢],H[o]}|(r,r) = D [+*(¢0j0 — 00;9)]

A detailed derivation of the HDA is provided in Appendix H. We focus here on the
graphical interpretation of constraints as shown in Fig. (4) [1]. The vector fields gener-
ating the tangential and normal deformations of the spatial slice form an algebra® under
the commutator, which finds a representation in the deformation algebra formed by the
phase space quantities H[N] and ID[N] under the Poisson bracket. Thus we have a clear
geometrical interpretation for the Hamiltonian constraint H[N| and the three diffeomor-
phism constraints D[N]: H[N] takes us from one hypersurface £; to another hypersurface
Lo (whose travel length is proportional to N) while ]D[]\_f ] allows for movement on one
hypersurface itself (whose travel length is proportional to N ). And irrespective of which
operation is done first followed by the next, the algebra remains closed.

In other words, if we consider (a) in eq. (105), the Poisson bracket for two diffeomor-
phism constraints is yet another diffeomorphism constraint, implying that if we compute
two diffeomorphism constraints in different orders, then this would lead us to two different
points on the same hypersurface and thus we need another diffeomorphism to connect the
two points on the hypersurface. Similarly (b) in eq. (105) implies that if we compute
Hamiltonian constraint followed by the diffeomorphism constraint, then we reach a point
on the next hypersurface but the reverse order of computing would take us somewhere in
between the two hypersurfaces and that’s why we need a Hamiltonian constraint at the
end to get us to the same point as reached first. Finally, (c¢) in eq. (105) means that
computing two different Hamiltonian constraints in different orders both lead to the next
hypersurface but at different points and hence we need a diffeomorphism constraint on
the next hypersurface to connect those two points. This is exactly what is shown in Fig.
(4).

As a special case, if we restrict to linear deformations, namely linear coordinate changes
of flat slices v;; = 6;; (the Minkowski limit), it can be shown [13] that the HDA reduces to
the Poincaré algebra under linear diffeomorphisms (where P, is the generator of transla-
tions, My, is the generator of Lorentz transformations and 7, is the Minkowski metric):

{P/“PVH('er) =0
{M#,Vv Pp}‘(’YJT) = Nup Py — Mup Py (106)
{MHW MP,U}‘(%W) = nupMuo - nuaMz/p - nupM,up + nlloM,up

3A function f defined on the full phase-space is called a first class constraint if its Poisson brackets with
all the constraints of the system vanish weakly, namely {f, ®;} ~ 0 (where ®; are the constraints of the
system). Any function that is not a first class constraint is a second class constraint, namely it has one or
more non-weakly vanishing Poisson brackets with all the constraints of the system.

4Strict1y speaking, it is a Lie algebroid due to the fact that (c) involves a 7j k(x) which are spacetime
functions, not structure constants, arising as one of the consequences of the nonlinearity of general relativity.
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4 Homogeneous Cosmologies

After giving a detailed introduction to the ADM formalism of general relativity, we now
shift towards giving a brief but self-contained introduction to homogeneous cosmologies.
We stick to the assumption of homogeneity but would relax the criterion of isotropy.
As we are aware in case of homogeneous and isotropic universe, we have one indepen-
dent variable and that is the acceleration parameter a(t) that appears in the Fried-
mann-Lemaitre-Robertson-Walker (FRWL) metric [14]. In the case of homogeneous but
anisotropic universe (FRWL being a special case®), we will see that there are more than
one type of cosmological solutions that are inequivalent to each other. In Section 4.1,
we discuss this classification of homogeneous but anisotropic universes, something known
as the Bianchi classification. Then in Section 4.2, we discuss a set of basis vectors well-
suited for homogeneous cosmologies, namely the invariant basis and go on to show how
the Einstein field equations look in this basis. In Section 4.3, we discuss the dynamics of
the Bianchi models in the Lagrangian formulation and then, as examples, specialize to the
case of Bianchi I & Bianchi IX universes. We recover these results for Bianchi I & Bianchi
IX universes in the Hamiltonian formulation in Chapters 5.1 & 5.2 respectively, thereby
showing the equivalence of these two formulations. We always consider the vacuum case
in the bulk.

4.1 Bianchi Classification

We rely heavily on the resources [15,16] for this section. By homogeneous, we are refer-
ring to those spacetimes which have spatial homogeneity [15,16]. We do not deal with the
case of entire spacetime manifold being homogeneous where the metric is the same at all
points in time and space because such a universe cannot expand at all. A spatially ho-
mogeneous spacetime (or simply the homogeneous spacetime from now onward) is defined
as a manifold possessing a group of transformations that leave the metric invariant, or
in other work a group of isometries. Accordingly there is a set of vectors, known as the
Killing vectors &, that generate such invariant transformations (L¢g = 0) whose orbits are
spacelike hypersurfaces foliating the spacetime manifold which we encountered in Chapter
2.3. So we start with a brief overview of Killing vector fields following which we make the
definition of homogeneity mathematically more precise and what it means in the context
of cosmology. Then finally we discuss the Bianchi classification.

Killing Vector Fields

The Lie algebras of Killing vector fields are responsible for generating infinitesimal dis-
placements that can lead to conserved quantities and allows for a classification of ho-
mogeneous cosmologies. Before we delve into that, let’s focus on Killing vector fields
themselves.

Consider a group of transformations

ot — 2t = fH(z,a) (107)

on a manifold M where {ab}\b:m,wr are r—independent variables which parametrize the
group and let ag be the identity such that f*(x,ag) = x*. Then taking an infinitesimal

SDifferent Bianchi universes have different topologies, just like FRWL universes. Thus to make this
sentence more precise, the closed FRWL universe is the isotropic case of Bianchi IX, the flat FRWL
universe is a special case of Bianchi I & Bianchi VIIj and the open FRWL is of Bianchi V & Bianchi V1.
See the chart 129 for the Bianchi classification.
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transformation ag + da about identity leads to:

, [z
=t = fH(x,a0 + 0a) = f* (z,a0) + (3f > (x,ap) 6a®
——— Oa®
=xH —
=€ (@) (108)

!
= ot szt~ ot 4 H5a”

= (14 8a"¢)"

The first-order differentiable operators {,} (total r of them) are the generating vector
fields, also called the Killing vector fields, defined as:

0
& = 55@ (109)

where the components are given by {}'} and satisfy L¢g,,, = 0. Thus we have 2 ~ (1+ Sab&y)at ~ 3" i,
This is for infinitesimal transformations of the group.
Finite transformations of the group are represented by:

ah — g = P Cagh (110)

where {6%},—1, . » are r new parameters of the group.
The Killing vector fields form a Lie algebra where the basis {{,} is closed under com-
mutation:

[€as 6] = £CuEe (111)

where C¢, are the structure constants of the Lie algebra and =+ refer to the left-/right-
invariant groups.
This algebra allows us to define a natural inner product as follows. Suppose {e,} is a
basis of the Lie algebra g of a group G:
[eq, ep] = CSpec. (112)

a

Then we can define 7, = ngCgc = Ve (Symmetric by definition) that allows for a natural
inner product on the Lie algebra (when det(v,5) # 0) as follows: v = €q.€¢5 = Y(€q,€p)-

This is known as the semi-simple group which is our primary interest.

Mathematical Definition of Homogeneity

With this introduction about Killing vector fields, we now proceed to define homogeneity.
Suppose that the group acts of a manifold M as a group of transformations z# — f*(xz,a) = f¥(x)
and let us define the orbit of z: fo(z) = {fa(z)|a € G}. This constitutes a set of all points
that can be reached from x under the group of transformations. Thus we define the group
of isometry at z is G, = {a € G|f,(z) = x} (it is the subgroup of G which leaves x fixed).
Suppose G = {ap} and fg(x) = M and every point in M can be reached from z by a
unique transformation. Then G|G, = {aagla € G} = G where G, is the group isotropy
at z. Thus G is diffeomorphic to M. Then for a given basis {e,} of the Lie algebra of
a three dimensional Lie group G, the spatial metric at each point of time is specified by
the spatially constant inner products: eq.ep = gap(t) (6 functions of time). This is the
definition of spatially homogeneous universes that we are interested in. We will see later
that Einstein equations become ordinary differential equations for these six functions for
pure gravity case. In three dimensions, the classification of inequivalent 3D Lie groups is
called the Bianchi classification and determines various symmetry types for homogeneous
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3-spaces which is analogous to how kK = —1,0, +1 determines the possible symmetry types
for homogeneous and isotropic (FRWL) 3—spaces.

A homogeneous spacetime is defined by spacelike hypersurfaces X; such that for any
point p,q € X, there exists a unique element 7 € G such that 7(p) = ¢ (here the Lie
group acts transitively on each ;). Such uniqueness implies that dim(G) = dim(%;) = 3
and thus G = ¥;. As an example, the simplest case of translation group has ¥; = R3.
Thus the action of isometries on X; is just the left-multiplication on G and tensor fields
invariant under isometries are the left-invariant ones on G.

From now on, we specializing to 3 + 1—D where we foliate the spacetime manifold as
M =R x G. We demand the invariance of the line element on each of the hypersurfaces:

di? = va (ac 22 ) daz®da® = g (x z"? x'g) da’*dz' (113)

In general for any non-Euclidean homogeneous 3—D space, we have three independent
differential forms w® (o = 1,2, 3) which are invariant under the transformations generated
by the three independent Killing vector fields. We write them as w® = ejdz®. The

components e in the dual basis satisfy the orthogonal relations: (i) e%e? = 6%, & (ii)
eqes = 05. Thus the 3—line element becomes:
di* = nup (eSdx®) (eﬁdxb> (114)

from which we read off the metric as yap = nas(t)ed (z°) €} ( ) and the inverse met-
ric as v% = 78 (t)ed (2°) e% (z'). Defining Volume V = led| = e!- [e2 Ae?] leads to
det(yap) = nV?2 where n = det(n,s).

With a given basis {e,}, we have the following relation for homogeneous spacetimes
(spatial homogeneity):

@ Bez 6 86

€q o €p OB gb Z (115)

Proof: The invariance of the line element in eq. (114) means that w®(z) = w%(2’) =
et (x)dx®™ = €% (x') dx'™ where €% on both sides is the same function expressed in old and
new coordinates respectively. From this equality, we can deduce:

ox'8
ox®
This is the fundamental differential equation defining the change of coordinates x <+ z’ in

terms of given basis vectors e” and its dual €,. The integrability condition of eq. (116) is
known as the Schwartz condition provided by:

3256/’3 82x/ﬂ

dzdxy  OxV0x™ (117)
O (£ )es(a)) = -2 (el(a)es (@)
8:60‘ @ v oxY \'? @

Taking derivatives of €,(z) and €, (") on both sides and using the orthogonality conditions
of el:

b (o e (! el (x e (x
[85;/5)62 (o) — aabx(,a)ei ($/)1 62(55)63(55) = e, (2') [aa;(a : N 830;('7 )1 (118)

= e (') ed(x) (116)

Multiplying and contracting on both sides by eg (x)eZ(m)eg ('), we get:

! (! ! el (x es (z
el (@) e (o) FW) _aeg@)] — @) () [8 ()26 )] (119)

ox’d ox™ 0xd oxY
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Basically, the LHS and the RHS are the same functions denoted in the new and the old co-
ordinates respectively. Since the coordinate system is arbitrary, we have LHS = RHS = constant,
where we choose the group structure constants C, as the constant to get:

aeg de; « c
= (axﬁ - mﬁ) el = C5, (120)

which upon contracting with e gives us eq. (115)

Here C¢, are the structure constants of the Lie algebra for the Lie group G which is

by construction Cf, = —CY,. Defining a vector as X, = ega%, we have:

[Xo, X3 = CS, X, (121)

Thus the condition of homogeneity is then expressed by the Jacobi identity:

[[XaaXb] 7Xc] + [[XbaXc] 7Xa] + [[XC, Xa] va] =0 (122)

or explicitly:

clcd +ofcd +ofcd =0 (123)

Introducing C¢, = €abaC% where €gp. is the 3D Levi-Civita tensor with €193 = +1, we
get for the Jacobi identity:

€peaClC" = 0 (124)

Thus Bianchi classification of categorizing inequivalent homogeneous spaces reduces to
finding all inequivalent sets of structure constants. Each algebra uniquely determines the
local properties of a 3D group.

Bianchi Classification

In order to have Bianchi classification, we start by realizing that any structure constant
can be written as:
Che = €bcam™ + 62ay — S5 a, (125)

where m® = mbe,

Class A and Class B Bianchi models refer to the cases a = 0 and ap # 0 respectively.
Accordingly Jacobi identity becomes

mab

ap =0 (126)

Without loss of generality, we can take a, = (a,0,0) and matrix m® can be described

by its principal eigenvalues, say, ni, ny and n3 (in 3D). Then Jacobi identity further
simplifies to
=nia=0 (127)

which means either a or n; has to vanish. Explicitly we have Jacobi identity as:

(X1, Xo] = —aXs + n3 X3
[Xg,Xg] == anl (128)
[X3, X1] = noXo + aXs

where a > 0 and (a,ny,n2,ng) are all rescaled to unity without loss of generality. Thus
Bianchi classification is given as [17]:
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Type a ni ng ng
Bianchi I 0 0 0 0
Bianchi IT 0 1 0 0
Bianchi III 1 0 1 -1
Bianchi IV 1 0 0 1
Bianchi V 1 0 0 0
Bianchi VI, a 0 1 -1 (129)
Bianchi VI, 0 1 -1 0
Bianchi VII, a O 1 1
Bianchi VII, 0 1 1 0
Bianchi VIII 0 1 1 -1
Bianchi IX 0 1 1 1

Clearly FRWL universe (homogeneous as well as isotropic) is a special case of Bianchi
universes (see footnote 5 at the start of this Chapter 4). Note that Bianchi I is isomorphic
to the R? (3D translation group) for which the flat FRWL model is a particular case (once
isotropy is restored). Thus Bianchi I universe has flat spatially homogeneous hypersurfaces.
Analogously, Bianchi V contains open FRWL as a special case. Another crucial point to
be noted is that not all anisotropic dynamics are compatible with a satisfactory Standard
Cosmological Model [8] but some can be represented as “FRWL model + a gravitational
waves packet” if certain conditions are satisfied [18,19]. As we will see later, for example
in the case of Bianchi IX universe, there is a type of dynamics as one approaches the big-
bang singularity where there is an infinite number of transitions from one free motion to
another due to bounces off the potential wall (just like the case of a billiards ball bouncing
off the walls of the billiards table and travelling freely in between those collisions). Such
a behaviour is what Misner called Mizmaster behaviour [20-22].

The line element of a homogeneous universe can be decomposed as follows:

ds? = ds? — 6.y (n) G ' dac® (130)

where ds® denotes the line element of an isotropic universe having a positive curvature

Gl

constant k = 1 (closed), G}, is a set of spatial tensors and 5(a)(b) are the amplitude
functions which are sufficiently small when far from singularity. These satisfy:

Gz(z;)l(b);l — —(TL2 _ 3)G§Z)(b) G’Ef;c)(b)k =0 Gga)(b)i =0 (131)

Here Laplacian is referred to the geometry of a unit sphere.

Choosing a basis of dual vector fields w® preserved under isometries and recalling
7 = b ezaejﬁ, we can decompose the 4—D line element as:

ds? = N2dt? — napw® @ WP (132)
which is parametrized by the lapse function N and w® that satisfies the Maurer-Cartan
equations:

dw® = %C&wb A w® (133)
Then we have explicitly the expressions for Bianchi I and IX universes as:

o Bianchi I:

C. =0,

W' =da’, (134)
w? = dz?,

w3 = da?
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o Bianchi IX:

Cabe = €abe;

wt = sin(¢) sin(#)d¢ + cos(1p)db,
w? = — cos(1)) sin(8)de + sin(¢)d,
w? = cos(0)de¢ + dip

(135)

which are the coordinates for a unit 3-sphere. Here C%, = €5,4C% where C% = diag(1,1,1).

4.2 Invariant Basis & Einstein Field Equations

We recall that the set of transformations generated by Killing vector fields {&;} (1 = 1,2, 3)
on a manifold M form a Lie group, also known as the isometry of the manifold. They are
given by:

(&, &5] = Cijée (136)

where C’gﬁ are the structure constants of the Lie algebra which satisfies Cgﬁ = —C’;ZB.
Thus in 3—D, we have 9 independent components. Eqs. (123, 124) are also its general
properties. Here we are going to discuss about two types of basis states: the invariant
basis as well as triad formalism (a non-coordinate basis). Then we recast all 3—geometrical
objects capturing the curvature of spacelike hypersurfaces in terms of non-coordinate basis.
Finally we reduce the Einstein field equations for the vacuum case in a homogeneous ansatz
(provided in eq. (145)), both in terms of coordinate as well as non-coordinate bases (which
coincide with invariant basis).

Invariant Basis

We start with considering a general coordinate system {z°} whose coordinate basis is {9;}
and its dual basis {dz"}. Then the 3—metric is given in terms of this coordinate basis is:

v = v;dx'da? (137)

But from the definition of Killing vector fields, we have L¢iy = 0 which in coordinate
basis becomes L¢ dx* = 0 V i. But we also know that the inner product between basis
state and its dual is a delta function: (da’, 0;) = 6; Applying the Lie derivative on this
equation and using the chain rule, we get (L¢ dz®,0;) = —(dx’,L¢,dp). Thus we have
established:

Ledr'=0 &  Le0y=0 (138)

This is the defining relation for invariant basis: a set of basis states that are invariant
under transformations generated by £.. Dual to the invariant basis is called the dual
invariant basis.

Before we proceed further of how to construct an invariant basis, we list down the
advantages of using this basis in the context of Bianchi (homogeneous) universes:

(a) Components of the 3—metric 7 are spatially constants on each of the hypersurfaces
2. while only depending on time,

(b) If {eq} are the vector fields associated to the invariant basis, then they form a Lie
algebra [e;,ej] = DSpec. Generally the structure functions DS, are dependent on
spatial coordinates but in case of invariant basis, these are constants.

(c) DS, = C¢, in an invariant basis for Bianchi universes where C¢, is introduced in eq.
(136). This holds at all points on any spatially homogeneous hypersurfaces.
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We realize that in general a coordinate basis need not coincide with an invariant basis.
Here we discuss how to construct an invariant basis using (i) a coordinate non-invariant
basis, & (ii) three independent Killing vector fields on Bianchi spatial hypersurfaces. We
start with taking three independent vectors V; at any arbitrary point P on a hypersur-
face. It is often convenient to identify them with Killing vector fields §; so that we have
V; = 6/¢;(P). Then any 3—vector fields {A,} by construction form an invariant basis if
it satisfies the following two conditions:

() Au(P) =V (ii) Le,A; = [€0, A)] = 0 (139)

It is conventional to denote invariant basis by {é,} and use Greek indices to label them
where o = 1,2,3. We will be using invariant basis to discuss Bianchi cosmologies in this
work. Note that in general invariant basis {é,} may not coincide with coordinate basis
{0;} but if it does then DS, = CS, = 0.

Triad Formalism

Any vector in a non-coordinate basis can be written as a linear combination of the coor-
dinate basis vectors as follows:
o = eg(aa (140)

where indices a and « run over {1,2,3} on spacelike hypersurfaces, e are called triads
which can depend on spatial coordinates and we always take det (e%) > 0 to preserve the
orientation of the manifold®.

Inverse of the triads e are defined as the components of the vectors of the dual non-
coordinate basis in the dual coordinate basis:

6 = e%dx® (141)
The triads and its inverse satisfy the orthogonality conditions:

edel = o0

eqeh = 03 (142)
The dual non-coordinate basis satisfies the Maurer-Cartan structure equation:

Ho 1 a Aa A
T (143)
= 505,00 N O

where the second line holds only iff the non-coordinate basis coincides with the invariant
basis which is of our interest. Note that CZB = 0 when an invariant basis coincides with a
coordinate basis while DZ{ 5= 0 when a non-coordinate basis coincides with a coordinate

basis. An example for the triads are e? = 62 for Bianchi I universe (where C’;ZB = 0, see
eq. (134)).

6A note on notation: The notation used here can be a source of confusion because Greek indices have
been used until now to denote spacetime components while Latin indices are used to denote spatial com-
ponents. But here Greek indices are used to denote the non-coordinate basis components (which we will
later take to coincide with the invariant basis in the context of Bianchi cosmologies) while Latin indices
are used to denote coordinate basis components and both runs over spatial parts only. The distinction
between these two usages should be clear from the context.
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Geometry of Hypersurfaces

Now we are in a position to start expressing the geometry of hypersurfaces in terms of
triads. We defined 3—metric in terms of coordinate basis in eq. (137). Then its components
in non-coordinate basis is given by:

hap = Yij€hch (144)

The 4—line element of a homogeneous universe becomes:

ds® = —dt* + yijda'de’ = —dt* + hag(t)ele] da'da? (145)
Accordingly the connection coefficients in non-coordinate basis are defined as:
De, e = ®r]ge, (146)
which in terms of triads become:
Daeiﬁ = (3)rgﬁe§, Diel = (3)F{ke’; (147)

Then the compatibility with the metric D, h,g = 0 implies (3)rvaﬁ = —(3)F5M. More-
over torsion is defined in a non-coordinate basis as:
1), =@, -6, - bl (148)
Thus torsion-free implies T = 0 = (3)Flﬁ - (3)Fga = D,; = C], where last equality
is true only when non-coordinate basis coincides with invariant basis. The crucial point
is that in a non-coordinate basis, connection coefficients (3)1"25 are not symmetric in its
indices @ and 8. Only when a non-coordinate basis coincides with a coordinate basis, then
Dzﬁ = 0 and we have symmetry restored in case of torsion-free.

Just like the 3—connection coefficients, we can evaluate other 3—geometric objects in
non-coordinate basis whose results are listed herewith:

1
O o5y = —5 (Dass + Daga = Dgary)

(149)
(3)nga - 37(3)1"(% _ 55(3)1"% + (3)1"576(3)1"36 _ (3)1*6046(3)1*;{j _ D§5(3)rgﬁ

Remember that the indices are raised or lowered using the 3—metric in non-coordinate
basis, i.e. using h,g. For example, D,g, = ha(;ng, h,”(?’)rgp = (3)rwp and similarly
3—Ricci tensor is defined as (3)]%55 = (S)R%a 5 giving us the following result:

1

ORas == 3 (8,D75 + 0D}, + 05D, + 0aD3y + DY Dysa 50,
150

1

+D755Dva5 — §D73§Da75 + D%Dgﬁ + D%Dga>

Special Case: The case we are interested in is when non-coordinate basis coincides with
invariant basis. Then Dgﬁ = Cgﬁ are constants and their derivatives vanish. This leaves
us with:

1 2
GRS = —— [20%Co5+ C¥Cos + CP Cso — Cf (CH+ C2) + 0] ( (c3) - 20570(”)}

2h
(151)
where we define C*? as Cgﬂ = ea/ggC‘” and h = det(hqp).
Now we proceed to give explicit expressions for invariant basis and its dual for Bianchi

IX universe as this is of the most importance to us in this work. Let the invariant basis
be denoted by {x.} (© = 1,2,3) and its dual be {c#}. Then:
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o Invariant Basis: We have x,, = ef(x)0d,. Thus:

X1 = — cosrcot 80, — sinrdy + cosr csc §0,
X2 = sinr cot 00, — cosrdy — sinr csc §0, (152)
X3 = ar

from which we can read off the triads:

e’{,e?,ef = —cosrcot#,—sinr,cosrcsch
eg,eg,eg = sinrcot 6, —cosr, —sinrcscf (153)

0
eg,eg,,eg’ =1,0,0

o Dual Invariant Basis: Recall o = e/ (z)dxz®. Then:

L= _sinrdf + cosrsin0de
2 = —cosrdf — sinrsin 0de (154)

03 = dr + cos §d¢

(o
g

from which we can read off the inverse triads:

e,ln,eé,eé =0, —sinr,cosrsinf
ef,ez,ei =0, —cosr,—sinrsinf (155)
ef,eg,ez =1,0,cosf

Using these results, a wide variety of useful results can be obtained which will be
used later while imposing the homogeneous ansatz on Bianchi IX ADM Hamiltonian (Sec-
tion 5.2). For example, from eq. (144), the homogeneous metric determinant becomes
h = vsin%(#). Similarly D; (sin(f)el) =0V a”.

Einstein Field Equations in Homogeneous Universes

We are interested in the vacuum case (pure gravity) as usual. This means that the
4—stress-energy-momentum tensor 7),, = 0. Using eq. (446), we see that the Einstein
field equations become (4)RW = 0. We impose on this the homogeneous ansatz for the
metric, i.e. eq. (145) reproduced here for convenience:

ds® = —di> + yyyda'da’ = —di® + hogs(t)ed el datda? (156)

We first present the result in coordinate basis where we start with the metric ds® = g, datdz” = —dt? +
to directly calculate the Christoffel symbols as follows:

1 . a ]‘ ac - a a
W = 55w TE = 5790 T, = O, (157)

while the remaining ones are identically zero. Here (3) b is defined in an analogous manner
(suited to 3—D) to how (4)Féﬁ is defined in Appendix A. Accordingly the 4—Riemann

"We can explicitly check this. For example, consider oo = 1, then we have
D; (sin(@)ej) = D, (sin(f)e]) + Dy (sin(@)e?) + Dy (sin(@)ef)

. Now we plug in the explicit forms of triads from eq. (153) to see that D; (sin(@)e{) = 0. Similarly we
can check for o = {2, 3}.
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curvature is evaluated. Thus (4)RW = 0 reduce to the following in a coordinate basis for
a homogeneous ansatz:

1, ., 1.,.
“Roo = —53073 - 1’73%? =0
1

(R, = > ( Dyil — Dﬂg) =0 (158)

1, . 1, .. . e
DRy = 530%1; +1 (Fap3E = 23e5E) + CRap = 0

In non-coordinate basis that coincide with invariant basis, we use GCR, = egef (3)Ra5.
For the homogeneous metric, we now read off the metric from ds? = —dt? + hage?ef dz'dz’
and use y;; = hage?ef . When non-coordinate basis coincides with invariant basis, recall

that DZB = C’;’B are constants and their derivatives vanish. Thus (4)RW = 0 reduce to the
following in a non-coordinate basis (which coincide with invariant basis) for a homogeneous
ansatz:

1. . 1.4.
4)p0 __ « a __
RS = 000 + Zh'ghﬁ =0
1.
RS, = ea\ VRS = Shy (co,—ocs,) =0 (159)

RG = et VR = O] + o0 (VRIZ) = 0

4.3 Dynamics of the Bianchi Models in Lagrangian Formalism

We now proceed towards finding a general solution. A general solution, by definition,
means that it has to be completely stable and must satisfy arbitrary initial conditions. A
perturbation should not change the form of the solution. First we discuss the methodology
towards finding a general solution and then specialize to the case of Bianchi I & Bianchi
IX universes as these two cosmological solutions are what we are interested in for the
purposes of the work. In Subsection 4.3.1, we present the solutions of the vacuum case
for Bianchi I universe (also known as the Kasner solutions) while in Subsection 4.3.2, we
show Mixmaster dynamics in Bianchi IX universes.

We take the most general ansatz for a diagonal metric and calculate the Einstein field
equations corresponding to this ansatz. In order to be able to do so, we introduce three
spatial vectors as e® = £(z7), m(z7),n(z”) and take the most general diagonal ansatz for
hap (defined above in eq. (144)) as:

hap = a*(t)lals + b*(t)mams + ¢ (t)nang (160)

Then just like we did above, using this metric, the Finstein field equations for a generic
homogeneous cosmological model in an empty space for a generic diagonal 3—metric be-

come: ) .
abe) 2
—Rl = (dbe) + {n%a‘l — (n21)2 —ngcQ) } =0

abe 2a2b2c?
m _ (abe) 1 2,4 2 2\ 2
_Rm - abe + 2a2b2¢c2 |:ngb o (nla —nac ) ] =0 (161)
n _ (abe) 1 24 2 2)2
—h = abc + 2a22c2 |'B8¢ T (nla — ngb ) =0
oG boe
Fo a + b + c

where (n1,n2,n3) = (C11, Caz, Cs3) (recall C¢ = €4aC% and eq. (129)) and off-diagonal
terms of Ricci tensor vanish identically due to the choice of the diagonal form of h,g.
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We now introduce a new temporal variable 7 as dt = abc dr (where ¢ is the coordinate
time) as well as @ = In(a), f = In(b) and v = In(c). Then the Einstein field equations
further simplify to:

2
200 = (n2b2 — ngcQ) — n%a4
2B = (nla —nsc ) —n%b4
(162)
2% = (nla — n2b2) — n%cA‘
(a +B+7)rr = arBr + aryr + Bryr

where A, dA and A, = i%.
These are the homogeneous Einstein field equations in vacuum corresponding to the

most generic diagonal ansatz for the metric in eq. (160) that needs to be solved.

4.3.1 Kasner Solution

The vacuum solutions for the case of Bianchi I universe is known as Kasner solution. For
the case of Bianchi I universe, we realize that from eq. (129) that a = ny = ng = ng = 0.
They all vanish. Accordingly, the RHS of eq. (162) vanish.

We now proceed to solve for Bianchi I explicitly using eq. (159). We know for Bianchi
I universe from eq. (134) that C§. and the triads eg = d;. We plug this back in eq. (159)
to get (the second equation becomes trivial):

. 1.5,
AohS + 5hﬁh@ =0

\}an (VhRZ) =0

(163)

The second equation implies:
Vhh? = constant = 2)%  (say) (164)

where A2 is a matrix of coefficients that can be reduced to its diagonal form. This makes
the first equation as:

dohS = —ﬁ)\g)\“ (165)

Substituting 2% from eq. (164) into eq. (165), we get ﬁ = constant, solving which
gives:

h = Ct? (166)
for some constant C'. Accordingly eqs. (164, 165) becomes:
W= N
oou (167)
doh = - 2>\5>\B

Without loss of generality, we can always rescale the spacetime coordinates z* such
that the constant becomes one, or in other words A% = 1. Then we substitute h$ from
the first equation into the second in eq. (167) where we use A% = 1 to get from the second
equation:

AGAS =1 (168)
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Next, putting the constant to unity, if we lower the index g in the first equation of eq.
(167) using hgy, we get:

. 2
has = 2 Xaha (169)

This is the system of ordinary differential equations that needs to be solved to get the
3—metric. In order to do so, we diagonalize A} by its eigenvalues pi, po2, ps (all real &
different) having eigenvectors 71, 72 73 Then the solution to the system of ODEs in
eq. (168) is given by:

hop = t2p1ng})n(ﬁl) + t2p2ng2)ng) + t2p3ng3)ngg) (170)

Since the triads for Bianchi I is given by e? = 42, then we can choose the frame of
eigenvectors that resemble the spatial coordinates denoted by z!, 22, 23. Thus the spatial
line element of Bianchi I for the vacuum becomes:

di% = 27 (dx1>2 + 122 (dw2>2 + 128 (dw3>2 (171)

where p1, po, p3 are called Kasner exponents that satisfy:

s Aa=1 =pit+p2t+p3=1

. )‘%)\g =1 = (p1)* + (p2)* + (p3)* =1

Except for the cases (0,0,1) and (—%, %, %), the Kasner exponents are never equal and
one is always negative while the other two being positive. In fact if we choose a particular
ordering for Kasner exponents, say, p1 < p2 < ps3, then the range of Kasner exponents are:

1 2 2

Thus we have solved the vacuum case of Bianchi I universe and realize that (i) volumes
grow linearly in time, (ii) the linear distances grow along two directions while decrease
along the third (unlike the FRWL solution), and (iii) the metric obtained has only one
true singularity at t = 0 with the only exception of {p1,p2,p3} = (0,0, 1) case where using
the transformations t¢sinh(z3) = ¢ and tcosh(z3) = 7, the metric reduces to a Galilean
form having a fictitious singularity in a flat spacetime. We have used the Lagrangian for-
mulation here to get these results and will establish the equivalence with the Hamiltonian
formulation of Bianchi I universe in Chapter 5.1.

4.3.2 Mixmaster Dynamics in Bianchi IX Universe

Finally we consider the behaviour of the solutions for the Bianchi IX model which is of
interest to us. Referring back to eq. (162), for the case of Bianchi IX universe, we have
(n1,mn2,n3) = (C11,C2,Cs3) = (1,1,1). Thus the Einstein field equations become:

200, = (b2 - 02)2 —at
287 = <a2 — 02>2 — b
29 = (a2 — b2)2 —ct
%(a + B4V = arBr + aryr + B

where we recall the definitions of {«, 3,7} = {In(a),In(b),In(c)} while {a, b, ¢} are defined
in the ansatz for the metric in eq. (160).

(173)
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We realize that if we neglect the RHS of the first three equations in eq. (173), we
recover the Bianchi I universe (plug (n1,n2,n3) = (C11,C22,Cs3) = (0,0,0) for Bianchi
I in eq. (162) to see this) whose solution is the Kasner solution (derived in Subsection
4.3.1). In this case the fourth equation no longer remains an independent equation. So
the way we proceed now is to consider the Kasner approximation of the eq. (173) within
Bianchi IX universe and study the dynamics and stability of such solutions within the
context of Bianchi IX universe.

In the Kasner approximation, we begin with considering the ordering p; < p2 < p3
with p; as being negative for the Kasner exponents that appeared in the Kasner solution
(eq. (171)). We identify p; = py, p2 = pm and p3 = p, where the spatial vectors ¢, m
& n are defined in eq. (160). Since flat FRWL universe is an isotropic case of Bianchi
I, here py corresponds to the scale factor of FRWL solution a(t). Moreover, we derived
in Subsection 4.3.1 that ¢ = 0 is the true singularity of Bianchi I universe, we have the
following behaviour of one of the directions in the vicinity of the singularity:

~ — Int
p1<0—p=—|p1], { j l\pﬂ . increases for t — 0 (174)
Y
while for other two directions:
P2 >0 = p2 =1paf, f ~ |ps|Int decreases for t — 0 (175)
p3 >0 — ps = [ps|,y ~ [p3[Int
Then we have a ~ P, b ~ P2 ¢ ~ tP3 = abc = At (A = constant) (since
p1+pa+ps = 1). Since dt = abedr = Atdr, we have dr = 23U The initial time

is when ¢ — 400 and the singularity is at ¢ = 0. Then in terms of 7, we have the initial
time at 7 — 400 and the singularity is approached when 7 — —oo. Thus:

ar = Ap1, Br = Ap2, v = Ap3 (176)

which clearly satisfies the Kasner approximation of the four Bianchi IX equations (173)
(i.e., RHS ~ 0 in the first three equations). These can be taken as the initial conditions
(T = +00).

Thus the Kasner approximation in eq. (173) cannot persist forever because the RHS
always contains one increasing quantity (eqs. (174)) near the singularity. In order to
study its effects, we focus on eq. (173) where we only consider the increasing terms in
the RHS to further simplify the Einstein field equations as (recall from the definition of «
that a = e®):

1 1
aTT g —5(14 — —§€4a
_ 1 4 _ 1 4o
BrT = —|—2a = 26
1 1
’77_7_ = —f—§a4 = 5640[

which can be integrated using initial conditions in eq. (176) as follows:

2 __ 2 |P1| A

a® =
cosh (2 |p1| A1)

— b(2] exp [2A (p2 — |p1]) 7] cosh (2 |p1| AT)

2= cg exp [2A (ps — |p1|) 7] cosh (2 |p1] AT)

(177)

where by and ¢y are integration constants.
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Towards the singularity t — 0 (7 — —o0), we get [23,24]:

a ~ exp [—Api7]

[
b~ exp [A (p2+2p1) 7]
~ exp A (ps + 2p1) 7] 1
t ~exp[A(1+2p1)T]

Thus we have a new Kasner epoch where we express {a, b, c} in terms of the new Kasner
exponents {p}, ph, ps} as: a ~ tP1, b~ tP2, ¢ ~ t95, such that abc = A’t (compare with the
old Kasner epoch below eq. (175)) where:

r— _p| I — _2lp1|=po
P1= 2l P2 = 712 (179)
Py =55 N =(0-2p))A

Thus we see the effect of perturbation over the Kasner regime that a Kasner epoch is
replaced by another one so that the negative power of t is transferred from the 7 to the
m direction. So if the original solution had p; < 0 then in the new solution, p), < 0 while
py > 0. The exponents of the new Kasner epoch in terms of the old ones are expressed in
eq. (179). Accordingly the previously increasing perturbation in one direction dampens
and eventually vanishes while other perturbations in other directions increase. This leads
to replacement of one Kasner epoch by another in the Bianchi IX universe. These changes
in the Kasner epochs from one straight line motion to the next straight line motion can
be visualized as a representative point moving on a straight line (one Kasner epoch) and
then bouncing off the potential walls in the Bianchi IX universe and then setting off
onto another straight line motion (another Kasner epoch) until the next collision with
the potential walls happens. Thus we conclude that the Kasner solutions in Bianchi IX
universe are unstable. This is the so-called Mixmaster behaviour. We will encounter this
again from a different perspective of ADM (Hamiltonian) analysis of Bianchi IX universe
in Chapter 5.2 where the graphical picture of a particle bouncing off the potential walls
will be made more precise.
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5 ADM Formalism of Homogeneous Cosmologies

We study in this chapter the homogeneous cosmologies, like we did in Chapter 4, but in
the ADM formalism. In Section 5.1, we start with the vacuum case of Bianchi I universe,
much like what we derived in Chapter 4.3.1, and recover the results obtained therein. In
Section 5.2, we do the ADM analysis of the vacuum case of Bianchi IX universe where
we study its dynamics in details using the 3 + 1—variables. We illustrate the Mixmaster
dynamics that we already showed in Chapter 4.3.2 and provide a graphical picture of the
mechanism. Mixmaster dynamics lead to infinite number of shifts from one Kasner epoch
to another before the particle reaches the big-bang singularity. Then to further practice
the ADM formalism, we provide two more examples in this chapter: (i) in Section 5.3,
we introduce a free & massless classical scalar field that is coupled to the Bianchi IX
universe, and (ii) in Section 5.4, we extend the previous system to the case of a classical
scalar field with a potential term. Through these two examples, we further show that how
the Mixmaster dynamics of Bianchi IX universe can be averted in the presence of a scalar
field. This phenomenon of having only a finite number of bounces (finite number of shifts
from one Kasner epoch to another) before the particle reaches the big-bang singularity is
known as quiescence. We wish to remind the readers that we are only considering classical
objects throughout this work.

5.1 Bianchi I Universe

We consider the ADM Hamiltonian in eq. (96) and the corresponding Hamiltonian con-
straint (eq. (97)) & the diffeomorphism constraints (eq. (98)), then apply them in the
context of Bianchi I universe. We recall from eqs. (129, 134) that Bianchi I has flat
spatially homogeneous hypersurfaces. Moreover, in Bianchi I universe, coordinate basis is
the invariant basis and triads are given by e = 2. Accordingly the 3—curvature is zero.
Therefore for Bianchi I, the ADM Hamiltonian (egs. (96, 97, 98)) reduces to:

Hapy = H[N] 4+ 1D [N7| = NH + N'D; (180)
where H[N] is the Hamiltonian constraint given by:
H[N] = [ d*zN L T, (181)
= , \/7}/ 9 iJ

and ID [N?] is the diffeomorphism constraint given by:

D[N] = | &N [~2DIm; | (182)
t

We impose the homogeneous ansatz by making use of the explicit forms of triads
e? = 02 and realizing that in Bianchi I universe, we have the non-coordinate basis coincide
with the coordinate basis, to get (see eq. (145)):

Yij = hap(t)

. 183
7 — 7B (t) (183)
where the spatial homogeneity is reflected in either of the bases.
Then the spatial homogeneity of 3—conjugate momenta in Bianchi I leads to:
Dpi[N] =0 (184)
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as A (t) depends only on time in the invariant basis.
The Hamiltonian constraint becomes:

Hp[N] = (/Zt d3xN) (\% (Wo‘ﬂwag - 7;)) (185)

where the spatial components are put together in the integrand of ( fzt d3zN') which we

can simply call n. Thus we have the total ADM Hamiltonian for Bianchi I universe as the
Hamiltonian constraint itself (n being the Lagrange multiplier):

n 72
Hpianchi 1 = Hpi[N] = ﬁ <7Faﬁ7Ta5 — 2) (186)
where the constraint relations become Hpjanchit = Hpi[n] &~ 0 as the diffeomorphism
constraints are trivially satisfied because of being identically zero everywhere.

Of course, the Hamiltonian formalism should lead to the same result as obtained in
Section 4.3.1. We will show that it indeed is true. We start with calculating the equations
of motion:

hoaﬂ = {haﬂa HBianchi I}
7'7065 = {ﬂ-aﬁa Hsgianchi I}

where we use the fact that h,g and 78 are independent variables but 7,5 = hoaghg,ﬂr‘;7
& m=nh hap are not independent from h,g. We recall the definition of Poisson brackets
from eq. (104) which we reproduce here suited to our variables:

(187)

3 z) Oh(y)  df(z) Oh(y)
— 1
@) h ) o m) / @z Lmaﬁ ) 5798 (2) ~ 578 (2) Shag (2) (188)
Then calculating the brackets and using 8h 6?55 nd gwi; 525}, we get:

. 2n 1
hog = —F= (7Ta — —hq 71')
PR\ gt
2n 1
caff 2 [ a8 T _af
" \/E(WW?T 2" W)

where there is an additional term in 7% corresponding to the variation of ﬁ present

(189)

in Hpjanehi1 in eq. (186). But that variation term has the coefficient (7T°‘f37ra5 — %2>,
which we take as zero due to the constraint relation Hpijanchi 1 &~ 0. Thus this equation of
motion is weakly equal which is not a problem because we are always doing our analyses
on some hypersurface & not in between them (see eq. (99) & the text below it). Here
n=(f d3xN ) contains the entities dependent on spatial coordinates in its integrand which
gets integrated out. Thus imposing the homogeneous ansatz for the metric removes all
spatial dependencies thereby leaving us with only the time dependencies. Accordingly the
constraint equations when expressed in terms of the homogeneous metric ansatz become
global constraints.
We can combine these two equations to get:

154 (ﬂadh(w) = ﬁadh(w + ﬂaéh(sg =0. (190)

Hence m%°hss = 75 = constant. Then the first equation in eq. (189) becomes of the
form:

\Fhﬁ = constant (191)
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which is of the same form as eq. (164). The rest of the argument is the same as followed
after eq. (164) in Section 4.3.1. Thus we have shown for this case the equivalence between
the Lagrangian & the Hamiltonian formulations.

5.2 Bianchi IX Universe

We refer the readers to Section 4.1 where in eq. (135) we summarize the expressions that
hold for Bianchi IX universe. The important observation to be made is that the non-
coordinate basis for Bianchi IX is the same as the coordinate basis used for a 3—sphere
embedded in R* with a constraint on the radius (which we can set to unity without loss
of generality), namely the hyperspherical coordinates z* (u = 1,2,3,4) given by [1]:

xz! = cosr
x? = sinr cos 6
3 . .y (192)
x® = sinrsin 6 cos ¢
x4 = sinr sin @ sin ¢

satisfying ($1)2 + (332)2 + (x3)2 + (x4)2 = 1 where r,0 € [0, 7] and ¢ € [0, 27).
The algebra is non-trivial (see eq. (135)), unlike Bianchi I where Cgﬁ = 0, and is given
by (for Killing vector fields):

[€ar €p] = €apr€” (193)

We again start with the full ADM Hamiltonian (egs. (96, 97, 98)) which we reproduce
here for convenience:

Hapy = H[N]+ D [N7] = NH + NVD; (194)

where H[N] is the Hamiltonian constraint given by:

1 2 .
H[N] = [ dN |-/~7®R-— (7; —wwm-]) (195)
z —— Y
' Term 1
Term 11

and ID [N?] is the diffeomorphism constraint given by:

D[N] = | dzN'[-2D/r,] (196)
it
Then we impose the homogeneous ansatz for the metric (eq. (145)) in invariant basis
where we make use of the explicit forms of triads given for Bianchi IX universe (egs.
(152)-(155)) and recall that 7/ is a tensor density to get:

7 = has(t)efe] = = hsin®(6) 97
7 = sin(0) 7% (t)el €’

We first focus on the Hamiltonian constraint. Recall the orthogonality conditions of
the triads e®e? = 6% and eqes = 05. Term Il is relatively straightforward where we use:

1 w2 1 (7Tij"}/‘j)2 1 s 2 ., sin(0) 2
—_——— e = L = — « ha 6 - — Oé,Bha
N s ™ han) sin®(8) = =0 (7 ko)
1 7Tij7Tz’j _ sin(6) waﬂwaf;

Vh
(198)
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to get for term II:

Term 11 BN 1 n i
p— —_—— —_— 7"' 7T ..
Xt ﬁ 2 Y

= ( . 3z N sin(9)> {2\/5 (ﬁo‘ﬁhag)g + \}Ewaﬂwag (199)

1 2 1
— af af
=n|- T hy + T Ty, )
( 2vh ( 6) Vh .

where n = ( s, >z N sin(@)) contains all spatial dependence in the integrand which gets

integrated out, leaving us with time dependencies only.

Next we simplify term I for which we need to use the expression for 3—Ricci tensor for
homogeneous universes in invariant basis provided in eq. (151). We contract the indices
a and [ in eq. (151) to get:

1 2
BRe = o [20@5% + C%Chs + C¥Cs0 — CF (CL + CX) + 02 ((0:3) — 2057057)]
(200)
Then we use 05 = 3 and simplify this expression to get:
NG —— {40&50 s—(€3) - (c) +3(c) ~6coc 5}
> 2h (201)

= [(C2)" - 20°°Ca]

Then we rewrite C§ = Caﬁhag and C’aﬁCag = CO‘BC‘S'WLM;hg7 as well as recall that
for Bianchi IX universe, we have C® = §% (see eq. (135)). Thus we have:

(C8) = (Tx(R))*  C°PCp = Tr (1?) (202)
Thus term I becomes:
Term I = / d3xN (—ﬁ(?’)]%)
)
1 1
= d3z N sin(6 > [Tr h2) — —— (Tr(h 2} 203
([ danvsin(0)) | e (1) = = (16(0) (203
n 1 2
= — (Tr (h?) — = (Tx(h
e (7 (1) = 5 (1))
where n = ( Is, d3xN Sin(@)) contains all spatial dependence in the integrand which gets
integrated out, leaving us with time dependencies only.

Thus we have for the Hamiltonian constraint in Bianchi IX universe the following (with
n being the Lagrange multiplier):

Hgrx[n] = % <Tr (n?) - % (Tr(h))? - % (waﬂhaﬁf + waﬁwaﬁ) ~0 (204)

where n = ( 5, d3zN sin(@)) contains all the spatial dependence in the integrand which
gets integrated out, leaving us with time dependencies only.
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For the diffeomorphism constraint, we similarly use the explicit form for the triads (egs.

(152)-(155)) and define for the spatially dependent integrand in n’ = (sz d3zN* sin(@)) = n%,
to get:

Dpix [n%] = n®Da = 0 (2¢]57hs, ) ~ 0 (205)

Thus we have the total ADM Hamiltonian for Bianchi IX universe as follows:

Hgianchi 1x = Hpix[n] + Dpix [n%]
_n 2y _ 1 2 L agy V2, _aB v B
=7 {Tr (h ) b (Tr(h))” — 5 (71'“ ha[g) + 1| +n” (26a57r hM)
(206)
where the constraint relations become Hprx[n] ~ 0 and Dpgix [n¥] = 0 (non-trivial here
unlike the Bianchi I universe).

As a reminder, we are throughout using the invariant basis, whose importance can be
appreciated by now hopefully in the context of homogeneous cosmologies. Now we proceed
to solve the diffeomorphism constraints for the metric and its conjugate momenta. We
use the form in eq. (205) :

2n5675/35777r50‘hm/ = 2n5ha151161557r'8a + 2n5ha252262557r5a + 2n6ha36336355w5a
= 2n°h1a T €132 + 2n°h1a T €123 + 20t hoa ™ €213
+ 2n3hoa T €az1 + 2n2haa T ez + 20t haa 2 es12
= —2on! (hgoﬂrag — h3a7TO‘2> —on? (hgaﬂ'al — hloﬂro‘g)
— o3 (hlaﬂ"ﬁ — hgawal)

Thus the diffeomorphism constraints in eq. (205) give us the following:

= =2 [(7Theg = 7hea )| 0 (207)

Then we observe that the LHS contains the matrix commutator as follows:

[, )G = (77hep = 777 hra) = = [h, 7] (208)

and the diffeomorphism constraints give us for the Bianchi IX universe:

[, A5 ~ 0 (209)

For diffeomorphism constraints to be second class constraints®, we impose a particular
form of gauge fixing. To motivate the choice of gauge fixing to be applied, we calculate
the Poisson brackets using the definition provided in eq. (188). To be clear, for example,
[, h]é = (7'"hso — 7% h;1) and we recall that h,s = hg, as well as 7% = 7% in general.
Then we have:

{[ﬂ-’ h]§7h12} = —h13 =0, {[77, h]é, hlz} = —ho3 =0
{[W’ hla, h23} =hi3 =0, {[77’ hl3, h23} =—hi2~0 (210)
{[ﬂ-vh]%?hli’»} = —hao3 =0, {[71', h]g,hlg} =hi2=0

8See footnote 3 in Chapter 3.3 for the definitions of first class and second class constraints.
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while the remaining three are:

1
2

{[7?, hl3, h23} = haz — h33 (211)
1
3

This strongly suggests that the natural choice to impose for gauge fixing is a diago-
nal 3—metric for h,g. Since the 3—metric commutes with the conjugate momenta (eq.
(209)), accordingly the conjugate momenta 7°? is diagonal as well. The variables used to
denote the diagonal representation of the metric and its conjugate momenta are known as
Ashtekar-Henderson-Sloan (AHS) variables [25,26]:

P P, Ps

h = dlag Qlu Q27 Q3 ) 7.‘_045 = dl&g <7 A A 212
o0 ( ) Q1 Q2 Q3 (212)
where eq. (211) suggests that Q1 # Q2, Q2 # Q3 and Q3 # Q1 for the diffeomorphism
constraints to be a true set of second class constraints. Furthermore the choice of 7% in
terms of AHS variables also suggests that the set {Q1,Q2, @3} # 0. Positive definitiveness
of 3—metric implies {Q1,Q2,Q3} > 0. Thus we have finally solved the diffeomorphism
constraints by imposing an appropriate choice of gauge fixing. We have defined symplectic

3 .

PQ;
o Qi
Once we have solved the diffeomorphism constraints and obtained the form of 3—metric
and its conjugate momenta, we proceed to express the Hamiltonian constraint (eq. (204))
in terms of these 3—metric and its conjugate momenta. We reproduce eq. (204) here for

our convenience where we now take n’ = % as the new Lagrange multiplier (since n is

potential S below eq. (488) which in terms of AHS variables becomes |S =

arbitrary and can always be chosen to scale like h):

1 1 2
Hpix[n] = n' | Tr (?) —5 (Te(m)* 5 (7% hap) "+ 77 (213)
——
Term A Term B Term C Term D
For terms A and B, we use:
Q1 0 0
Tr(h) = Tr 0 Q@ 0 =1 +Q2+0Qs
0 0
s (214)
Qi 0 0 Q1 0 0 , , ,
Tr(r)=Tr|[ 0 Q@ 0 |.| 0 @ 0 = (Q1)" +(Q2)" + (@s)
0 0 Qs 0 0 @
For term C, we simply have:
2 2
(7%hap)” = (7" i1+ 7%2hos + 7%%hgs) " = (P + P+ Py)° (215)
For term D, we have:
7810 = P12 horhge = (P1)? + (P2)? + (Ps)? (216)
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where only the diagonal components of 7% and h,s contribute (see eq. (212)). Plugging
egs. (214, 215, 216) into eq. (213), we finally get for Bianchi IX, the following Hamiltonian
constraint subjected to the choice of gauge (eq. (212)) imposed:

Hgix [n] =n' H(Ql)2 } { Py)? + (Ps) }
] (217)
2

—*(Q1+Q2+Q3) - (P1+P2+P3)}

This forms the basis of further progress in the rest of this section.

5.2.1 Jacobi Variables

We now switch to Jacobi variables {Pi, P2, P3,Q1,Q2,Q3} — {x,y, ks, ky, D, o} where
{kz,ky} are conjugate variables of {z,y}. Here x and y are called Misner variables and
they are measures of anisotropies (accordingly x = y = 0 gives a homogeneous as well as
isotropic cosmology). This change of variables to Jacobi coordinates are:

Q= 06677 7 Qo = ae\f f Q3 = ae_\/gy
We further impose:
a=vi D= % (219)

where v is the 3—volume on the hypersurface and 7 is known as the York time. 7 is
the conjugate variable to v. The Misner variables {x,y} are also called shape degrees of
freedom while the global factor of 3—volume v is called the scale degree of freedom.

With these change of variables, we have for the 3—metric as well as the symplectic
potential S (defined in the paragraph below eq. (212)) the following results:

P;Q; Do
S = g Q —kz:r+kyy+—3 = ky® + kyy + 70
(220)
. 2 . =z 4y oz oy _\/zy
haﬁzdlag(QthQs)=v3dlag e V2 Ve evi Vi e Vi

3
where we used v = o2 and 7 = %.

Next we shift to the Hamiltonian constraint and express in terms of these new variables.
We refer to eq. (217), which we reproduce here for convenience:

- [0} 0} (o) 25

(221)
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We get the following on substitution for separate terms:

2
9
1) = 9D2 = 1'[}27_2

YN
e
g

2—k2+k2—|—3D2_k2+k2+3vT

Moo

-
Il
—

(222)

M)

gO
||
win

,l 2y 27:c+27y 4
e V2TVE feva Ve e Ve (a=v

s
I
—

—2x 2z x Y _z
[ef+f+@f+\/é+e fy+2<62y/\/5+eﬁ i fe VB

Sk

)

We can always choose the Lagrange multiplier n in eq. (204) to scale like vh without
loss of generality, and therefore we can set n’ = 7 = 1. Thus we get for the Hamiltonian
constraint as:

O
(]
O
N~
[N}
||
w»

@
Il
—

3
Hpix = K + k) — 207" + v3U (z,y) ~ 0 (223)

1 fm+2” 2\fac+ y 2y B3z Y _¥Bz_ w .
where U(z,y) = |5e V6 V6 4 1 56 V6 4 1 ef —evs —e Ve —e V6 V6| iscalled
the shape potential whose coefficient is the 3—volume V3.

We can rewrite the shape potential in a succinct way as:
Ulz,y) = f(—V3z +y) + f(V32 +y) + f(-2y) (224)
where:
(o)=L ! (225)

It is convenient to do another change of variables and express eq. (223) in terms of
the new variables to discuss the dynamics. The change of variables are:

V3.0

v=uyge 27, T= —%U_lpo
p=v, k= (226)
Yy = \/51'27 ky = %Zb
where the conjugate variables are:
{z%,po} = {z',p1} = {a?, p2} = 1 (227)

Thus the Hamiltonian constraint becomes:

1
Hpx-o = 3 (—pg + p +p§) + W (2% 2t 2?) =~ 0 (228)

where W (20, 2!, 2%) = U?O)efﬁxoU(xl,xQ) is the Bianchi IX potential. This justifies
switching to the new variables in eq. (226) that the Hamiltonian constraint simplifies to
eq. (228) which can be interpreted as the motion in a Minkowski space perturbed by a
potential W. In the context of Bianchi cosmologies, like we discussed in Chapter 4.3.2,
this is same as having Bianchi I solution as a subset of Bianchi IX universe for the regimes

where the RHS of eq. (173) can be neglected.

49



SciPost Physics Lecture Notes Submission

Ax2

) ¢

-
T COSO X\

Figure 5: Polar coordinates to simplify Bianchi IX shape potential

5.2.2 Shape Potential

We start with the expression of shape potential in terms of Misner variables {z,y} from
eq. (224) where f(z) is defined in eq. (225). Then we express the Misner variables in
terms of z! = x/v/2 and 22 = y/\/§ as in eq. (226) to get:

=U (xl,xQ) =f (—\/éxl + \/§x2) + f (\/éxl + \/§$2) + f (—2\/5:62) (229)

Now we plug the explicit form of the function f(z) at these three places on the RHS
to get:

»2 2
= U (9317332) — % {6_2x1+¢2§$2 + 2= 75 + e_fEIQ] _ (tfl_ﬁ + TV +ev3®
(230)

Then we make use of polar representation for the variables {z!,2?} as represented in
Fig. (5). Thus we have:

zt = rcos(¢) x? = rsin(¢) (231)

where r = 1/ (21)* + (22)*.
Finally with the substitution in eq. (231) in eq. (230), we get:

6

= |U(r,¢) = 3 (~1)iezeV )+ xl60) (232)

=1

where the set ¢; = {3,1,%,1, 3,1} and the six functions y;(¢) are given by:

x1(¢) = —4\ji§n¢7 . x2(9) = Qii/%qb, _ x3(9) = 2C05¢+.2ii/% | (233)
xa(9) = —cos¢— 22, x5(¢) = —2cosd+ ZRL, x6(9) = cos ¢ — 2L

These functions are plotted in Fig. (6). There are few observations to be made from
their graphs:

(a) All six functions are bounded.
(b) For any given value of ¢, at least one out of six functions x;(¢) is positive.

These facts are used in this Chapter 5 and the next Chapter 6 to prove or disprove
(depending on the system in consideration) the phenomenon of quiescence.
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Figure 6: Six functions constituing the shape function U (z!, 22)

5.2.3 Singularities in Bianchi IX Universe

We realize that due to the presence of V3 in eq. (223), the overall potential is dynamically
changing. In order to study this dynamics, we now proceed to calculating equations of
motion for v and 7. This will tell us about the locations of big-bang singularities where
we expect v — 0 because at least one of the three spatial dimensions collapses at the
singularity, leading to vanishing of 3—volume on the hypersurface. Note that since we are
considering the vacuum case of Bianchi IX universe, the vanishing of the 3—volume on
each hypersurface of the ADM formalism is the only signature we have for the big-bang
singularity. The equations of motion for 3—volume and York time are (recall they are
conjugate variables):

. _OHpix _ 3,

or 4
(234)
H 4 4
7= 9 &]flx = ZTQU + gv%U(x,y) ~ ZTQU + 3 (k:fc + kZ) vl

where in the second equality of the second line, we used the weak equality Hpx ~ 0 in
eq. (223) to replace the shape potential in terms of other variables.
As expected from its name, therefore, the York time 7 is monotonically increasing as

v > 0 always. Similarly we can obtain the behaviour of v by noting that % (v =-5% = %7‘

and j—;(vfl) = %% which allows us to plot v as a function of the coordinate time ¢ in Fig.
(7). Thus we have two singularities that are reached in infinite coordinate time ¢. It has
been shown that even though an infinite coordinate time ¢t — +oco is taken to reach the
singularities in the past and in the future, an observer travelling towards the singularity
requires only a finite proper time [1,27]. Thus these two big-bang singularities (in the past

and in the future) of Bianchi IX universe are essential and genuine singularities.

A Brief Digression: Singularity in Bianchi I Universe

We digress for the moment to discuss the presence of big-bang singularity in Bianchi I
universe. We already showed the presence of a true big-bang singularity in the Lagrangian
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Figure 7: Behaviour of volume with time of a Bianchi IX universe showing two
big-bang singularities (one in the past and another in the future)

formulation in Section 4.3.1 and now discuss the ADM formulation of it. We know that
the shape potential is zero in Bianchi I and we get the following Hamiltonian constraint
for Bianchi I universe (using eq. (223)):

3
Hgr = kg + by — gvr? = 0 (235)

Accordingly we are again looking for big-bang singularity whose signature is v — 0.
So we calculate the equations of motion for 3—volume and York time 7 (recall they are
conjugate variables) as follows:

o OHprx 3
- aT - _ZT,U (236)
L OHex _ 3 5
ov 4
which can be integrated to get v(t) = v(o)e_%D@)t and 7(t) = (O)e%D(O)t. Here v(g) and

T(0) are two integration constants and D) = 2v(g)7(g). We realize that v — 0 happens
only once, either in the past or in the future, depending on the sign chosen for D g). For
example, if we choose the negative sign for D), then the universe contracts till 3—volume
goes to 0 as t -+ —oo. But we realize that this time ¢ is the coordinate time and again it
can be shown [1,27] that the proper time of an observer travelling towards the big-bang
singularity is finite and thus singularity can be reached in a finite amount of proper time,
making it an essential and genuine singularity. For ¢ — oo, the universe will continue to
expand forever. This is shown in Fig. (8)

5.2.4 Infinite Bounces: Mixmaster Dynamics

We can now start analyzing the dynamics of Bianchi IX universe. The first observation
to make is the presence of the shape potential. We plot the 3D version of shape potential
that we obtained in eq. (224) in Fig. (9) while the 2D plot is provided in Fig. (10) [28].
The colour coding is that blue represents low values while red represents large values of
the shape potential. These plots tell a story that Bianchi IX universe can be imagined as a
Bianchi I universe but with the presence of a triangular billiard table shaped potential. In

52



SciPost Physics Lecture Notes Submission
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Figure 8: Behaviour of volume with time of a Bianchi I universe showing a big-
bang singularity in the past (for D) < 0)

other words, we can basically imagine “Bianchi IX = Bianchi I + Shape Potential U (z,y)”.
This also makes the study of Bianchi I universe crucial if we wish to study Bianchi IX.
Thus from the viewpoint of a representative particle traversing the Bianchi IX universe,
it keeps moving freely along a straight line (the so-called Kasner epochs as the equations
of motion resemble that of a Bianchi I universe because U(z,y) ~ 0 when we are far away
from the potential walls) till it hits one of the three walls of the potential as shown in
Fig. (9). Due to the presence of v*/3 in the potential term in eq. (223), the Bianchi IX
potential term is dynamic in nature and the bounces off the potential walls are inelastic,
causing the momentum of the particle /k2 + k; to decrease with time after each bounce
(see [1,27] for more details). When expressed in terms of new variables in eq. (226), the

momentum y/p? + p3 decreases after each collision. Each bounce of the particle off the
potential walls then changes the direction of the particle and it sets on a new straight line
motion till it again hits the potential wall. The transition that happens from bouncing off
the potential wall is known as Taub transition.

Now what does this tell us about the dynamics of the potential wall? Suppose we go
towards the big-bang singularity in the future where v — 0. We know from eq. (223)
that Hgx ~ 0. During a Kasner epoch, away from the potential walls, the kinetic energy
K = k% + k:; needs to be conserved. But upon collisions with the potential walls where

the bounces are inelastic, the momentum (k:fﬁ + k;) (accordingly (p? + p3)) decreases with
time after each bounce. But since Hgix ~ 0, we can deduce that K must hit the potential
wall U(z,y) at points farther and farther away from the origin as the coordinate time ¢
passes. Thus the physical picture of Bianchi IX universe is that it corresponds to a trian-
gular shaped billiards table where motion in between are the Kasner epochs (straight line
motions) followed by Taub transitions (inelastically bouncing off the potential walls) with
the potential walls moving apart with time (thereby increasing the size of the triangular
shaped billiards table). Hence with the passage of time, the particle can explore larger
regions as can be seen from the numerical simulation done in Fig. (11) [28].

The next natural question to ask is that since the potential walls are receding, can
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Figure 10: 2D plot of shape potential U(z,y) (minimum is at the origin
Ue =0,y = 0) = ~2) [23]
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Figure 11: Numerical simulations of a pure Bianchi IX model showing the Mix-
master behaviour as explained in the text [28§]

it happen that they recede fast enough? to be never caught up by the particle? If this
happens, then there will be one last bounce off the potential wall after which it will set
on a straight line (Kasner epoch) motion for eternity before hitting the singularity. As we
show now here in this subsection that for the case of pure Bianchi IX universe, this can
never happen.

The idea is as follows. We stick to the motion of a particle far away from the potential
walls (Kasner epoch). Then we show that every such Kasner epoch inevitably ends up
with a collision of the potential walls of the shape potential, thereby bouncing off it and
setting off on to another Kasner epoch. Therefore, no matter how far in the future or
back in the past we consider a Kasner epoch, every Kasner epoch ends with a collision
and hence, the potential term in eq. (223) necessarily catches up with the kinetic terms
in there. Accordingly there is no one permanent Kasner epoch that lasts forever till the
particle hits the big-bang singularity but in fact the particle bounces off the potential walls
for an infinite number of times before the singularity is reached. We now implement this
idea and make it precise.

We start with calculating the equations of motion during a Kasner epoch where the
particle is far away from the potential walls (W ~ 0). We use the Hamiltonian constraint
in eq. (235) to get for ## = %]HBI_(D as well as p, = —(%%IHBI_@

it =n""p, pu =0 (237)

where p = {0,1,2} and n*” = diag(—1,+1,+1). Integrating them gives the Kasner
solutions as:

ah(t) =npt+al pu(t) =p) Vi (238)
where zf) & pg are integration constants or the initial conditions.

Using the final result for the shape potential U(z!,22?) from Subsection 5.2.2 (egs.
(232, 233)), we have for W in eq. (248):

—2 0
W (2%, 21, 22) = vi/3e” Va" U(a?t, 2?)

6
= /3 A Y (< 1)igeV ) THE () 239)
=1

BN i Za0 @) () P (d0)
= v Z(—l) cie V3

=1

9That is to say, the potential will decay with coordinate time ¢ to the point of vanishing when ¢ becomes
infinitely large.
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(]
where we choose ¢y = arctan (%) as the direction of the Kasner solution obtained in eq.
1

(238) and ¢; = {%, 1, %, 1, %, 1}. The explicit expressions for y; are provided in Subsection
5.2.2 in eq. (233).

Then we plug in the expressions for {:ro, xt, 1’2} from the Kasner solutions in eq. (238)
into the last line of eq. (239) and use the Kasner Hamiltonian constraint (eq. (235)) being

weakly equal to zero, namely py ~ j:\/(pl)Q + (p2)2, to get'® W — constant 39, ¢

where (; are the exponential functions. Focussing on one of the (;, we have:

G = exp [;;/p% ot o) + () (00)
= exp [\/p% + 13 (Xz‘ (¢0) — \%) t}

But we know from Subsection 5.2.2 and in particular Fig. (6) that for any value of ¢,

(240)

we have at least one out of the six functions x;(¢) plotted there such that (Xi (¢o) — %)

is positive. Accordingly the potential term in eq. (223) which is of the form v*/3U (z!, 2?)
is always exponentially increasing with time ¢ during a Kasner epoch and hence necessarily
catches up with the particle (kinetic terms in eq. (223)) causing that Kasner epoch to end
by setting off the particle to another Kasner epoch till next collision with the potential
walls happen.

Thus we have proved for the vacuum case of Bianchi IX universe that the particle will
always be able to catch up with the potential walls and there will be infinite number of
bounces before the particle hits the singularity in a finite proper time. Therefore in a
pure Bianchi IX model, every Kasner epoch (the time the particle travels freely) will end
with a collision with the potential walls and thus the singularity is reached after infinite
bounces. This is what is known as the Mizmaster behaviour ( [20]) and this is a perfect
scrambler of information as all information of the initial conditions get erased due to
infinite inelastic bounces as the particle approaches the singularity. Also the precise point
where the singularity is reached by the particle remains undetermined and we do not have
a defined limit at the singularity. This is similar to the case of taking the limit of x — 0 in
the function sin (%) Hence neither any information of the initial condition is preserved
nor the definite limit at the singularity is known where the particle reaches, making this a
perfect scrambler of information. In the vacuum case of Bianchi IX universe, quiescence
can never be attained.

Now we proceed to two more examples in Sections 77 & 5.4 where we do the ADM
analysis of the Bianchi IX universe coupled to a free & massless scalar field as well as
a scalar field with a potential term, respectively. To give the spoiler, the situation is
drastically different there. As proved in Section 5.3.1, the potential walls can be shown
to recede much faster for the particle to be able to catch up to it after a point of time,
thereby causing only a finite number of bounces before the particle reaches the singularity.
Thus after a certain finite number of bounces off the potential walls, eventually there
will be a Kasner epoch that will last forever, until the particle reaches the singularity.
This mechanism allows for the scrambling of information to cease after the last bounce
and the information of the initial conditions are actually preserved at the singularity.

10Here a negative pg = — /p% —l—p% implies a shrinking solution as we realize from the transformations
in eq. (226) that we need 2 — 400 for v — 0. The corresponding Hamiltonian constraint in eq. (228) for
the final Kasner epoch is H = % (—p% + p% + pg) Thus the equations of motion for 20 & pg are: 20 = —Po
& po = 0, thereby implying the solutions: pg = ¢ (constant) & 20 = —ct+ fo. Thus for z° to be positive
at large time ¢t — +o00, ¢ < 0 and therefore pg = ¢ < 0.
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Moreover, there exists a direction on the Misner plane that admits a well-defined limit at
the singularity where the particle reaches. Thus the Mixmaster behaviour can be avoided
by coupling to a classical scalar field and this has allowed to continue the classical solutions
through the singularity as reported in the literature [28,29].

5.3 Free & Massless Scalar Field Coupled to Bianchi IX Universe

We now consider Bianchi IX universe in the presence of a classical scalar field that is free
and massless. Since we have already done a detailed calculation for the ADM action in
Chapter 3.2 & Bianchi IX universe in Section 5.2, we redo the same calculations in the
presence of a free & massless scalar field to get for the ADM action (¢ is the conjugate
variable corresponding to the scalar field ®):

t2 . .
SADM+® = ) dt/Z A3z (FZJ"}/Z']‘—FW@@ — HADM+<I>> (241)
1 t

where the symplectic potential is given by:

SADMAD = / 3z (w"j%ﬁmqb) (242)

Xy

and the total Hamiltonian Hapnie = fd3JUHADM+q> = HapMmro [N] + DADM+¢[Ni] is
given by:

1 2 L 1 1 ,
Hapyyo[N] = / BN |- AOR - — [T —piin,— 22| +- D' ®D;®
=, oA 2 2 (243)
Dapyo[N] = [ d*aN' [-2DIm;+70 D]
Xt

where terms marked in green are the new terms appearing due to the presence of a scalar
field. Note that these equations hold true in general when a free & massless scalar field is
coupled with gravity. We will specialize to homogeneous cosmologies, in particular Bianchi
IX universe, below.

Assumption: We impose a homogeneous scalar field which means that the scalar field
has only temporal dependence but no spatial dependence. Then they simplify to (we will
denote the entities as Sg,Se, Ho[N] = NHg and Dg[N;] = N;ID}, for this assumption):

3 ij :
Se = /Zt d’x (7‘(’ J%‘j-l-ﬂ’q)q))
He[N] = [ d*zN [\ﬁ(g’)R L <7T2 — -71772 )] (244)
5, VAW 57
D@[ﬁ] = d3ZE]Vz {*QDjﬂ'ij]
2t
Now we specialize to homogeneous cosmologies to impose the Bianchi IX homoge-
neous ansatz for the metric just like we did in Section 5.2. We realize that since the
diffeomorphism constraints in eq. (244) are unaffected even in presence of a free & mass-
less homogeneous scalar field, the ansatz that we imposed after solving the diffeomorphism
constraint (eq. (209)) remains the same and we still resort to the same AHS variables we
did in eq. (212). Then keeping the variables for ® and its conjugate 7 as they are and
imposing the change of variables to Jacobi variables (eq. (218)), we get for Bianchi IX
universe coupled to a free & massless homogeneous scalar field the following Hamiltonian
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constraint (where we have again rescaled the Lagrange multiplier n to scale with vh and
chose n’ = % to be unity without loss of generality):

T3 90 /3
5 TRUT + 0" U (x,y) |. (245)

Hpx—o = ki + kj+

Thus we have “Hpx_o = Hprx+Free & Massless Homogeneous Scalar Field”.

Now we enquire about the Mixmaster dynamics & the phenomenon of quiescence
corresponding to this Hamiltonian constraint, just like we did for the vacuum case of
Bianchi IX universe in Subsection 5.2.4.

5.3.1 Quiescence in Bianchi IX-Scalar Field System

Just like the change of variables in eq. (226), it is convenient to do another change
of variables here and express eq. (245) in terms of the new variables. The change of
variables & its justification are the same as mentioned in eq. (226) with the addition of
two conjugate variables {x3,p3} corresponding to the introduction of scalar fields:

_ V3,0 2

v =uye 2 ror= —ﬁv_lpo
T = \/§$17 kx = %pl (246)
Yy = \/5.7}2, ky = %Zb
@ = a3, T = P3
where the conjugate variables are:
{2 po} = {a',p1} = {a® p2} = {2, p3} =1 (247)
Thus the Hamiltonian constraint becomes:

1

Hpix-o = 5 (=p5 + 1 + 03 +93) + W(a',2',2%) ~ 0 (248)

4
where W (2% 2!, 2?%) = v(go)e_%xOU(:cl,xQ) is the Bianchi IX potential (see Subsection
5.2.2 for a simplified expression). During a Kasner epoch, this potential term can be
neglected and we are left with a Hamiltonian constraint that resembles the motion of a
free particle in Minkowski spacetime. Using eq. (220), the metric of the Bianchi IX model
becomes in this set of variables as follows:

1.0 1,1 2 1,1 .2 2 2
hap = v(g)e 3" diag (e v e’ +tET ,€ ﬁx)

i (%po_m*%’”)t (%poﬂuﬁ%pz)t (%po_%m)t (249)
x diag | e e e

We follow the same idea and the strategy here that we employed while exploring
quiescence in pure Bianchi IX universe in Subsection 5.2.4. We proceed to calculate
the equations of motion during Kasner epochs where W = 0. Thus the Hamiltonian
constraint in eq. (248) becomes Hp;_¢ when W ~ 0. Calculating & = %]HB_¢ as well

as py = —%H—IBI_¢ component wise, we get:

= n"p, P =0 (250)
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where p = {0,1,2,3} and n*¥ = diag(—1,+1,+1,+1). Integrating them gives the
Kasner solutions as:

zH(t) = n"put + xf pu(t) = pg vt (251)

where zf) & p2 are integration constants or the initial conditions.

Now we finally proceed towards proving quiescence. Using the final simplified result
of the shape potential U(x!,2?) from Subsection 5.2.2 (egs. (232, 233)), we have for W
in eq. (248):

6
_,4/3 — i (@1)*+(22)*xi(0)
=% V3" ) (1) 'cie :
P (252)
6 2 2 7
= vé/SZ(—l)ZCzefﬁxOJr (1) (@) xi(¢o)
=1

0
where we choose ¢y = arctan (%) as the direction of the Kasner solution obtained in eq.
1

(251) and ¢; = {1,1, 3,1

DRI
5.2.2 in eq. (233).
Then we plug in the expressions for {xo, xt, I2} from the Kasner solutions in eq. (251)

, %, 1}. The explicit expressions for x; are provided in Subsection

into the last line of eq. (252) and use the Kasner Hamiltonian constraint py ~ j:\/ (p1)? + (p2)* + (p3)?

to get'! W — constant zﬁ; (; where (; are the exponential functions. Focussing on one
of the (;, we have:

G = exp [ 2R+ 83+ )+ () ()
(253)
9 2
= exp l\/Mt <Xi (¢0) - % 1+ p%}_?ﬁpQ>]

Now when the potential walls are approached, the Kasner solutions (eq. (251)) lose
its validity of approximation and are no longer true. But since we are dealing with free
& massless homogeneous scalar field, we know that there is no interaction between the
potential walls and the scalar field, thereby ensuring that the conjugate momenta to the
field we = p3 is conserved throughout the motion. But the same is not true for p; and ps.
As we showed in eq. (245), the potential term contains a pre-factor of v*/3 and therefore is
growing monotonically smaller with time as v — 0 because the future big-bang singularity
of Bianchi IX universe is approached (see Fig. (7)). Thus k, & k, (accordingly p1 & p2)
diminish after each collision with the potential walls because the collisions are inelastic.

Hence the entity (/p? + p3 reduces with time as singularity is approached just like the

2
3—volume (which goes to 0 at the singularity). Therefore (/14 pfﬁpg becomes smaller
2 3

and smaller with time. Also from Fig. (6), we know that all the six functions x; (¢o) are

A argued in footnote 10 in Section 5.2.4, we chose the negative sign for pg here as well. The argument
is the same. Here a negative pg = —4/ p% + p% + pg implies a shrinking solution as we realize from the
transformations in eq. (246) that we need 2% = 400 for v — 0. The corresponding Hamiltonian constraint
in eq. (248) for the final Kasner epoch is H = % (—p% + p% + p% +p§). Thus the equations of motion for
20 & po are: i = —po & po = 0, thereby implying the solutions: py = ¢ (constant) & ¥ = —ct+ 50.
Thus for z° to be positive at large time ¢ — +o00, ¢ < 0 and therefore pg = ¢ < 0.
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bounded. Thus eventually <Xi (¢o) — %, 1+ p?]:iﬁ) in eq. (253) becomes negative after
1 2

a certain point of time for each of the ;. Hence there will be one last Kasner epoch where
the particle will set off on a straight line motion for eternity before hitting singularity as
the potential walls will recede exponentially fast (and exponentially decay with coordinate
time t) for the particle to be never able to catch up to the them. So there will be only a
finite number of bounces off the potential walls before the particle reaches singularity in
infinite coordinate time (but finite proper time [1,27]). Thus quiescence is established.

5.4 Generalization to Scalar Field with a Potential Term

We now generalize the system in Section 5.3 to the case of Bianchi IX universe coupled
to a classical scalar field with a potential term V = V(®). With this additional term, we
can again redo the calculations like we did in Chapter 3.2 and again in this Chapter 5.3
to get for the ADM action (¢ is the conjugate variable corresponding to the scalar field
D):

to .. .
SADM+® = : dt/z A3z (71'”%]'—}—7?@(1) — HADM-{-CD) (254)
1 t

where the symplectic potential is given by:

SADM+d> E/}: d3x (ﬂ'ij"yij—l-mpd)) (255)
t

and the total Hamiltonian Hapyio = [ dzHapmse = Hapmio[N] + Dapyio [N is
given by:

) 1 (=2 g 1 1 :
H Nl= [ 2N |—/PR— — | X —glig,— —x2 AV (D ~ /AD'®D;®
ADM+® [ N] L, x [\ﬁ A i 27Tq>+\ﬁ (@) +2\ﬁ ,
Dapvio[N] = | d*aN' [~2DIm;j4m0 D]
Xy

(256)
where terms marked in green are the additional terms apart from the pure Bianchi IX
expressions. Note that these equations hold true in general when a scalar field in a potential
is coupled with gravity. We will specialize to homogeneous cosmologies, in particular
Bianchi IX universe, below.
Assumption: Just like Section 5.3, we again impose a (spatially) homogeneous scalar
field. Then they simplify to (we will denote the entities as S¢,Se, Hp[N] = NHg and
Dg|[N;] = N;IDY for this assumption):

So :/2 3z (Wij"')/ij—FWq)(j))
¢

1 (= 1

He[N] = [ d*zN l—ﬁ(?’)R - ( - 77%]-—27%> +ﬁv(<1>)] (257)

it

Do[N] = [ d*zN'[-2Dim;]

it
Now we specialize to homogeneous cosmologies to impose the Bianchi IX homogeneous
ansatz for the metric just like we did in Sections 5.2 & 5.3. We realize that since the diffeo-
morphism constraints in eq. (257) are again unaffected even in presence of a homogeneous
scalar field in a potential, the ansatz that we imposed after solving the diffeomorphism
constraint (eq. (209)) remains the same and we still resort to the same AHS variables we
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did in eq. (212). Then again we keep the variables for @ and its conjugate m¢ as they are
and impose the change of variables to Jacobi variables (eq. (218)). We show explicitly for
the additional potential term that we have here where we use eq. (197).

/ BrN AV (P (/ d3xN sin(0 )) VAV (®)
- L hv(@)
vh (258)
=n'Q1Q2Q3V (P)
=n'a®V(®)
= vV (D)

where we introduced n’ = n/+vh in the third line which can be set to unity (see the
paragraph above eq. (223), used the AHS variables in the fourth line to substitute for the
determinant of 3—metric hqop from eq. (212) and finally shifted to Jacobi variables in the
last two lines using eq. (218).

We have already showed for the remaining terms to reach eq. (245). Thus we get
for Bianchi IX universe coupled to a homogeneous scalar field with a potential term the
following Hamiltonian constraint (where we have again set the Lagrange multiplier n’ to
unity):

2
Hpx_o = k2 + ]{:5—1—%13 - gv272 + 03U (2, y) +0°V (D) | (259)

Thus we have “Hprx_¢ = Hprx+Homogeneous Scalar Field with a Potential”.

Now we again explore the phenomenon of quiescence (i.e., averting the Mixmaster
dynamics) in this system, just like we did in Subsections 5.2.4 & 5.3.1. As shown in
Section 5.4.1, not every form of potential V' can lead to quiescence and demanding the
condition for quiescence puts constraints on the type of potentials allowed.

5.4.1 Restriction on the Potential to Fulfil Quiescence

The physical idea is that the potential V' should decay fast with coordinate time ¢ so that
the quiescence is achieved. We now make this statement mathematically precise. We start
by change of variables as given in eq. (246) of the Hamiltonian constraint in eq. (259).
We get something very similar to eq. (248) with the addition of a potential term. The
Hamiltonian constraint looks like:

1
Hpix-o = 5 (—pg + pi +p3 —I—p%) + W (x zt 2? x‘s) ~ 0 (260)

where W (xo,xl,xQ,xS) is the new potential term dependent on z3 (= ®) as well. Its
expression is given by:

4
W (xo,xl,x2, x3> = vy eV —57'y (xl,x2> +v(20)e*‘/§’”0V(x3) (261)

We first briefly discuss term @ The expression appearing here, namely U (z!, #2), can
further be simplified as done in Subsection 5.2.2 in terms of polar coordinates to get eq.
(232). We have already studied in detail in Section 5.3.1 where we established quiescence
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corresponding to the shape potential U. There we got an expression for this in eq. (252)
and the final condition was obtained in eq. (253). Eq. (253) implies that if:

2

1+ Condition 1 for quiescence. 262
Xilon) < oy 14 P | q e

then the potential term will decay exponentially fast with coordinate time ¢ — +oc in eq.
(253). Here the six x; functions are provided in eq. (233).

Now we focus on term @ which is the main topic of this subsection. Suppose we are
in a Kasner regime where eqs. (250, 251) hold. Then at large time ¢, we have 20 ~ —pot

and the Hamiltonian constraint tells us that pg = +1/p? + p3 + p3. We know from the
discussions surrounding quiescence in Sections 5.2.4 (footnote 10) & 5.3.1 that py needs
to be negative. Also a2’ ~ p;t for i = {1,2,3}. We wish for the potential to decay with
time and this gives us the condition for the type of potential that can allow quiescence to
occur:

lim e~ V3VPItPatPity (pst) = [Condition 2 for quiescence.] (263)

t—o00

Thus for the case of Bianchi IX universe coupled with a homogeneous scalar field in a
potential, we have conditions 1 and 2 to be satisfied by the potential terms (namely, the
Bianchi potential & the scalar potential terms) occurring in the Hamiltonian constraint
eq. (260), namely eq. (261). Note that condition 1 is the same as that for the case of
Bianchi IX universe coupled with a free & massless homogeneous scalar field which we
showed in Section 5.3.1.

Let us give examples for both a bad choice as well as a good choice for the potential

1+e
V(23). An example for a bad choice is V (23) = (=) where {c,e} > 0. Then the term
in eq. (263) looks like:

V3201, (1’3) large b —V3y/pi+p3+p3t e(pst) (264)

Thus for large ¢, the time dependence on time will overpower the time decaying factor in
the first exponential, thereby making this a monotonically increasing function. Quiescence
can never be achieved with this potential term.

Now we present an example for the potential term which satisfies eq. (263). One
of the plausible candidates for inflationary model, namely Starobinsky potential which is
within the current cosmological constraints, satisfies the phenomenon of quiescence. This
has already been noticed in the literature that Starobinsky potential leads to quiescent
solutions [30]. The Starobinsky potential is given as follows:

V() = (1 —ce” 3’63)2 (265)

2
where ¢ > 0 is a constant. Thus at large time ¢, this behaves as <1 — ce_\/;p3t) which

goes to a constant value when t — oo. Thus plugging this form of V' in eq. (263) shows
that Starobinsky potential allows for quiescence to happen.
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6 Extension to Einstein/Bianchi IX-Maxwell-Scalar Field
System

We extend the ADM analysis to the case of classical electromagnetic field coupled to
gravity. As is true for the rest of the lecture notes, topics covered here are already known
[?7,31]. Although the methodology to obtain the results presented in Sections 6.2 & 6.3
have been known in the literature, to the best of our knowledge, this has never been
reported explicitly in complete details like we do here in these two sections. Therefore
these two sections can be considered as a new component in this work, albeit not original.

In Section 6.1, we perform a 3 + 1-decomposition of Maxwell’s equations of motion
and in Subsection 6.1.1, we present the full Einstein-Maxwell equations of motion in the
3 4+ 1-formalism without specializing to any particular cosmological solution. In Section
6.2, we perform an ADM analysis of the Einstein-Maxwell system and get the ADM action
whose variation leads to equations of motion which are already derived in Subsection 6.1.1.
We specialize to Bianchi IX cosmology in Subsection 6.2.1. In Section 6.3, we couple a free
& massless homogeneous scalar field (as done in Chapter 5.3) to this Bianchi IX-Maxwell
system. Based on the diffeomorphism and Hamiltonian constraints obtained therein, we
proceed to solve the diffeomorphism constraints in Subsection 6.3.1, just like the way we
did in Chapter 5.2 (eq. (209)). In Subsection 6.3.2, we then simplify the Hamiltonian
constraint based on the 3-metric and its conjugate momenta obtained therein. Once we
have the Hamiltonian constraint, we proceed to calculate the complete set of equations
of motion for the Bianchi IX-Maxwell-scalar field system in Subsection 6.3.4, thereby
concluding this manuscript about the ADM formulation of general relativity.

6.1 3+ 1-Decomposition of Maxwell’s Equations

For this section, we rely extensively on the resources [?,31]. We start with the Maxwell’s
equations which we decompose in 3 + 1-form:

V,F" = —4nj¥
e J (266)
V F* =0
where 5" is the 4-current, F,, = V,A, -V, A, = 0,A, — 0, A, (identically) and F*" = —%G“V‘SUF(;U.
As per our convention, we define for the Levi-Civita tensor €212 = —1/,/—g & e€g123 = +v/—g.
The first Maxwell’s equation also gives the continuity equation:

V.t = (267)

The plan of this section is to first decompose the Faraday tensor and then proceed
to decompose the Maxwell’s equations. Recall that Einstein field equations have two free
indices and therefore we had to take projections in mathematically 3 possible ways: (i)
both projections along n*, (ii) both along X; as well as (iii) mixed projections along n* and
Y. This is done in Appendix D. As clear from eq. (266), there is one free index, hence we
can take one projection only. This leads to mathematically 2 possible ways of projecting
in 3 4+ 1-form, namely (a) projection along n* and (b) projection along ;. We present
both the cases here. Once this is done, we show the 3 + 1-decomposition of the continuity
equation and derive the stress-energy-momentum tensor for the electromagnetic field that
appears on the RHS of the Einstein field equations. With this derived, we finally present
the full Einstein-Maxwell equations of motion in 3 4 1-variables in Subsection 6.1.1.
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3 4 1-Decomposition of Faraday Tensor

We give the procedure to decompose any arbitrary rank—2 tensor, say T"" as follows:

THY — (3)1—1w/ + nu(S}TJ_V + (S)T;u_nl/ + TJ_Lnunu (268)
where
Gpur — ’YSVETQ/B
=T (269)
GBpnl = —na'ygTo‘B
T+ = nm, T .

We apply this procedure to the Faraday tensor where T*” = F*. Due to the anti-
symmetry properties of F* = —F"! we have F-- = 0 as contraction is happening
between symmetric and anti-symmetric indices (see eq. (269)). Thus we have:

Y — (B)Fw,uu + nu(S)FwJ_V + (3)F1ulnl/ (270)

where we define electric and magnetic fields as measured by an observer with 4-velocity n*
(also known as the Eulerian observer) as:

Bt = —n, F"" = G)pLe

271
Bt = —p, FH = Bl 27)

Note that the electric and magnetic fields are tangential to the spacelike hypersurface 2
(since contraction with n, vanishes for both) and thus are 3-vector fields. Accordingly
their indices can be raised or lowered using the 3-metric, for example E,, = v, EV. We
could have also used Latin indices instead of Greek without loss of generality.

Thus we have for the Faraday tensor the following 3 4+ 1-decomposition:

Frv = Bpre 4 phBY — Bln? (272)

We can further simplify this by expressing GJF#” in terms of the magnetic field defined
in eq. (271). By plugging the definition of F*** in the definition of B, we get:

Bt = —n, F*H

1
= +§nye”“aﬁFa5

1 (273)
= +§n1j€u,ua6 ((3)Faﬂ + naEﬁ - Eanﬂ)

1
= +§nl,e”“a5(3)Faﬂ

where we used eq. (272) and n,n,e"” @ = (0 due to completely anti-symmetric properties
of the Levi-Civita tensor. We define the 3-Levi-Civita tensor living on the hypersurface

Zt!

(Bpas =, e (274)

where as per the convention set for 4-Levi-Civita tensor and making use of eq. (62) where
n, = (=N,0,0,0), we get:

(3123 _ 0123:N<_1>:N1:1 275
€ nge N NG (275)
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Observe that \ﬁ(?’)eu?’ = 1 and thus there is a resemblance between the general 3-Levi-

Civita tensor and the Levi-Civita tensor in a Euclidean (flat) space, namely ﬂ(g)e“bc = eaFlfgt.
Thus we have from eq. (273):
B)pas = Blebup, (276)

Accordingly the final expression for the 3 + 1-decomposition of Faraday tensor in eq.
(272) using eq. (276) becomes as follows:

P =P B, + ' EY — B'n” (277)

and its dual is given by:

Friv = —%EW‘%FM = — BB, + ntB” — B'n” (278)

We observe that the duality E — B & B — —FE that exists in Minkowski spacetime also
exists here. This is a useful knowledge to derive equations of motion for B if the equations
of motion for E are known.

We finally take 3 + 1-decomposition of the Maxwell’s equations in eq. (266) by first
projecting them along n* and then along ;. We will get a total of 4 equations that are
equivalent to the ones in eq. (266).

Projection along n*
We project the first Maxwell equation along n*:
n, V F' = 4dmp (279)

where we define the charge density as the temporal component of the 4-current as measured
by an Eulerian observer (an observer with 4-velocity n*):

)

Then we have for the LHS:

LHS =V, (n,F*)— F*Non, = V,E! — F*'V n, (281)
—— ——
Term I Term II

where we used the definition of E* from eq. (271).
We use the identity for 4-divergence in eq. (372) from Appendix A to get for term I:
1 1
——0, (vV—9gE%) = ——0, (N /AE*
/_g @ ( ) N\/,TY 12 ( \f )
1
= E"9,In(N) + —0, (\/7E"
o ﬁ H (\/> )
But E* is a 3-vector, thus projecting it onto 2; should given the same vector, i.e. E¥ = yHE".
Also we have the relation between 3-covariant derivative and 4-covariant derivative in eq.
(385) that gives ¥4V, = D,. Moreover, since E* is a 3-vector, we have the time com-
ponent E° = 0, which reduces the term %5@ (\ﬁE“) to D; E*. So we have for term I'?

V.E" = D,E" + E,a”| (283)

V,E" =
(282)

12ERq. (283) is true for any 3-vector.
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where we used the definition of the acceleration of the foliation a* = n”V,n* = D (In(N))
from eq. (63) whose proof is provided in Appendix C.

Alternate Proof: We use the relation in eq. (385), idempotent property of 3-metric
(Yiy¢ =~ = 6! + n/n;) and E is a 3-vector (n,EF =0), to get:

D,E" =57V EY
=) V.E" = (6] +n°n,) V. E”
=V,E" +n°n,V,E" (284)
=V, E"4+n°V, (n,EY) —n’ E'Vny,
=V, E" — E,a"
where we used eq. (47) in the last step. We never used any property of the electric field.
Thus this proof shows that this relation is true for any arbitrary 3-vector.

Now we focus on term II in eq. (281) where we plug the expression for F*¥ from eq.
(277) to get:

PPy, = (B67 B, + nl B — B'n”) Vi, (285)
but a, = n"V,n, from eq. (47) and n*V,n, = %VU (n*n,) = 0 as n#n, = —1. Thus we
have for term II:

FH'N ny, = Eta, = E,a" (286)

which exactly cancels one of the terms in eq. (283).
Thus we plug eqgs. (283, 286) into the LHS of eq. (279) to finally get:

D,E" = 4rmp (287)

where p is defined in eq. (280). We could have used Latin indices instead of Greek too
without loss of any generality on the LHS as the LHS contains 3-objects only.

To project the second Maxwell equation in eq. (266) along n*, we can repeat the
above procedure and use the expression for F**" from eq. (278) or simply use the duality
E — B & B — —E and realize that there are no magnetic charges. Needless to say, both
procedure gives the same result as follows:

£

where again we could have used Latin indices without loss of generality as this equation
contains 3-objects only.

Projection onto %

We start with the first Maxwell’s equation in eq. (266) and take its projection onto the
spacelike hypersurface %:
NOV FH = —4r (3o (289)

where we define the spatial 3-current vector flowing over X; as:

Bl = 4948 (290)

We plug eq. (272) for F* in eq. (289) to get for the LHS (using 'yg;nﬁ =0):

LHS =70V, P =5V, (PP 4+ nt B — Bin”)
= 0V, B 4 Aol EY 4 S BV it — 4 S ERY Y (291)
= oV, BF 00V B — E°K + E'K¢
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where we identified extrinsic curvature scalar as V,n* = —K from eq. (48) and extrinsic
curvature scalar as K} = —y;V,n" from eq. (46).

We rely on the corollary deduced from eq. (64) where we noticed that if 3-metric
is contracted with a 3-object whose derivative is being taken, then we can commute the
3-metric with the derivative operation. Making use of (i) this, (ii) (3)F/“’nu =0, and (iii)
the idempotent property of 3-metric, the relation between derivatives in eq. (385) gives
us:

DO = 4y V o OFP7 = A5y v, Bl
= (5};‘ + no‘n[g) ’ygva(?’)FfB"
= 12Va T — OPY, (1)
= VR — BRAy, (n®) ng — CFPY, (ng) n®
= 75V FeT — BFY, (ng)n®
oy Bpas _ O)pbeg,

where we used integration by parts in the third line and ignored the boundary terms.
We use this relation to replace vﬁvu(?’)FW in eq. (291) to get for the LHS:

(292)

= LHS = D,Wpre + BFbeg, 4 yontv, B — E°K + EFKS (293)
We use the definition of Lie derivative for the case of torsion-free (eq. (11)) and the
definition of extrinsic curvature tensor K} = —y;'V,n” from eq. (46) to get:
Lo EP =% (nHV,EP — EFV 0/
g An B ( 1 p ) (204)
— 2NV B + KB

We use this relation to replace yon#V,EY in eq. (293) to get (Kﬁ‘E“ cancels out):

= LHS = D,Bpre 4 Gpbegy 4 nar BP — BOK (295)

We finally simplify D,3)F# by using eq. (276) and realizing that e%ﬁi = \ﬁ(?’)e"‘ﬂ“
(see text below eq. (275)) which is a constant tensor. We use the 3-divergence formula
similar to eq. (371) to get:

D,®pre sziyéh (\/5KSH7HQ)

1

= —09, Bk B,
\/,7 /'L( Flat ) (296)
(3 uac

— &8/,#80'

vai
= ooy, B, = _Ghenoy, g,

We plug this into LHS and utilize the RHS from eq. (289) to get the first Maxwell’s
equation onto X; in component form as:

VG L, B — By, B, + k1o B a, — BOK = —473)° (297)

Since we are dealing with 3-D spatial hypersurfaces 2, we can introduce a vector
notation and re-express eq. (297) in terms of vector notation. We begin with using the
definition of vector cross-product to get:

(D x B)* = Gkeroy, B,

298
(B x a)* = Bk Ba, (298)
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Accordingly we have (using a, = D, In N from eq. (63)):

N(DxB)*~N(Bxa)®=N(DxB)*—N(BxDluN)®
— N (D x B)® — (B x DN)®
=N (D x B)*+ (DN x B)*
= (D x (NB))"®

(299)

We also simplify the Lie derivative term where we use the expressions for n* & n,
from eq. (41) to get:

’ygEnEﬂ =5 (n”@oEﬁ — E”agnﬁ)
E

18E°‘ Njé)Ea j(‘)NO‘
= NOE Okt -0 (300)
1

1
= —QE*+ =L E“
NOE T N

Thus we get in vector form the first Maxwell’s equation onto £; by plugging egs. (298,
299, 300) in eq. (297) (we could also use Latin indices without loss of generality as all
terms involve 3-objects):

HE® + LgEY = (D x (NB))* + NKE* — 4xNB)j* (301)

where t is the coordinate time.

We can redo this exercise to project the second Maxwell’s equation in eq. (266) onto
> or simply use the duality E - B&B— —F and recognize that there are no magnetic
charges to get:

HB*+ L3zB* =—(Dx (NE))“+ NKB" (302)

3 4+ 1-Decomposition of Continuity Equation

The continuity equation reads (eq. (267)):
Vit = (303)
where we have already projected j* in egs. (280, 290) to have:
" = pn® + e (304)

We plug eq. (304) into eq. (303) and identify the extrinsic curvature scalar as
Vn* = —K from eq. (48) to get:

nVap — pK + V8% =0 (305)

Now we use the identity we derived in eq. (283) for any 3-vector and apply it to (3)3'0‘
to get for the continuity equation in 3 4 1-variables:

Lnp+ DB+ Gliag, — pK =0 (306)

where we identified the Lie derivative as L,p = n“V,p = % [Oip + N79jp].
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Stress-Energy-Momentum Tensor of the Electromagnetic Field

The Faraday tensor is anti-symmetric in its indices but the stress-energy-moment tensor
T,,, that appears on the RHS of the Einstein field equations is symmetric. Thus for the
electromagnetic field, the T}, is defined as:

1 1
T, = g FuoF® — ZguyFaﬁFO"g (307)

which is symmetric and traceless T} = 0.
Using eq. (277) for the Faraday tensor, we get the following two results:

FuoFS = —(EuE, + BuB,) + B2y, + E*nang + 2E° Bk,
F,,F" = —2(E* - B?)

W) (308)

where E? = EFE, and B> = B*B,. We plug it back in eq. (307) to get (after using

Juv = Yuv — nuny):

T = —(E,E +BB)+1 (EQJFBQ)JF1 E? 4+ B?) +2E° BOG)

uv . uty ubBv 2'7/11/ 2”#”1/( + )+ €o(u")

(309)

where parentheses around the indices imply symmetrization procedure (square brack-

ets imply anti-symmetrization procedure). For example, for any matrix M, we have

Map) = 2 (Map + Mg,) and Minp = 2 (Map — Mpg,). In general, we have:

1
Mgy =~ 22 Mpapy.
' pE€ permutations
1
Mgy ) = ! Z (_1)anp(oc,37---)

' p€ permutations

We now decompose this tensor 7}, in eq. (309) using the general prescription provided
in egs. (268, 269). We also make use of eq. (69) which we reproduce here for convenience:

E=T,n"'n" (Energy Density)
Pa = —Tnty (Momentum Density) (310)
Sap = TuwYhs (Stress Tensor)

where we have replaced the notation for energy density £ — £ in order to not confuse it
for the electric field. By plugging eq. (309) into eq. (310), we get the expressions:

— 1 2 2
£=o (B +5)
1 v
Pa = 5(3)604;U/EHB (3]_1)
1 2 2
Sas = g [as(E” + B*) = 2AEaEs + BaBy))|

The expression of p, identifies itself as the Poynting vector. It is the momentum density
as measured by an Eulerian observer. Using the expressions in eq. (311) in eq. (309), we
have:

Ty = Enyny +nupy + ppny + S ‘ (312)
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Also using eq. (70), namely 7' = S — £ where T and S are traces T} & S} respectively,
and T = 0 corresponding to eq. (307), we have:

(313)

for the electromagnetic field. This is a well known result in Maxwellian electrodynamics
[32].

6.1.1 Einstein-Maxwell Equations of Motion in 3 4+ 1-Form

We have already decomposed the full Einstein field equations in Chapter 3.1 (eqs. (71, 72,
73)) whose details can be found in Appendix D. Then we use egs. (311, 313) to obtain:

e Both Projections along n™":

BR - Kiy K" + K? = 167€ = 2 (B + B?) (314)

e Both Projections along %;:

DgKP — Do K = 87po = 2%k, E"BY (315)

o Mixed Projection along n* and X;:

—Kop — LgKop+ N ((3>Ra5 — 2K KD + KKag) + DoDgN

1
= 8tN {Saﬂ — 5’%@(8 — 5)}

= 87N Saup

= N [Yap(E? + B?) = 2(EaEs + BoBj)]

(316)

where we used the manipulation for the Lie derivative in eq. (300).

Summary: Maxwell’s equations in covariant form are given in eq. (266). Faraday
tensor & its dual in 3 4 1-variables are expressed in egs. (277) & (278) respectively, where
3-Levi-Civita tensor is defined in eq. (274). The projections of Maxwell’s equations along
the normal n* are given in egs. (287) & (288). The projections of Maxwell’s equations
along X are given in eq. (301) (or eq. (297) in component form) & eq. (302). Thus egs.
(287, 288, 301, 302) are the 3 4 1-decomposition of the covariant Maxwell’s equations (eq.
(266)). The stress-energy-momentum tensor corresponding to the electromagnetic field
is given in eq. (312) where egs. (311) & (313) are used. Using this on the RHS of the
Einstein field equations, we have egs. (314, 315, 316) as the full 3 + 1-decomposition of
the Einstein-Maxwell system.

Now we go one step back and calculate the ADM action of the Einstein-Maxwell system
whose variations (as done in Appendix F) lead us back to these equations of motion (egs.
(314, 315, 316)). Having done that, we then specialize to the case of Bianchi IX-Maxwell
system and do its ADM analysis just like we did for the case of scalar field in Chapters
5.3 & 5.4.
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6.2 ADM Formulation of Einstein-Maxwell System

We present the ADM analysis of the Einstein-Maxwell system in general without any
assumption of homogeneous cosmologies. Then in Section 6.2.1, we specialize to the case of
Bianchi IX cosmology, thereby getting the ADM Hamiltonian for the Bianchi IX-Maxwell
system which we will use in Section 6.3 to derive the equations of motion.

The Einstein-Maxwell system for the vacuum case without the cosmological constant
is defined by the following action:

1
SEinstein—Maxwell = /d4$\/ -9 |:(4)‘R - ZFMVFW/ (317)

Thus we see that the action can be written as “Action = Einstein-Hilbert + Maxwell”. We
have already dealt with the Einstein-Hilbert action and done its ADM analysis in details
in Chapter 3.2. We now focus on the electromagnetic Lagrangian density.

Maxwell System

We start with the electromagnetic Lagrangian density:

1
Lem = —Zv—gg“agyﬂFWFaﬁ (318)

But we have in eq. (60) the 3 4+ 1-decomposition of the 4-metric which we use to expand
the summation in eq. (318) along with eq. (61) to get:

= Lem == ;3v7 [4N1A3Fij +4AT9; A + —2A1 A,

. L . . (319)
9 (aZAO) (8;A0) — AN'® AgFyj + N*FyjFij — 2F! Fy N7 N’ﬂ]

Having this expanded expression for the electromagnetic Lagrangian density in terms of

3 4 1-variables, in order to calculate its Hamiltonian, we need to calculate the conjugate

momenta [T" corresponding to to the vector potential A;. We realize that only the first

line in eq. (319) survives:

OLEMm

I = ==
0A;

L FI A9 A — A4 320
i 7 [ANFY +40' Ag - 44 (320)

1 : ,
= — V7 [ Fio + NI F] 7
where the presence of /7 tells that IT" is a tensor density with rank W =1 (see eq. (3)).

The Legendre transform of the electromagnetic Lagrangian density in eq. (318) gives
the Hamiltonian density of the electromagnetic field:

Hen = IT°A; — Lrm
(321)

1 : 1 - ey )
= N [ ——ITIL; + =\ /A F,;F7 | + NTVF;; + IT'D; A
<2ﬁ + 4\Fy j > + i+ 0

We integrate by parts the last term IT°D; Ay to get —AgD;IT* and ignore the boundary
terms. Thus the ADM Hamiltonian of the electromagnetic field becomes:

1 . 1 g L .
— 3 ITT. _ ) 1 IR ) TT1°
Hpy = /th x [N <2ﬂn I + VA EGF ) + N (TVF ) = Ao (DilT )1 (322)
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while the ADM action is given by using eq. (321):

t2 .
SEM = / dt/ A3z (HZAl — %EM> (323)
t1 Xt

where the symplectic potential is:

Spn = /)2 t d*z (T A;) (324)

Using eq. (322), we get the following Hamiltonian constraint, diffeomorphism con-
straint as well as Gauss constraint:

1. 1 g
Hewm[N] = NHgum :/ d*x [N <HZH'L' + 4\F7FU'FU>]
t

b 2/
Dv[NY] = N'D gy = /Z &z [N'(TVF )] (325)
GlAo] = 4G = | d*z [~ Ay (DT )]

where the total Hamiltonian in eq. (322) becomes:

Hpym = Hpu[N] + D [NY] + G[Ao] = NHpm + N'D gy + AoG (326)

As shown explicitly in Appendix F, we can vary the ADM action in eq. (323) with
respect to N, N* and Ag to get the five constraint relations (thereby implying that NV, N*
& Ag are Lagrange multipliers):

Einstein-Maxwell System

We now go back to eq. (317) where we just did the ADM analysis for the electromagnetic
part. The ADM analysis of the pure gravity part is already done in Chapter 3.2 where
we use the results from egs. (96, 97, 98) as well as eq. (488) to get for the combined
Einstein-Maxwell system the following ADM action:

t2 .. .
SEinstein—Maxwell - \ dt/Z dgx (WZ];YU + H’LAZ - HEinstein—MaxweH) (328)
1 t

where the Hamiltonian density for the Einstein-Maxwell system is:

1 2 . 1 ) 1 -
‘HEinstein-Maxwell =N | — 7(3) = 77”771" + Hsz + - V-Fi Y
t l i VI \ 2 )2 e (329)
+ ]\[Z (—QDjﬂ'ij + HJE]) — AO (D,LHZ)
and symplectic potential is:
S = / d3x (w”‘%j +HiAi) (330)
Zt
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The Hamiltonian can then be written as:

HEinstein-Maxwell = /Z d3x,HEinstein-Maxwell = (H[N] + D[NZ] + G[AO])
t

Einstein-Maxwell

(331)
to get for the Hamiltonian, diffeomorphism & Gauss constraints as follows:
H[N]=NH= [ & |N|—/7%R - RN LT lﬁF.Asz
= VAW AN 4 !
D[N = N'D; = | dz [Ni (—zpjmj + HjFij)]
Zt
G[Ao] - A()G - d3$ [—A() (DZH’)}
Xt
(332)

where N, N* & Ag are the Lagrange multipliers causing the variation of action (eq. (328))
with respect to them lead to five constraint relations:

H~0 D;~ G~0] (333)

Thus we have found the ADM action of the Einstein-Maxwell system (eq. (328)) which
leads to the equations of motion provided in eqgs. (314, 315, 316) where we have to use
the definitions of electric and magnetic fields from eq. (271). The readers will notice that
every boxed equation of the Einstein-Maxwell system is of the form “Einstein + Maxwell”.

6.2.1 ADM Formulation of Bianchi IX-Maxwell System

Now we specialize to the case of Bianchi IX cosmology where we need to impose the
homogeneous ansatz on the Hamiltonian, diffeomorphism & Gauss constraints in eq. (332),
just like we did in Chapter 5.2. We impose the following ansatz in invariant basis on top
of what we imposed in Chapter 5.2 in eq. (197) (recall IT" is a tensor density just like 7*7):
Yij = hag(t)ef‘ef = v = hsin?(0)
7 = sin(0) 7 (t)el ¢’
IT = sin(0)T1%(t)é’,
Ai = Aa (t)e‘?‘

(2

(334)

We have already imposed this homogeneous ansatz in Chapter 5.2 for the pure gravity
parts in eq. (332) and we need to impose on the electromagnetic components here. So we
focus on the Hamiltonian, diffeomorphism & Gauss constraints provided in eq. (325).

Detailed calculations of imposing the homogeneous ansatz in eq. (334) on the elec-
tromagnetic components provided in eq. (325) are given in Appendix G. We present the
results here (egs. (519, 523, 526)):

n [1 h
Hem[N] = NHem = h §Hana + Zh“athﬁArEgaﬁLu

Dy ([NY] = N'D gy = n‘SHO‘ABe?a
G[A4p] = AG =0 (identically)

(335)

Thus we see that the Gauss constraint is identically zero and while solving the con-
straint equations, we again simply need to take care of the diffeomorphism constraints
only. In a general classical Yang-Mills gauge field, the Gauss constraint is not identically
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zero and we need to take some combination of the diffeomorphism & Gauss constraints
to solve for the 3-metric (by choosing a suitable gauge that will make the combination a
second class constraint) and its conjugate momenta.

We have already derived the Hamiltonian and diffeomorphism constraints for the pure
Bianchi IX universe in Chapter 5.2 (eq. (206)) which we use here and get for the eq. (332)
in homogeneous ansatz eq. (334) for the Bianchi IX-Maxwell system:

Hpianchi 1X-Maxwell = (H [N]+D[N'] + ‘G[AoDBmdli X Moaxwel] (336)
where the Hamiltonian, diffeomorphism & Gauss constraints are:
Hprx-em[N] = NH
_n 2y _1 2_ 1 app N2 o8
=7 {Tr (h ) —5 (Tr(h))” — 5 (7r ha5> + 10
1

+§HaHa + Zh“ahljo—AﬂATGIgge;y} ~0

(337)

Dgix-em[N'] = N'Dnrcew)i
=nd {QEgBWBahM + HaAﬂega} ~0

Garx-em[4o] = AoGaix-Em
=0 (identically)

Here we keep in mind eq. (514) where we saw that in the invariant basis, the Levi-
Civita tensor (eu) which acts as a structure constant (CJ,) for Bianchi IX universe
can be raised/lowered using a Kronecker delta function (6°7) and not the 3-metric hqg.
Appendix G contains the detailed calculations.

6.3 Bianchi IX-3D Maxwell-Scalar Field System

In order to calculate the equations of motion corresponding to the Hamiltonian constraint
in eq. (337) plus the free & massless homogeneous scalar field, we need to first solve the
diffeomorphism constraints like we did in Chapter 5.2 (eq. (209)). We don’t need to worry
about the Gauss constraint as it is identically zero for a Bianchi IX-Maxwell-scalar field
system.

6.3.1 Solving the Diffeomorphism Constraints

Coupling a free & massless homogeneous scalar field does not change the diffeomorphism
constraints as we proved in eq. (244). The electromagnetic field does, so we consider the
diffeomorphism constraints in eq. (337). We already know the contribution for the pure
Bianchi IX case from egs. (207)-(209). For the electromagnetic case, we have:

nénaAgeTga(STﬁ = n3H1A26231(522 + n3H2A1€132511 + 7121—[1./436321533
+ n2H3A16123(511 + n1H2A36312(533 + 7”L1H3A26213(522
=n! (H2A3 — H3A2) + n? <H3A1 — H1A3> + n? (HlAg . H2A1>
Thus we have for the overall diffeomorphism constraints in eq. (337) (Bianchi IX +
electromagnetic field) the following:

2 (harm™ — hgrn™) + (1°Ag — TP A, ) ~ 0 (338)
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We identify the matrix commutation just like in eq. (208) and if we define:

W9 = _% (Aﬁna - Aanﬁ) (339)

then eq. (338) can be written as follows:

[h, |5 ~ W§ (340)

Just like in Chapter 5.2, we need to make this set of constraints a second class con-
straint'®. To motivate the choice of gauge fixing, we evaluate the Poisson brackets using
the definition provided in eq. (188). We again get the same as eqs. (210, 211). Thus we
again choose as an ansatz for the 3-metric hog as:

haﬁ = dlag (Qb Q27 Q3) (341)

where again, eq. (211) suggests that Q1 # Q2, Q2 # Q3 and Q3 # Q; for the diffeomor-
phism constraints to be a true set of second class constraints. But unlike eq. (209), here
the conjugate metric 7% does not commute with the 3-metric hg, as clear from eq. (340).
Thus in this case the conjugate momenta is not in the diagonal form unlike eq. (212). We
need to solve for the off-diagonal terms of 75,

We choose o = 1,4 = 2 in eq. (340) to solve for the strong equality case and use
the ansatz in eq. (341) along with the symmetric property of the conjugate momenta
(7o = +7P%) to get:

1
T2 _ 1) _ _ 1 1_ 2
(mrm™ = haorn™) = =2 (AoIT' - ALIT)
1
12 21y _ _ 1 1_ 2
= (hnﬂ' — h227T ) = 5 (AQH A1H ) (342)
1
12 a1y _ _ 1 1_ 2
= (" = Qur™) = = (AoIT' - AIT?)
Thus {«, 5} = {1,2} in eq. (340) using the ansatz in eq.(341) leads to:

1 (AoITh — A1T?)
12 21
>71=71" =—— 343
2 (Q1-Q2) (343)
Similarly for the choices of {«, 8} = {1,3} and {«, B} = {2, 3} respectively, we get:

13 31 1 (A3H1 — A1H3)

T T (Q1—Q3) (344)
o238 232 1 (AsIT? — ApIT%)
2 (Q2—Q3)

The cases {o, B} = {2,1}, {a, B} = {3,1} & {a, B} = {3,2} lead to the same expres-
sions above and are not independent. For the diagonal terms {n!! 722 733} we use the
AHS variables just like in eq. (212).

Thus we have solved the diffeomorphism constraints to get for the 3-metric and its
conjugate momenta the following:

Q1 0 0
hag = 0 Q2 O
0 0 Qs
PR (345)
oo — | g2 Z 2 % 723
3l 13 320 93 Py
Q3

13See footnote 3 in Chapter 3.3 for the definitions of first class and second class constraints
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where {7!2, 713 723} are provided in eqs. (343, 344).

6.3.2 Simplifying the Hamiltonian Constraint

Recall that we are coupling a free & massless homogeneous classical scalar field (the
case that we solved in Chapter 5.3) to the Bianchi IX-Maxwell system. The complete
Hamiltonian constraint of the Bianchi IX-Maxwell-scalar field system is:

H = Tr (hZ) ~ L)+ % (7e)* — % (waﬁha )2

+ waﬁwaﬁ + nana += h h”o‘h”"AgA ?

® o @

where we made use of egs. (244, 337) because “Bianchi IX-Maxwell-Scalar = Bianchi IX
+ Maxwell + Scalar field”. Also we set the Lagrange multiplier n to scale like v/A so that

n' = % = 1 without loss of generality.

The first three terms are already evaluated in eq. (214) as the ansatz for the 3-metric

2
here in eq. (341) is the same as in eq. (212). Similarly for the term <— ( Bh, ) ) in

(346)

ao ,Lw

eq. (346), we have the same result as in eq. (215) because the off-diagonal terms in 77
in eq. (345) do not contribute. Thus we are left with terms @, @ and @

Terms @, @ & @ become:
Term @ =g o = 7B 77 harhge
= hyphy et + h22h227T 2+ h33h337f337f33

+ 2h11h227‘( ! + 2h11h337‘(‘ 7t + 2h22h3371‘237'('23
2
= <P12 + P} + P32) +2 (Ql@2(7r12)2 +Q1Q3(m'?)? + Q2Q3(7r23)2)
1 1
Term (y) = STl = 11T hag

= % [( 12hi1 + (P?)%hag + (P?)? h33}
(347)
= 5 [(PY2Q1 + (P)2Qs + (P20
Term @ = %h“ah””AgA €vac0 Bﬁw,u,y(SUJT
h

=1 [hnh? A3 Azesinezin + bt h33A2A2€2136213 + h? h33A1A16123€123}

. (a7

= -(Q1Q2Q3

5 (A2)% +

[Q Qo (4s)° + Q1Q3
= 5 [05(43)” + Qal(42)* + @1 (41)?]

Q2Q3

Therefore plugging eqs. (214, 215, 347) into eq. (346) as well as using the definitions
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for {712,713 723} from eqs. (343, 344), we get for the Hamiltonian constraint:

2 2 2 2 2 2 1 2 1 2 7%
]H:(Q1+Q2+Q3) + (Pl + P +P3) *§(Q1+Q2+Q3) *§(P1+P2+P3) + 5
(AoIT! — A,1T2)° (AsIT! — A,1T3)° (A3T12 — A,IT3)

+ +
O G- 2@ Y0 Q)

9 (e 1)+ (st (7)o o)

+Q1Q3

(348)
where the first line represents the Bianchi IX + scalar field system while the second &
third lines contain the Maxwell’s contributions.

6.3.3 Switching to Jacobi Variables

We now switch to Jacobi variables like we did in egs. (218, 219) which we reproduce here
for convenience:

ks k _ ks k _ 2
_x Y x Y 2
Q1 =ae Vi V5, Q2 = aeva Ve, Q3 = ae V3Y
and 2 VT
o =uvs3 DZ? (350)

We have already done this transformation for the first line in eq. (245), so we just
need to consider the transformations of the Maxwell’s terms in eq. (348).
We start with the second line of eq. (348) containing terms of the form (AzI1* — A,I1°):

_ 201Q2 2022/ V6
(Q1—Q2)2 2 (e—\/ix+2y/\/6 4 etV2r+2y/V6 _ 2@221/\/6)

2 1 h2< T >
= = —csch” [ —=
(es/ve - ea:/\/i)Z 2 V2

(351)
S22 = _201Gs = lcschz vy V3y
(@1 —@3)* 2 2v/2
g = 2@Qs 1 ofrt V3y
Q- @87 2 2V2
We further define: )
14 2 _ 3
G =3 (451 — Ao11°)
1
2 _ 3 1
G” = (A - As11') (352)
1
3 _ 1 2
G* =3 (AoIl' - AIT?)
Thus we get for the second line of eq. (348) the following in Jacobi variables:
Second Line = S, (z,y)G" (A,IT) G* (A,II) (353)

where S/W == diag(Sll,Sgg,Sgg) and {Sll,SQQ,Sgg,Gl,G27G3} are defined in €qs. (351,
352).
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Now we focus on the third line of eq. (348) containing terms of the form ((A4)? + (I1%)?):

Third Line = v*/*T,, (z,y) [TIT1” + A, A56° 57 | (354)

where T}, = 3diag (e—z/\/ﬂy/\/é’ /2y /G o=V2/3y

Thus as a summary, the Hamiltonian constraint for Bianchi IX-Maxwell-scalar field
system after solving the diffeomorphism constraints in Section 6.3.1 is as follows:

2
3
H :k:i + K2+ To 2022 40?3y x,
vy 8 (@y) (355)
+ Sy (2, y)G* (A, TT) G¥ (A, TT) 4+ 0*/3T,, (2, y) [H“H” + AaAgéa“&B”}

where we reproduce the shape potential U(z,y) from eqs. (224, 225) here:

Uz,y) = f(—V3z+y) + f(V3z +y) + f(—2y) (356)

e2#/V6 _ o=2/V6 | Also:

N | —

having | f(z) =

S E%diag (csch2 (ajﬁ/) , csch? (ZC;\/\/;Z/> , csch? (%))

el % <A3H2 — ALTT3, AJTT3 — ASTT!, AoIT! — A1H2) (357)

1 _=zT LYy =y /3
T =5ding <e VETVE e Vit e e 3y>

)

where for brevity, we denote the components as S, = diag(S11, S22, Ss3), G* = (G, G*,G?)

and T}, = diag(Th1, Tha, Ts3). The electromagnetic contributions are called the S-potential

& the T-potential, in addition to the (shape) U-potential of the pure Bianchi IX universe.

We plot the the matrix elements of S, & T}, in Fig. (12) and Fig. (13), respectively.
Here the list of conjugate variables is:

{ZC,kw} = {yaky} = {’U,T} =1
{®, 10} =1 (358)
{A,, 1T1P} =52

6.3.4 Equations of Motions

We evaluate the complete set of equations of motion for the dynamical variables of the
Bianchi IX-Maxwell-scalar field system, namely the ones contained in eq. (358).

The Hamilton’s equations of motion (with respect to the coordinate time t) corre-
sponding to the Hamiltonian constraint in eq. (357) and the conjugate variables in eq.
(358) are:

¢:+8E k:_aﬂ y:+aﬂ k:_aﬁ ®:+6E

Oky’ ’ oz’ ok’ Y dy’ or’ (359)
7‘-;_@ ¢:+aﬂ ﬁq):_aﬁ i :_|_81H 'B:_aﬂ

ov’ e’ oo’ @ o1’ 0Ap
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(b) S22(z,y)

Sas

(c) Ss3()
Figure 12: S-Potential for the Bianchi IX-Maxwell system
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(a) T (37’ y)

(c) T33(y)

Figure 13: T-Potential for the Bianchi IX-Maxwell system
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We now proceed to show their explicit expressions:

T =2k,
. 8U(.r y) 0511 0522 85’33
km - _ 4/3 ’ _ |: 1\2 2\2 3\2 :|
Y ox (&) 0x + (&) Ox +(¢) ox (360)
oT; oT:
_.,2/3 2 1\2 11 2 2\2 22
v |:((A1) +(IT')?) ot ((42)? + (112)?) o }
j =2k,
. oU (z,y) 951 0822
b= /3 YY) { 1\2 212 ]
oT; T: oT:
_,2/3 2 1\2 11 2 2\2 22 2 3\2 33
v {((Al) F0192) G+ (A2 (2)2) G2+ (40)2 + (11)2) 2 }
(361)
(0 :_TBUZT
# =207 = 2030z, ) (362)
2
EWVES [((Al)2 + (H1)2> Ty + ((A2)2 + (HQ)Z) Try + ((A3)2 + (H3)2> T33}
= Te
363
o =0 (363)
i 2 11 3 1 1 1 2
A1 == 2v3T11(:r,y)H - 5522 (AIH - AgH ) A3 + 5533 (AQH - A1H ) A2 ( )
364
Hl = —Q’U%TH(QJ, y)A1 — %SQQ (A1H3 — A3H1) H3 + 3533 (AQHl — A1H2) H2
. 1 1
Ay = 203 Ty (, y)TI2 — 553 (AoIT" — A4TT2) 4, + 551 (45112 — 4,1T°) 44 |
365
. 1 1 (
I = —2U%T22(x, y)AQ — 5533 (AQHI - A1H2) I + 5511 (A3H2 - A2H3) I3
. 1 1
Ag == 2U%T33(CL', y)H3 - 5511 <A3H2 - A2H3) A2 + 5522 (A1H3 - Ang) A1 ( )
366

. 1 1
H3 == —2’1}%T33(x, y)Ag - 5511 (AgHQ — AQHS) H2 + 5522 <A1H3 - A3H1> Hl

where we use eqs. (356, 357) for explicit forms of components.
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7 Conclusion & Outlook

We introduced the Hamiltonian formulation of general relativity and homogeneous cos-
mologies through this work where we tried to be detailed and self-contained in our ap-
proach. We presented a variety of examples and did their ADM analysis such as a scalar
field coupled to Bianchi IX universe, electromagnetic field field coupled to gravity, & so
on. The idea was to acquaint the readers with the canonical formalism and provide them a
hands-on practice of implementing it. But in order to keep this introductory and detailed,
we had to overlook some topics such as ADM mass & ADM momentum.

The concepts we developed in Chapter 5 such as Mixmaster dynamics and quiescence
play a significant role at the research frontier while trying to resolve big-bang singularities
in various cosmological models. We already know about the inevitability of singular so-
lutions in general relativity which is captured by the famous Penrose-Hawking singularity
theorems [33-36]. As Stephen Hawking put it,“A singularity is a place where the classical
concepts of space and time break down as do all the known laws of physics...” [37]. But it
has been shown in the literature [28,29] that for the systems considered in Sections 5.3 &
5.4, the classical degrees of freedom can be evolved uniquely through a timelike singularity,
namely the big-bang. Clearly this contradicts the common understanding of gravitational
singularities, which so far have been considered as regions where the known laws of clas-
sical field theory cease to be valid. The methodology and concepts introduced in this
work play a significant role towards resolving singularities such as these. The arguments
detailed in [28,29] do not provide a general statement, but showing counter-examples is
a beginning towards what we hope could be, in the future, a general theorem on the
continuation through singularities (similar in spirit to the Hawking-Penrose theorems on
the inevitability of singularities). There is a large amount of work that remains to be
done as future research projects and the concepts introduced here will continue to play a
fundamental role towards this goal.

Just as in Chapter 6 where we generalized to the case of Einstein-Maxwell system, the
next natural generalization is to consider a general Yang-Mills classical gauge field. This
means adding an extra Lagrangian density term to the action, just like what we did in eq.
(317):

1 v(e j
Lyang-Mills = —Z\/TQ}_M ( )flgju)‘s(i)(j) (367)
where {(¢), (j)} denote an internal index that runs over {1,2,...,n} with n being the

dimension of the Lie algebra of the Yang-Mills gauge field [38]. The generalized Faraday
tensor is defined as:

Flo) = 0,4 — 0, Al + gf AP AL (368)

v

where A&a) is the gauge field, g is the coupling constant and f((l?))(c) are the structure
constants of the Lie algebra. Then just like what we did with the electromagnetic field
in Chapter 6, we need to find the corresponding Hamiltonian of the Yang-Mills field in
3 4+ 1—variables and show the full Hamiltonian of the Einstein— Yang-Mills system to be of
the form “Einstein 4+ Yang-Mills”. Then again we need to impose the homogeneous ansatz
on the Hamiltonian so-obtained and in doing so, we will observe that, on top of the gauge
field having more than one component, this case introduces also cubic and quartic terms
in the Lagrangian, which will correspond to cubic and quartic terms in the Hamiltonian.
Moreover, in this case, even after imposing the homogeneous ansatz, the non-linearity
of Yang-Mills theory implies that the Gauss constraint won’t be identically zero (unlike
the electromagnetic case). Thus there will be several complications when compared to
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the Maxwell case and solving all the constraints of the theory will be significantly more
challenging.

The next interesting case (or generalization) is that even though we exclusively fo-
cused on the homogeneity assumption, our universe is obviously non-homogeneous on
small scales. Having a Hamiltonian approach for inhomogeneous cosmologies will go a
long way in understanding the (classical) micro-structures of the cosmos. This generaliza-
tion is expected to present significant additional challenges, with respect to all the cases
mentioned previously.

Finally, we would like to remind that this entire work is grounded in classical Physics.
The Hamiltonian formulation of any classical field theory is a pre-cursor to its quantization
as is evident from the canonical approach to quantum field theory [39]. Accordingly,
the Hamiltonian approach to classical gravity is seen as an imperative step in the grand
attempt to quantize gravity. Various approaches towards this goal, such as Wheeler-
DeWitt quantization & loop quantum gravity, are grounded in the concepts introduced
in this work [13]. Then a natural extension of the models considered here which still lies
within the limits of homogeneous cosmologies, is that of fermionic fields. Spinors do not
couple directly to the metric variables, but rather to the frame fields (“vielbeins”), which
take into account the orientation of spatial slices. Providing a canonical formalism for
such a system will inevitably lead to some interesting consequences especially with the
realization that a spinor is fundamentally a quantum object.
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A Basic Definitions & Formulae in General Relativity

We consider a spacetime manifold { M, g,, } where g, is the corresponding metric defined
on the manifold which is symmetric in both its indices. Then we define Christoffel symbols
as:

1
FZV = 59“0 (aagua + OvGoa — aagazz) (369)

where we have l"f;,, = T,j\u. The covariant derivative is defined accordingly for a tensor of
arbitrary rank (k,1) as:

VGTMIMQ.NMCVWT“VZ :aUT'uIMQWMkul”UQ“-VZ
1AL 2 P
+ rgAT He Hkl/lvzml/l + rg)\Tul Hkaz“'Vz +e (370)

A 1 2 A 12
— rale Avgyy — I"UZ,ZT VA

where shorthand notation for covariant derivative is V,V¥ = V.;, and simple partial deriva-
tive is 9,V¥ = V7. By definition, covariant derivative of the metric is 0, V4g,,, = 0. The
4—divergence of a vector V* is given by:

1
——0a (v/—gV* 371
Also the 4—Laplacian of a scalar function f is given by:

1 0 of
VVif=-—"ca— (Vg 372
I f \/jg a.’lf“ ( gal’u> ( )

The Riemann curvature tensor is defined as:

V. VH =

Rg,uu = 8Mr§0' - aVrZa’ + FZAFZ)/\O' - rlp/)\r/)la (373)

whose physical meaning can be captured by the action of [V,,V,] on a tensor X of
arbitrary rank (k,l) as:
[V, Vo] XHUTHE,

A
= — TPO-V)\X/Jl “le“‘Vl

374)
Py Ao (
+ Rul/\PUX e Mkl/l"'l/z + R&Lzaxfl Mkl’l"'l/l +-
A LoV A Lo
_ RulanM S RuganM HE ey —

where T is the torsion tensor defined as a map from two vector fields X and Y to a third
vector field:
T(X,Y)=VxY -VyX —[X,Y] (375)

Defining Rpop = gp,\RéW, we have the following properties of the Riemann cur-

vature tensor: (i) Rpour = —Ropurs () Rpopr = —Rpovy, (iil) Rpop = Ruvpo, (iv)
Rypopw + Rppwo + Rpvop = 0 & R,5) = 0, (v) Riyou) = 0, and (vi) VinRpow = 0
(Bianchi identity) < [[V, V,], Vo] +[[V), Vo], VAl + [[Ve, Vi, V,] = 0. Clearly, there
are £5n? (n? —1) independent components of the Riemann curvature tensor where, for
example, n = 4 in 3 + 1—dimensions give 20 independent components.

The Ricci tensor is defined as:

R =R, (376)

which has the property R,, = R,,. It can be shown that this can be written as:
1
R, = m@ [./ygyAg,,] — AP\, — 0,0, In < yg) (377)
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The Ricci scalar is defined as:

R=R!=g"R,, (378)

The Weyl tensor is defined as the Riemann curvature tensor minus its contractions as

follows:
2

Coopw =Rpopw — (n—2) (gp[uRV}U - QU[MRV]p)
2
(= 1)(n—2) Wit
where n is the full spacetime dimensions. It has the properties: (i) Cpopw = Clpo)(u), (i1)
Cpg/“, = Uuvpo, and (iii) Cp[aull] =0.
The FEinstein tensor, which we will also encounter in Chapter 2.2, is defined as:

(379)
_|_

1
Guw =Ry, — iRgW (380)

which satisfies the symmetric property G,, = G, as well as V*G,, = 0 (which fol-
lows from the Bianchi identity mentioned above) which will be of immense importance
concerning the conservation of energy-momentum tensor as explained in Chapter 2.2.
Finally, we define a geodesic which is the generalization of the notion of a straight
line in Euclidean plane to a general curved manifold. Any parametrized curve xz#()) is a
geodesic if it obeys:
Pot |, da? da?
d\? PTdN dX

which is also known as the geodesic equation.

=0 (381)
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B Derivation of Gauss, Codazzi, Mainardi Relations

The Gauss, Codazzi, Mainardi relations form the basis of 3 + 1—formalism of general
relativity. We assume the spacetime manifold (M, g,.) to be globally hyperbolic which
admits foliation by a family of spacelike hypersurfaces ¥; (¢t € R is the time parametrization
of each hypersurface) as follows:

M=z (mOze=0) (382)

Let n* be the normal vector to the spacelike hypersurface ¥;. Then the 3—metric
induced on each of the hypersurface (v,,) is given by:

Vv = Guv + Ny = M = g +ntn” (383)

and
745 = 6% +n"ng (384)

Accordingly, the covariant derivative induced by <, is denoted by D, that satisfies
Doy = 0 (or Dgy;; = 0), just like in full 3 + 1—dimensions we have V,g,, = 0.
The relation between 3—covariant derivative and 3 + 1—covariant derivative is:

DpTalmapBy.ﬂq — ,yalm . ’Yapup'yvlﬁl . "quﬁq’yapng'ul'“'Lva1---Uq (385)

Intrinsic curvature is the Riemann curvature of each hypersurface induced by the
3—metric v,,, denoted by G)R, just like the 4—metric induces the Riemann curvature
of the spacetime manifold M, denoted by R. Intrinsic curvature of a hypersurface is
independent of other hypersurfaces. But we are also interested in knowing that how the
curvature itself changes as one proceeds from one hypersurface to the next. This is what
is known as extrinsic curvature K. The defining relation for the extrinsic curvature tensor
can be taken in terms of Lie derivative along the normal vector n* as follows:

1

K,uu = _§£n7,u,1/ (386)

which can be shown to be equivalent to (as done in Chapter 2.3):
K,ul/ = _’YSIYEVCV”B (387)

Similar to Ricci scalar R in 3 + 1—D, we have extrinsic curvature scalar defined by
K = +y"K,,. Thus, {vuw, Dy, (S)Rffaﬁ,KW} are 3—objects (as their respective contrac-
tions with the normal vector n* are zero), living on ¥, and accordingly the Greek indices
can be replaced with Latin ones as only the spatial components are relevant.

The relations we are about to prove decomposes the 3 + 1—objects (such as tensor
(4)Rﬁaﬁ’ scalar (R, etc.) living on full spacetime manifold M in terms of 3—objects

(summarized above) residing on the spacelike hypersurface %;.

Gauss Identities
Gauss Relation

Just like in 3 + 1—D, we have in 3D the following identity valid for any arbitrary vector
V*# living on the hypersurface ¥; (such that n,V#* = 0):

[Da, D) VY = BR] VH (388)
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Then we use eq. (385) to simplify the LHS as follows:

DoDgV? = Do (DgV?) = 07”377,V (D, V?F)

. . (389)
= 10757V (1772 V)

Using the idempotent relation 7577 = 77 and the definition of the extrinsic curvature
tensor, we get:

= Do DV = vy (n°V VeV + 40V um? na VoV 44578V, V, V)
—VAVsny
= WAV urunT VeV = 4G VAV PV ony + 35153 ViV VA
= —Kagn" VeV = KJKa\ VA + 9477 B Vo VA

(390)

Then we a <+ 3 to get DgD, V"7 and subtract from D,DgV™ to get:

Da DAV = (Kl — K 2) VP o753 (V9,0 - 9,9,7%) (3o

(@Rﬁpa \%2%

Rearranging and using V# = 4#V? (since V* is a 3—vector), we get:
opy

Yeygys R, VA = CRY VA + (KJKAB - KgKax) v (392)

But V# is an arbitrary 3—vector. We finally get the Gauss relation:

V538 R = PR + K Kss — K Ko (393)

opuy

Contracted Gauss Relation

We simply contract the indices 7 and « in the Gauss relation (eq. (393)) and use the
idempotent relation of 3—metric, namely v5v7 = 77 = 0% 4+ n%n;,, to get the contracted
Gauss relation:

Y DRy + Yo Vi WRE,, = CRog + K Ko — KouKY (394)

Scalar Gauss Relation — Generalization of Theorema Egregium

We take the trace of the contracted Gauss relation (eq. (394)) with respect to the
3—metric v*? and use the idempotent property of the 3—metric, Kl = K! = K and
K, K" = K;; K" to get:

Y (i DR + Yo A RE o ) = 47 (PR + K Kop — KapKly)  (395)
= WR+ ytn'n?WRE = CR 4+ K2 — KK (396)

Then using 7f = ¢f + n’ny, and (4)R/,jpanpnunl’ n? = 0 as contractions are done between

symmetric and anti-symmetric pair of indices, we finally get the scalar Gauss relation:

@R 4 2R k0¥ = CR + K? — K;; K (397)
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This is a generalization of the famous Theorema Egregium which was originally pro-
posed for 2—D surfaces embedded in Euclidean space R? whose curvature is 0. Accord-
ingly the LHS vanishes. Moreover the metric g, of R? is Riemannian and not Lorentzian,
so 7¢ = 6% —n®n, instead of what we used above, namely v¢ = % 4+ n®n,. Thus
K? - K;; K 7 will have signs reversed and we get the original Theorema Egregium:

PR - K?+ K ;K7 =0 (398)

We can further simplify this for the special case of 2—D where K;; can be diagonalized in
an orthonormal basis with respect to 2—metric v;; (remember g, is Euclidean), so that
K;j = diag(k1, k2) where k1 and ks are principal curvatures of the 2—D hypersurface X.
Obviously, K% = diag(k1,k2). Thus K = k1 + k2 and K;; K% = (k1)? + (k2)?. The
original Theorema Egregium simplifies to:

2R = 2k1ky  (Special Case of 2D). (399)

Codazzi-Mainardi Identities
Codazzi-Mainardi Relation

We have for the normal vector n*:
[Va, Vgt = R 0¥ (400)

We project this relation onto the hypersurface £; which simply means contracting each
of the free indices with the 3—metric:

VorEh [V, Vel = 787t WRyprn (401)
Then using the identity for the extrinsic curvature tensor proved in Chapter 2.3, namely
K,, = -V,n, —n,ua, where a, = n"V,n,, we replace V,n" to get for the first term on

the LHS:
YAV ViV = YV (K — a’ny)

N P P P (402)
= =57 (VuKf + Vyalny, +a’Vyn,)

Then we use the relation between 3— and 4—covariant derivatives (eq. (385)), namely
D,T5 = 'yﬁ'yivgvaTg‘, as well as ygn, =0 (since n, is a timelike vector, so there is no
projection on a spacelike hypersurface %;), vgaﬁ = a” (since a” is a spacelike vector, so
projection onto X; will give the same vector) and the definition of the extrinsic curvature
tensor (eq. 387), to get:

Y1V Vunf = —=Do KB+ a"Kop (403)

With this result obtained, we permute o <> 8 (and not p +> v as these are contracted
indices) and then subtract from this result to get the RHS of eq. (401) (keeping in mind
K =+K,,):

vy WRY,, = DsK] — Do K} (404)

oy

This is the Codazzi-Mainardi relation. The point to be noted about this relation is that
on the LHS, we have contracted n? with (4)ng. Had we contracted n, with (4)ng, or n#
with (4)R§W, we would not have obtained an independent relation due to the symmetries

of the Riemann curvature tensor and the RHS would at most be different by a minus sign.
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Contracted Codazzi Relation

In the Codazzi-Mainardi relation (eq. 404), we contract the indices o and ~y to get:
vinoy5WRE,, = DgK — D, K (405)

Then using 74 = 0/ + n*'n,, we simplify the LHS as follows:

'ygnafyg(4)l%§uy = (6)’0‘ + n“np) n’ys (4)ngj = n"'yg(4)l%o,, + 75(4)1%” n,n’n (406)

o uY

=0

where the last term is zero because symmetric-antisymmetric indices {p, o} are contracted.
Thus we get the contracted Codazzi relation:

vin’ @R, = DoK — D, K" (407)
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C Proofs of Some Results in 3 + 1—Formalism

In this appendix, we prove the following results:

a, = D, In(N) Lnyh =
Vun, = —K,, —n, D, In(N) Vum” =—-NK, —n,D'N +n"V,N
L™ = +2NK" Loy = —2NK,, (408)
1

LKy = NV Ve Kag —2NK, K Ky = N

[DH,NI/ + DVNM - ;Y/JJ/]

We start from the definition of the acceleration of a foliation eq. (47) and use n, = QV ,t
where t € R is a scalar field and Q) = ——~— = —N (see the paragraph above eq. (41))

Ware
ay =n’Ven, = —n’Vs (NV,t)
=a, = —n° (VoN) (Vut) —nNV,V .t

But we realize that V is torsion free and therefore when applied to any scalar field, such

to get:
(409)

as t here, we always have [V,,V,]t = 0. We also use V,t = =3 and n?n, = —1 to get:
1 n
a, = Nn“n”VUN +n’NV, <]\(;>

-1
=n,n°’VeIn(N)+ n°Vyn, +n°Nng, <2) VN
——— N

%Vu(n”ng)zo

=n,n°VeIn(N) —nen’V,InN +n’V,n, (410)
= (n7ny + 67) Vo In(N) = 97 VsIn N = D, In(N)
—— ——

—la, = D, In(N)

After proving this, we use it in the alternative expression obtained for extrinsic cur-
vature tensor in Chapter 2.3 (below eq. (47)), namely K,, = =V, n, —nya, to get the
next result:

Vun, = —K,, —n,D,In(N) (411)

Next we realize that from the definition of normal evolution vector m™" in eq. (56)
that m#* = Nn* and this gives the next result:
Vym” =V, (Nn") =n"V,N+N v,n”
——
use the above result (412)
= Vym” = -NK; —n,D'N +n"V,N

Next we proceed to calculate the Lie derivatives. If we have a 3—object living on X,
then it is invariant under the projection onto X;, namely:

T e = Uy - Y Vo Vg T v (413)

Accordingly, as seen in Chapter 2.1, the Lie derivative is a map from tensor field of rank
(r,s) to another tensor field of rank (r,s). For any 3—object on ¥, the Lie derivative
then acts as an endomorphism of the space of tangent vectors living on £; and thus we
get:

Lol =0 (414)
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With this obtained, we can generalize eq. (413) for the case of Lie derivatives of
3—objects as follows:

(L) prpe = kY Vo -V (L D) 0 (415)

We realize that V is torsion free, so we can use the special case of Lie derivatives as
in eq. (11) to get:

[/m'y,uzz = mava’)/ul/ + ’Yauvuma + ’y,uozvuma (416)
But we have already obtained V,m"” above which we plug it here to get (using v, = g +nunu,
Vaguw = 0 and v,,n" = 0):
= Lotr =MV (G +1m0) + Yo (~NKf =1, DN +n°V,,N)

+ Yo (-NK; —n,D*N +n®V,N)
= LY = Nn®Vq (nyny,) —nuDyN —n,D,N —2NK,,
= Nn® (Vanu) n, + Nn® (Vony) ny —nyDyN —n,D,N —2N K,

(417)

(418)

But we identify n®V,n, = a, and use the result from above a, = D,In(N) to further
simplify this to:

= Loy = —2NK,, | (419)

As a redundant check, since m* = Nn#, we get that K, = —%Enfyw which matches with
the result obtained in Chapter 2.3 (see below eq. (47)).
Then we use the idempotent identity ’y““’ykj = 7} and £m7§ = 0 to get:
Em (’}/ik’}/kj) =0
= (Lay™) s + 9™ (Lyig) = 0 (420)
= (Loy™) iy = =™ (~2NKy)
We multiply on both sides by 7™ and contract on the index j where we make use of
the fact that ’ymj'ykj = ' = 0 +nny but n™,n; do not have spatial components
(ney™ = 0). We get:
=" (L) = 2™y E N Ky,
= Ly = +2N KM |

(421)

Next we evaluate the the Lie derivative of extrinsic curvature tensor where we will
again use the fact that V is torsion free and thus be able to use eq. (11) to get:

LonKop = N (VoKop + KapVan” + K,5Van’) (422)

Recognizing that K, is a tangent vector to X; (i.e. a 3—object), so we can use eq.
(415) to get:

= LKy = ’Yﬁ”ygﬁmKaﬁ £23)
= Ny (ViKag + KapVan® + KpsVan”)

Then we use the alternative expression obtained for extrinsic curvature tensor in Chapter
2.3 (below eq. (47)), namely K, = —V,n, —n,a,, to replace V,n" and use 'yfng =0
to get:

= LKy = NV Ko + NEKul (K5 —nga?) + NKypyS (—KE = nea”)

(424)
= Ny VnKos — NKu, KL — NK, K7,
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But K, K = v"*K,,Kyo = Kﬁ‘Km = KﬁK,,p. Thus we finally get:

= | LK = Ny VnKos — 2N K, KL (425)

Finally we prove the only remaining result. We start from L£,,y;; = —2NK;; and
realize m®* = Nn® where n® = (%, —%) (as obtained in eq. (62) in Chapter 3.1) which

enables us to split the derivative with respect to m into (8t — N kak) and we get for the
LHS:

Lmij = Orvij — (ijDz‘Nk + v D;N* + Nka’Yij) (426)
But Dyv;; = 0 and we finally get for the LHS:

LHS = 4;; — D;N; — D;N; = RHS = —2NK;;

1 . (427)
v T oN [DuNy + Dy Ny — ]

= K,
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D Projection of Einstein Field Equations in 3 + 1—Variables

We derive all the results presented in Chapter 3.1. We know the full Einstein field equations

without the cosmological constant term to be (4)RW - % gu,,(4)R = 871},,. Accordingly we

need to take projection of the LHS, namely the 4—curvature as well as the RHS, namely the
4—stress-energy-momentum tensor in terms of 3—variables. We will take the projection of
the LHS & the RHS separately and then combine them to project the full Einstein field
equations.

Projection of 4—Curvature

We start with the definition of the 4—Riemann tensor when applied to normal vector n*,
namely:
WRe o = [V, V,]nP (428)

opuv

Then we project twice on £; and once along n* to get:
Yoavgn” (<4)ngn") = Ypa V" [V Vi 0P (429)
Then we focus on the RHS to get:
RHS = ypa'ygn” (V,Vyn? =V, V,n”) (430)

Then we use eq. (63) to replace V,n” and V,n” as well as n#n, = —1, ’ygvgn"vaij = vgygVnKW
(since K, is a 3—object) and n*V,nt = %VU (n*n,) = 0 to get:

= RHS =v75 VK —vpain” VK7

Term A
+7pa7§ny (Vunu) Dp ID(N) +’7pa7§ (V#Dp ID(N))

Term B Term C

(431)

Then term A can be simplified as:
_%wgn”v#Kg = —fypavgvu (n"KPp) —i—ypa’ngﬁVun”
=0
= Vpa’ngﬁ’YngV = _’YpongKg
= _Kaa'Kg

(432)

where we used the definition of K, from eq. (46).
Term B simplifies to (using eq. (63) to replace V,n,, n;, = —1 and K,,n” = 0):
YoaVgn” (Vuny) DPIn(N) = —ypaygn”ny, (D In(N)) (D? In(N))
1 (433)
= 2 (DaN) (D)
Term C becomes (using eq. (385) so that 74V, (D?In(N)) = Dg (D?In(N)) as well
as YpaD? = Dy ) to get:

YoV (VuDPIn(N)) = DgDoIn(N) = DoDgIn(N)

= Da (leDﬁN ) (434)

1 1
where we used in the first line the fact that for any scalar function f, we have [V, Vg] f =0
where f = In(N) here. The second term on the last line exactly cancels term B above.
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Thus combining terms A, B, C and plugging them back in eq. (431), we get the desired
result:

1
%avg(@Rf,’Wnanv — —KOCAKQ +YEVEVR K + NDO‘DﬁN (435)

Now to obtain the result for 4—Ricci tensor, we make use of the contracted Gauss
relation (eq. (394)) which we reproduce here for convenience:

75'75(4)R;w + 'Yauny')/gnoM)R“ = (3)Ra6 + KKaﬂ - Kaqu (436)

vpo

Comparing with eq. (435), we see that there are two common terms and subtracting
these two equations lead to the desired result for 4—Ricci tensor:

1
’Yﬁ’Y;@BM)Raﬁ = (3)le + KK — 'Yg'Y/vanKaﬁ - NDMDVN (437)

Finally, to get the result for 4—Ricci scalar, we contract eq. (437) with 4 and replace
Greek indices with Latin indices in terms containing 3—objects to get:

g 1 ..
AR, = CR + K2 — 40V, K, —1DiD;N
=V, K (438)
1,
=R+ K2 -V, K - 1 DiDiN

where we used the corollary deduced from eq. (64) in Chapter 3.1. Then we use v*¥ = gM" + ntn"
to split the LHS and get:

1 ..
@R+ R, nn" = PR 4+ K? —V,K — 7" DiDiN (439)

Now we compare this equation with the scalar Gauss relation (eq. (397) derived in
Appendix B) which we reproduce here for convenience:

(4)‘R + (4)‘ijn#n’/ — (32R + K2 — KZ]KU (440)

We use this equation to replace (4)Rw,n“n” in eq. (439) to finally get the desired result
for 4—Ricci scalar:

. 92 .
WR =GR+ K? + KVK;; — 2V, K — ~D'DiN (441)

Projection of 4—Stress-Energy-Momentum Tensor

There are three possible types of projection possible for 7),,, all of them defined in eq.
(69). The relation between T" and S is also derived in eq. (70). One extra relation to show
is between stress scalar S and the stress-energy-momentum tensor 7),,. We have (using
Al = 8+ nin, )

Sap = T b5

(442)
= Tap + Enang +n” (Tapns + Tppna)
Then the corresponding trace of S,z becomes:
S = Sapy™”
= (Tup + Enang +n° (Tapng + Tppna)) 7v*° (443)

=[5 =T
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Thus, taking trace of 4—stress-energy-momentum tensor 7}, with respect to 4—metric
gives 4—stress-energy-momentum scalar 7' while taking its trace with respect to 3—metric
gives 3—stress scalar S.

Projection of Einstein Field Equations

The Einstein field equations with A = 0 are given by:

1
o 9u\ R = 87T, (444)

where T}, = T,,,. We can recast this equation in terms of trace of 7}, by contracting this
equation with g"” to get (using ¢g"g,, = 4 and Ty, g"" =T):

(R, —

WR = —87T (445)
We substitute this relation back into eq. (444) to get:

1
(4)Rag = 8m (Tag — 2ga5T> (446)

The RHS is basically the traceless part of the stress-energy-momentum tensor.
Now we start projecting the Einstein field equations in 3 ways possible (as discussed
in Chapter 3.1).

Total Projection onto X,

We start with eq. (446) and project it twice (since there are two indices) onto X, by using
the 3—metric. Then the LHS is given by:

LHS = y4v5“R,, (447)

But this is exactly the quantity that we evaluated in eq. (437). We further use eq. (63),
in particular £, K, = NygyfvnKag —2NK,,K/, to get:

1
= LHS = WRus — 2K\ K) + KKop — v [L£Kop + DoDsN] (448)
Next we consider the RHS:
1
RHS = +4vj [SW (Taﬂ - QQaBT)] (449)
But using the definitions from eq. (69) and "= S — E, we get:

= RHS =8~ (Sag — %gag(s — E)) (450)

Thus the total projection of Einstein field equations along spacelike hypersurface X; is
given by:

1
ORos — 2K\ K} + KKop — + [£mKap + DaDgN]

) (451)
=87 [Sap — §7a5(5 — E)]

Note that all tensors involved in this equation are tangent to 2; as expected. Further-
more this equation can be re-arranged to provide for an equation of evolution of K;; along
the normal to the hypersurface X; as follows:

Lo Kij = —DiD;N + N [Ryj — 2Ky K + KKy

(452)
+4n N [’yij(S — E) — 251']‘]
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Total Projection Along n*

This time we start from eq. (444) and project it twice along n* (so as to obtain an equation
orthogonal to X;) as follows (using n#n”g,, = nfn, = —1):

1
n”n”(4)l%uy - fn“n”g,w(‘l)R = 8mnt'n"T),
2 . (453)
n*n” (4)RW + 5(4)R =8nFE

We realize that the LHS is the same as the the LHS of scalar Gauss relation (eq. (397))
which we use to eliminate (4)R/w and R to finally get:

OR - KijK¥ + K? = 167E (454)

This is also known as the Hamiltonian constraint.

Mixed Projection along >; and n*

We again start from eq. (444) and project once along ¥, using the 3—metric as well as
along the normal using n* as follows:

n“vZMRW = 8w vy T
- (455)
= n“fyg(‘l)RW = —8mpa

where we made use of the fact that g,,n"~v4 = n,v4 = 0.
Now we compare this with the contracted Codazzi relation (eq. (407)) which is repro-
duced here for convenience:

vin? @R, = DoK — D, K" (456)

and use this to eliminate n“’yg(‘l)RW to finally get:

DsKP — DK = 87p, (457)

This is also known as the momentum constraint or the diffeomorphism constraint.
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E Alternate Derivation of the ADM Action

We begin with the Einstein-Hilbert action for pure gravity without the cosmological con-
stant:

Su = 1;/(4)]%\/—gd4x = /d4x£H (458)
T

Then we make use of scalar Gauss relation (eq.(397)) which is reproduced here for
convenience:

@R = CR + K? — K;; K — 2R, n*n” (459)

But we make use of the defining relation for the curvature tensor in terms of commu-
tators and contract with n* and n":

(4)Ru,,n“n” =n" [V, V,]n* (460)
Thus we have:
R = CR 4+ K? — K;; K" — 20" [V,,,V,]| n* (461)

But now we have the following relation:

nY [V, Vo] 0P = Vi (nPV,n® = n®V,nt) — (Vanh) V,n® + (Van®)? (462)

Proof: Ignoring any boundary term arising due to integration by parts, we have for
the RHS :
RHS = (Van*) (Vun®) +n* (Vo V,n®)
— (Van®) (Vnt) —n® (Vo Vunt) (463)
— (Van) (V,m®) + (Vo)
= RHS =n"(V,Vun®) —n®(V,V,n") (464)
= RHS =n"(V,V,n®) —n"(V,V.n®) = LHS

where we applied integration by parts twice on the second term that led us to the next
line in eq. (464) (ignoring boundary terms).

Now we plug eq. (462) in eq. (461), make use of V,n# = —K (below eq. (48)), rewrite
(Vant) Vn® = (Vn#) V,ne, use the definition of K, in terms of acceleration a, (see
below eq. (46)) and realize K,,n" = a,n* = 0 to get:

= R = OR + K? - KiK' 2 [V (n"Vun® = V) = K Koy + K| (465)

If we ignore the total divergence, then we get:
= WR = OR - K? + K;KY (466)

We plug this back into the action to finally get the Einstein-Hilbert action for pure

gravity in 3 4+ 1—variables (ignoring the pre-factor 16% without loss of generality):

¢ y
Sy = / St 3N/~ ((3)}2 — K? + KUKij) (467)
t1 pans

This exactly matches with eq. (81) and thus concludes our alternate derivation of this
result.
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F Variation of the ADM Action

We start with the ADM action, either in the form provided in eq. (81) or eq. (101), and
extremize it with respect to {IV, NJ,TF ,%i;} which we equate to zero to get the corre-
sponding equations of motion. As we show below, the equations of motion corresponding
to N and N; are the constraint equations which simply imply that N and N serve the role
of Lagrange multipliers (& thus are not dynamical variables) while the ones corresponding
7 and 7i; are the actual evolution equations governing time evolution of tensor fields
(namely 7;; and 7 on spacelike hypersurfaces ).

In order to calculate the equations of motion, we need to impose the boundary condi-
tions (where X, denotes the boundary of the hypersurface ¥;):

6N|ox, = ON|ox, = 0Vijlox, = 0 (468)

However there are no restrictions on the conjugate momenta 7% which are treated as

independent variables. The set {'yij,wij,N ,]\7 } are also taken as an independent set of
variables.
We now vary the ADM action with respect to {N, N, 7%, ~;;}.

Variation with respect to Lapse Function N

We start with the ADM action provided in eq. (81) which is reproduced here for conve-
nience:

to
Sapt = / [ aeN 7 (PR - K24 KIK) (469)

t1
For the sake of convenience, let’s define S = N,/y ( R— K2+ K KU) We realize
that )R does not depend on N and ~ is taken independent of N. Thus we have:

5N—f( R— K2+K”Km)+Nf< 2K8K+2K”8K”>

ON ON (470)

We make use of the relation in eq. (63), namely K;; = ﬁ [D;N; + D;N; — *;;] and
realize that N is independent from its spatial derivatives, just like we have in classical
field theory where we take ¢ and ¢; as independent, to get:

OK;; , 1
N = 2N2 [DiN; + DilNy =35} = =7 K
ON ~ ON W)= 9N TN
Thus we have:
S 2
o2 (3) 2 ij Rl 227
= =7 7 (PR- K+ K K,,,)+Nf< K KU)

(472)
= V7 (VR + K? ~ K K;) =0

We compare with eq. (72) to realize that the Hamiltonian constraint in the vacuum
case vanishes:
E=0 (473)

Now we will show that £ = 0 < IH = 0. For this, we need to use eqs. (88, 89) to get
for ((3>R + K2 KUKZ»j):
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i 7'(2 1 ii ii
GR+ K2 - KiK;; = ®R + T (9" = 227 (75 — 2m)
2
_ep. ™ Ve a oo o2,
= R+47 ™ (37r 2w 2m° + 47 ﬂz]) (474)
1 [ 72 ii
:(3)]%‘{"7(2—7(]7'(27)

which is basically the integrand of the Hamiltonian constraint in eq. (97). Thus we
have established a constraint relation:

0Sapm
ON

20 & E=0 & H=0 (475)

Variation with respect to Shift Functions N;

In order to find the variation with respect to N;, we parametrize the action using some
arbitrary parameter A and evaluate:

s _d
oo d

(R — K* + KUK, Ny (476)
A=0

We realize that ®)R is independent of A and only depends on the 3—metric. Thus we
get:

s L dKG
= —| =2N/(-KyW+KY)—2 477
x| = 2NV (R e ) S (477)
But from eq. (85) we identify /7 (K77 — KY) = 7 to get:
dsS A K,
—| =-2Ng"—2 4
= o ™= o (478)

Next we use the relation in eq. (63), namely K;; = ﬁ [D;N; + D;N; — 4;;] and use
the symmetric properties of K;; = +Kj; to get:

dKG; 1 dN;
= _——2D; ( —2 479
dA h=o 2N < dA /\0) (479)
Plugging back, we have:
ds y dN;
Rl — _2 ljDi J 4
T e < 5 A:O) (480)

But using integration by parts, we have:

dN; ) ( AN, ) N AN,
— D, (9 &Y _ D, (7)) 24
A=0 dA [x=0 ( ) dA

W, ( =21
T ( A

where the first term on the RHS is a pure divergence and we ignore it. Thus we are left
with:

(481)
A=0

dsS

- =y .
= il = 2D (=) 6N, (482)
where we defined 0N; = % o' We have imposed 6 Nj|gz, = 0.
Thus we get: -
05 o
— =2D;7 =0 483
oN, T (483)
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Comparing with eq. (98), we get:

D; =0 (484)

We now show that ID; = 0 < p, = 0 where p, is defined in eq. (69). Consider the
projection of Einstein field equation in eq. (73) reproduced here for convenience:

DK} — D;K = 8mp; (485)
Then we make use of eq. (85) to get (recall D;v,, = 0)
Din = D; (7 (Ky'7 = K'7)) = /5 (DK - DiK") (486)

Thus D;7% = 0 implies the LHS of eq. (485) being zero, which in turn implies p; = 0.
Hence we have established the three constraint relations:

0Sapm 1
(5Nj =0 < pj = 0 <« le =0 (487)

Variation with respect to Conjugate Momenta 7%/

We start with the ADM action eq. (81) and use eq. (94) to get:
t2 3 .
SApM = dt/ d’z (77”%‘]' - HADM)
t1 X

488)
t2 .. .. N .. 71'2 (

= dt/ &z |74 — [ 209 D;N; — N 7(3)}% + — | w7 - —

t 5, [ J ( J \/> ﬁ J 9

Here S = [ d*x (w'74,;) is known as the symplectic potential.
We recall that {;;, N, Nj,ﬂ'ij } are all independent from one another. Also GR just

depends on the 3—metric. Moreover:
on? _9 or
onii ‘T oxi
8"Tab")/ab
omti
omab (489)
= QWWabw

= 27r’yab(5q5§’

(2

=27

= 27i;
Again if we define for our convenience

i ij N ij i
SE?T]%J'_ <27T]DiNj_N\ﬁ(3)R+\/TY (71'@']'71'] —2>>

, then we have:

oS . N g
(57Tij = o |"7M — 2DZ'Nj — ﬁ (271’2‘3' — W’yij)] =0 (490)
This finally gives us the equation of motion for the 3—metric:
) 0OH N
Vi = 557 = DilNj + DiNi — 7 (2mij — mij) (491)

As a redundant check, from eq. (88), we identify (2m;; — m7y;5) = —%Kij and we get
back the result from eq. (63), namely K;; = ﬁ [DiN; + D;Nj — 45].
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Variation with respect to 3—Metric v;;

We start with:

t2 .
SADM = dt A3z (71'”")/1']' — HH> (492)
t1 pm

Then using integration by parts on the first term on the RHS and ignoring boundary
terms, we get:

65 t2 Y
. _/ dt / D P LLL | N (493)
5%’]’ ty 2t 6’%]
Here we will use eq (94) for evaluating 6., Hp.
We recall that ™ — 0 but 5”“; # 0as Tqp = T °YraYsh, thus, for example, %’rb = 27l

Here we will make use of relations obtained in Chapter 2.2 but in the context of 3—D
on a hypersurface ¥;. We will use, for example, the Jacobi’s formula 6y = yy*°574s.

So now we focus on %—5 in eq. (493), which is explicitly written as (using eq. (94)):

7Tij7sz - 7;) (494)

Term C

Oy Mir = by, |2 DiN; =N 3R +

Term A Term B

al
\/,.7/

Term C is the simplest to evaluate where we make use of the aforementioned Jacobi’s
formula to get:

N 2 N 2 N N
Y - — 5. Y - - )
S Lﬁ (WT 2 )] s lﬁ] (WT 2 ) AT [(WT 2 ) ]

N 1 cd m ab a ,_bc ab
= — |-z |7Team™ — = | Y+ 2% — 7w
V7 l 2 ( 2

Term B is relatively straightforward as well if we call from Chapter 2.2 the variations
of 4—Ricci scalar and apply the same formula for 3—D case here along with using the
Jacobi’s identity again (recall that N and ~;; are independent variables):

(495)

Oy [-NVAPR] = =Noy, (VA7) PR — N6y, (PR)

a1 JabB)R) — ab g (3) (496)
= Nf R 2 R N\/’V’Y Rap

But using the variation of 4—Ricci tensor for 3—D case from Chapter 2.2 (eq. (25)),

we see that \ﬁ’yabé(:s)Rab =0, [\ﬁ ('yijé(3)T?j - gaj5(3)ng)} = 0, [\/70Z°]. But using the
3—divergence formula similar to 4—divergence from Appendix A, we get D02 = %aa(\ﬁé Z%).
So we have for term B:

5 [-NVAPR] = N7 < SR — % “b(?’)lQ)—NﬁDa((SZ“) (497)

We apply integration by parts on the last term on the RHS and ignore the boundary terms
to get (recall that D,y = 0):

S [~NVAOR] = N7 (OB = 29 OR) + 762 Du(N) (198)
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Now we simplify the expression for § Z” using the expression for the variation of Christoffel
symbol from Chapter 2.2 for our 3—D case:

_ vs(3 v (3
§2° = v sl )rfw — 4PVl )Fﬁ,,

(499)
— <7W57p>\ _ V’DDMW\) G v + (’Y‘W’Vp)‘ _ 7pl/q,u/\> sGBIr v

But using the variation for 6T auv from Chapter 2.2:

1
(7497 =77 7) 800 = 5 | (197 = 1) (59 + S = %)
= 7uV7pA67AM,V - ’YMV’VP)\(S'Y/M/,)\

Thus on plugging this back and simplifying, we have the following result after switching
to 3—covariant derivatives:

0Z% = A4 (Vubrw — VA0V ) (500)

Now we use this result to simplify the second term on the RHS of term B in eq. (498)
as follows:

SV DN = v"4°4 (Dy6vpe — Dedap) DaN

— D, [(fy“chN - fybCD“N) mc] -~ (D“DbN -~ 7abDCDCN> Vb (501)

where we again integrate by parts and use the boundary condition dv4|gx, = 0 to finally
get for term B:

1
Sy [-NVAR] = N7 <<3)Rab - 27‘“’(3)}3) ~ VA (D*D'N — 4" D.D*N)  (502)

Finally for term A, we need to expand D;N; by using the formula for 4—covariant
derivative in Appendix A for 3—D case to get:
BN?
ox*
and then use the variation of 3—Christoffel symbols with respect to the 3—metric from
Chapter 2.2. After ignoring the boundary terms, we get for term A:

D;N; = ~ ®ren, (503)

Oy |27 DiN;| = (27" DuN° — 7Dy N*) (504)

Now we make use of the constraint relation eq. (487) which implies D;7% = 0 as well
as the symmetrization on indices i and j (because we are calculating d,,,Hpy which is
symmetric in its indices) to finally get for term A:

5y [QWijDiNj} =D, (w“ch + rbeNe — TFach> (505)

Thus we plug egs. (495, 502, 505) in eq. (494) and then plug this back into eq. (493)
leads to the following equation of motion for the 3—conjugate momenta:

SH i 1 N J w2 .
g =_N ij T A7 cd " i
T 57 VY (R 57 R) + WG 7 <7rcd7r 5 |7
- — ("7 — —7m¥ D'DIN —~YD.D*N
Vel <” e T >+ﬁ( 7 )

+ D, (#’J’ NC) — 7D NI — 7I¢D N°
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G Imposing Homogeneous Ansatz on Electromagnetic Hamil-
tonian

We have the electromagnetic Hamiltonian derived in eq. (326) where the constraint re-
lations are given in eqgs. (325, 327). The homogeneous ansatz that we need to impose is
provided in eq. (334).

Hamiltonian Constraint

Let’s start with the Hamiltonian constraint which we reproduce here from eq. (325) for
convenience:

1 ) 1 -
Hem[N] = NHgy = | dPz |N 5 =T+ VA FFY (507)
Xt \ﬁ A ,
Term' A Term B

Term A becomes after using eq. (334) and orthogonality relations of triads (eq. (142)):

| 1 .
Term A = —IT'Il; = ————TI1%;, sinAI1 ¢’ sin6
2\ 2v/h sin 6 pr
1
= ——sin 0T1°T1405 508
— sin OTT*T1,

2vh

Term B simplifies to:

Term B = i\ﬁFijF”’ = %\/Esine (D7) (Di4;) — (D'AT) (D;Ay)]

= 5 Vhsing |y (DmAn) (Did)) =" y" (DmAn) (DjAi)

Term B.1 Term B.2

(500)
where we can simplify term B.1 by using eqs. (146, 147) as well as relations in invariant
basis such as D; = e?D(;:

Term B.1 = h“aeiegnhyoeieg (ean(; {A/g(t)eg}) (e;yDAY {AT(t)e]T-})
= h““égégh”UA/g(t)AT(t)eZeZ (Dgeg) (Dveg)

——
e 510
P ey =30 (510)

= h“o‘h”"AgATe{',eg(3)F§5eg(3)lﬂzve}

= hFnY? Ag AT BT,

where we took out Ag(t) and A-(t) out of spatial derivatives because they only depend on
time in the invariant basis. Also we suppressed the explicit notation Ag(t) to Az where
the time dependence is understood.

We observe from eq. (509) that term B.2 is the same as term B.1 with indices ¢ and j
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swapped. Thus we have similarly for term B.2:

Term B.2 = h“aeleg”h”"ef,e" (eang {Ag(t)eﬁ}) (e}D7 {AT(t)eZ-T})

[ea

- h”aézéih”"Ag(t)AT(t)eLeg (D(;eﬁ) (D~ej)
N—_—— N——

o7 =05 (511)
= hHR7 Ag Arelen G0 ed BT el

_ apvo 3 3)rT
= hPR7 Ag A, B8 BT,
We plug eqgs. (510, 511) into eq. (509) to get for term B:

= Term B = _Vhsing [h#h*" Az A, 03 (Gr7, — Oy )] (512)

1
2

We already noted in eq. (148) that in invariant basis for Bianchi IX universe, the
connection is not symmetric and for a torsion-free case which we have been considering
throughout, we have:

G, -Gy, =7, =7, (513)

where C],, = ¢, for Bianchi IX universe (eq. (135)). Also from eq. (135), we have
Cl, = €uwoC?7 where C77 = diag(1,1,1) = 0°7. Therefore in the invariant basis, the
Levi-Civita tensor (€,,5) which acts as a structure constant (C7,,) for Bianchi IX universe
can be raised/lowered using a Kronecker delta function (6°7) and not the 3—metric hqp:

07T €pvo = €y O70€l = Eopn (Bianchi IX) (514)

Then using eq. (513) in eq. (512) to get:

aoc“uy

1
= Term B = 5 hsin6 [h“o‘h”"AgAT(3)F’B € }

1 (515)
= 5 Vhsing (7 b7 Ag A, OIS €67 |
Next we can express the only affine connection remaining in term B as:
1 1
Grs — 28 B 2 (Grs _ B8
]'_‘CMO' 2 |:FCVO' +]'_‘O'a:| + 2 |: ]'_‘CYO' FO'CM] (516)

where the RHS is “symmetrict+anti-symmetric” parts respectively of the LHS. We also
note that h”ah”g(?’)l"ga = GJPm which is then contracted with the (completely anti-
symmetric) Levi-Civita tensor in eq. (515). Thus the symmetric part on the RHS of eq.
(516) vanishes and we are left with the anti-symmetric part. Thus we replace GIT2_ by
its anti-symmetric part in eq. (516) into eq. (515) to get:

1 1
= Term B = ix/ﬁsiHH {h“ah”UA,BAT (2 <(3)F§a - (3)rga>> fwvdw] (517)
But (3)T§U — (S)Tga = efw = €x000™"’ to get:

1
= Term B = -V hsinf {h“ah”"AgATeMU(S)‘ﬁeWVWT}
4 (518)

= i hsin 6 {huahVUAﬁATGQUELV}
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Finally we plug in eqs. (508, 518) into eq. (507) and collect the spatially dependent

term as n = ( fzt d3xzN sin 9) to get for the Hamiltonian constraint of the electromagnetic
field:

h

1
i {QHO‘HQ + T hN A Al (519)

Vh

where we keep in mind eq. (514) and the text above. Also we can always choose n to scale

as V' h so that we can put n’ = % = 1 without loss of generality.

aoc - uy

Diffeomorphism Constraints

We reproduce the diffeomorphism constraints from eq. (325) for convenience:

D[N = N'Dgapy; = / Pz | N (HjFij) (520)
Xy ——
Term C

We focus on term C where we use F;; = D;A; — D;A; and impose the homogeneous
ansatz in eq. (334) to get:

3]
; (521)

GIr8 e to get:

RV ™1

where we use eqs. (146, 147), namely D, (ef) = (3)1"@69‘ and D, (ef)

= Term C = IV F;; = sin(0)[1%, {efAﬂ(t)(g)Tﬁue? — eg”AB(t)(?’)rﬁ e”}

= sin(6)I1° A |T5, 04 — T}50% ]
= sin(0)T1° A [T}, — T4

| S —
B

=s5a
=sin(f) TI%Agersao™
—_———
depends only on time

(522)

where we used in the second line the orthogonality relations of triads (eq. (142)), eq. (513)
& the texts below it in the third line as well as eq. (514) in the fourth line.

We plug eq. (522) into eq. (520) to get for the diffeomorphism constraints for the
electromagnetic field:

= | Dpum[N'] = N'D gy = n'TI1%Agey, (523)

where we again keep in mind the relation eq. (514) and the corresponding text below it.

Gauss Constraint

We reproduce the Gauss constraint from eq. (325) for convenience:

G[A) = AG = | d*z |- 4y (DT) (524)
S Mo
erm
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Now we impose the homogeneous ansatz (eq. (334)) here to get:

Term D = Ay (D,IT') = AD; (TI°(t) sin(0)cl, )
= AI1%(¢t)D; (sin(@)ei )

67

(525)

Now we use the relation corresponding to the explicit forms of triads for Bianchi IX
universe provided in Chapter 4.2 at the end of the subsection “Geometry of Hypersurfaces”
(see footnote 7 therein for the proof of this identity), namely D; (sin(f)e?,) = 0, to realize
that the Gauss constraint is identically zero for electromagnetic field in a Bianchi IX

universe:

= |G[Ap] = 4G =0 (identically) (526)
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H Derivation of the Hypersurface Deformation Algebra

We prove here the following constraint algebra, known as the Hypersurface Deformation
Algebra (HDA), or the Dirac algebra:

(@) {D[N],D[MI]}|(,z) =D [Ly: M| = =D [£3; N'] =D |[N, M]]
(d) {D[Nj],]H[N]} () = H [£ys N] = H [N79;N | (527)
(o) {H[N],H[M]} |z = D [y*(NO; M — MO;N)|

where we use the following definition of the Poisson brackets:

, z) 6h(y)  6f(x) Sh(y)
{f(z),h }|'y7r /d [5%3 Z omii(z)  omi(z) 5%’]’(2)] 2

The definitions of the Hamiltonian contraint (sometimes also known as the super-
Hamiltonian) and diffeomorphism constraints (sometimes also known as the super-momentum)
are taken from eqs. (97, 98) reproduced here for convenience:

2
H[N] = | d*zN l—\ﬁ(?’) L (W - 7r”7rw>]
= VI 2 (529)
D[N] = | &N [~2DIm; |
t

Just like in classical mechanics where momentum generates translations, the diffeomor-
phism contraints (or the super-momentum) generates spatial deformations on the spatial
hypersurface 2; which are tangential to the hypersurface and described by the spatial vec-
tor fields N. Similarly the Hamiltonian constraint (or the super-Hamiltonian) generates
normal deformations of the spatial hypersurface, moving it forward as described by the
lapse function N. This is how N and N describe the evolution of any physical object
living on the spatial hypersurface. This can be quantified as follows: for an infinitesimal
deformation of the spatial hypersurface by é N and SN, any function F' that depends on

the phase space variables changes by an amount 0F (thus F' — F + §F') given by:
OF = {F,H[5N]} |, ) + { F. DN} |y ) (530)

This is shown in Fig. (4) where it is also illustrated that the HDA (eq. (527)) implies a
closed constraint algebra. We first prove @ and then proceed to prove @ & @ together.

Proof of @

We use the definition of Poisson brackets in eq. (528) to evaluate the LHS of @:

| SH[M]

d*x N & M 531
HINL B} o = [ @0 (foA 08 - veon) s
Thus we need to evaluate two variations, namely ,H[N] and o ]H[N ] Where we can
anytime swtich N — M) where it is understood that d, = % and d, . Also the

7ij is taken independent from the o
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Variation with respect to 3—Conjugate Momenta

Using the definition of the Hamiltonian constraint from eq. (529), we get:

2
:H[N| = 6, [/ alg‘acﬁ (ﬂabWCd’yacfybd 7; >]

= / dPr— 27F e Ypadm — b (Wab%b)) (532)

1
= /d3xﬁ <7Tab — 27Wab> om®

Variation with respect to 3—Metric

Next we evaluate variation with respect to 7., where we make use of variations derived in
Chapter 2.2.

= [ &N [— (5,77) PR — /36, R + 5, (%) <Wab7rab - 7;)

. (533)
+ﬁ (Wabéywab — 71'5771')]
We make use of the following results:
. ab b
() 67 = gimdy = Vg ae = ¥y ™oy,
(i) 6 (J5) = Z207 = 53277 Vab = 5570V
(iii) Tab = 7"'CCl'}lacf)/bd = 577Tab = YacVbd 5'y7TCd +27T6d'7bd5’7ac
——
=0
(iv) 7= 70 = 6,7 = Yap 6,7 +7P54
——
=0
Then eq. (533) becomes:
2
/d3acN — 5 abé*ya R — f& R—z\—f’yab&yab <7r g — >
Term A (534)

1
_{_7(27_‘_(117 Cdﬁ)/bdé’)/ac —nm? 5'7ab)
_

(b>c)=2m20 54y

We focus on term A:
Term A = —/d%Nﬁéy <(3)Rab'y“b) = —/dngﬁ ('y“b5(3)Rab + (3)Rab5’y“b) (535)

We can write the second term as: (3)Rab5'y“b = —(3)Rawac’ybd6%d. We have already derived
for the first term appearing here in eq. (25) to get (in 3—D):

Y6y = =Dy [D* (V5e) = D¥ (1°°67%c) | (536)
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Thus we have for term A (recalling that Dyv;; = 0):

= Term A = / PN /Ay [Dc {DC('Yab‘S’Yab) — D“(’YCbMab)} + (3%7“76”’5%4
= / d3xﬁ [(D°DeN) ™ 6yap = (D" DeN) 4670 + N /3P Rea ™y 60|

- / @2 [\/7 (D°DeN) 570 — /7 (DDN) 870 + N7 R0
(537)
where we applied integration by parts when going from the first line to the second on the
first two terms on the RHS and ignored the boundary terms. Therefore using eq. (537)
in eq. (534), we get:

= 6, H[N / >z [ 7 absy s GR 4 NAPR®6y, 4+ /7 (DEDN) 4674
2
- a b _ cd 71
W(D DN)5’Yab Q\F’Y < Ted 2>5'7ab
N ac,_b ab
+ﬁ (27r To0Yap — T 5%1))]
(538)
Rearranging finally gives us:
5 H B ab _ G b(3) cd s
2N ac,_b o c ab amnb
v G +ﬁ{(DCD N)y = (D"DPN) } | 67as
(539)

Putting Together

We have successfully calculated the variations of the Hamiltonian constraint with respect
to the 3—metric in eq. (539) and its conjugate momenta in eq. (532). We use these two
equations in eq. (531) and simplify. One helpful observation is that there is a symmetry
between N <> M and thus any term that does not contain derivatives of N &/or M will
cancel out in eq. (531). Hence we need to only keep terms in eqs. (532, 539) where
derivatives of lapse function occurs while plugging in eq. (531). We have:

(HINHDAY ) = [ (PRI (v e an)
= /d%{ _(ﬁ(DCDCN)v ~ 7 (D°D'N)) %Aﬁ (m - ;mab)] - (N« M)}

= 2/d3$ M~ (D.D°N) <7Tab - 777@1,> <7rab - 7T’7ab> (D“DbN>

Term B Term C
—(N < M)}

(540)
We apply once the integration by parts on terms B & C and ignore the boundary
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terms: 1
Term B = M~® (D.D°N) (Wab — 27r'yab)
3 M
— M (D.D°N) <7T - 2”) = 2T (D°D.N)
M
— 4 (D.N) D° (;) (541)
c m c ™
— (DeN) (D°M) 3 +M (D.N) D* ( 3
symmetric in N and M, thus cancels out
and

1
Term C = —M (wab _ 2mab) (D“DbN)

= (p'N) D [M (wab - ;W’Yab)] (542)

— (DbN) (D°M) <7‘rab — ;W'Yab> M (DbN) Do (7Tab — ;mﬂ,>

symmetric in ’a’ and ’b’, thus in N and M

Plugging eqs. (541, 542) in eq. (540), we get:
= {H[N],H[M]}|(y.n = 2 / P { [M (D.N) D* (;r) + M (D'N) D (m - ;mbﬂ
—(N < M)}
=2 / &z {M (D"N) qpa (Dem™®) = (N > M)}
-y / &3z [(DbN) M—N (DbM)] Vo Do
=2 / a3z [(DyN) M — N (DyM)] v**D.7§

=2 / A3z [MO,N — NOM] "D .x§

(543)
Then we use the definition of the diffeomorphism constraints in eq. (529) to get:

= {H[N],H[M]}|(, z = —D [7* (M&,N — No,M)] (544)

But —ID {717‘1 (MO,N — N@bM)} =+D [vbd (NOyM — M@bN)], therefore we have proved

@:

= | {H[N], H[M]}|(,.n) = D [y (N;M — M;N)] (545)

Proofs of @ & @

We now prove @ & @ together. First we prove a general relation whose special cases
directly lead us to relations @ & @

General Result

We define:
fIM] = /d?’l’Mal"'a"bl.‘.bmfal...anbl'”bm(%’;AWij) (546)
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where f is a function of phase space variables and M is independent of them. Then by
definition, we have:

= flLxM] = /d3x (ﬁN'Mal'”anbl...bm) Jaran "0 (vig, ) (547)

We calculate the Poisson bracket {ID[N'], f[M]} |(, s for a general f and as always,
keep ignoring the boundary terms whenever we apply integration by parts. We start using
the definition in eq. (528) to get:

i = 3y oD of - °D i
{DIVT, M} |y, = / d [5%(@ omid(z)  omi (w) 6vij () o)

Using the variation of the diffeomorphism constraints with respect to the 3—metric 7;;
and its conjugate momenta 7% from Appendix F, we have:

SD[N]
oyij(x) TN

Therefore plugging eq. (549) in eq. (548) gives:

: 5\ (0f(M) 6f(M)

1 _ 3 _ =y _ . ..
= {]D[N ]7f[M]} ‘(’yﬂr) - /d x [ (ﬁNﬂ— ) ( S ) (ﬁN) iz ( (5%‘]‘
(6Fy o brebm
= /deMal”'a"bl...bm [— ([:]\777”) (flénw> (550)

7r

6fa1...anb1mbm

- <£1\7 i ) ( 07ij
But fu,. 4,2t is a function of phase space variables, hence using chain rule, we have:

f ij i 6fa ...anblmbm 5fa ...anbl'"bm
Lo (g 77) = (Lgn) <167rU> + (L) (15%3 (551)

SID[N]
o7 ()

= +£1\7’yij (a:) (549)

Thus we get:

- {]D[Nz],f[M]} ’(%W) _ */d3$Ma1manb1...bm (»Cﬁfal...anblmbm (’Yijaﬂ'ij))

) - (552)

= /d3$ (ﬁﬁMal“'“”bl...bm) Faroan” 0 (g, )
where we applied integration by parts in the second line and ignored the boundary terms.
But from eq. (547), we identify the RHS to be f[£3M]. Thus we get the general result
to be:

= | {DIN'], fM1} | = f |[£5M | (553)

for any general f defined in eq. (546).

Proof of @

We substitute f[M] = ID[M] in eq. (553) to get:

{ID[N], D[N} |

7771-
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Proof of @

We substitute f[M] = H[N] in eq. (553) to get:

sN| = H[NI9;N] (555)
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