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Chiral magnets can host topological particles known as skyrmions which carry an exactly quan-
tised topological charge Q = −1. In the presence of an oscillating magnetic field B1(t), a single
skyrmion embedded in a ferromagnetic background will start to move with constant velocity vtrans.
The mechanism behind this motion is similar to the one used by a jellyfish when it swims through
water. We show that the skyrmion’s motion is a universal phenomenon, arising in any magnetic
system with translational modes. By projecting the equation of motion onto the skyrmion’s trans-
lational modes and going to quadratic order in B1(t) we obtain an analytical expression for vtrans

as a function of the system’s linear response. The linear response and consequently vtrans are in-
fluenced by the skyrmion’s internal modes and scattering states, as well as by the ferromagnetic
background’s Kittel mode. The direction and speed of vtrans can be controlled by changing the
polarisation, frequency and phase of the driving field B1(t). For systems with small Gilbert damp-
ing parameter α, we identify two distinct physical mechanisms used by the skyrmion to move. At
low driving frequencies, the skyrmion’s motion is driven by friction, and vtrans ∼ α, whereas at
higher frequencies above the ferromagnetic gap the skyrmion moves by magnon emission and vtrans
becomes independent of α.

I. INTRODUCTION

Medusas, commonly known as jellyfish, are remarkable
creatures. At over 500 million years of age, which is one
hundred times older than Homo sapiens, they are the old-
est multi-organ animal on Earth. Jellyfish usually con-
sist of a bell-like structure with tentacles attached to it.
While the tentacles serve to stun and catch prey, the jel-
lyfish actually relies on its bell to swim. By periodically
relaxing and contracting the bell, the jellyfish generates
mini-vortices in the surrounding water which help propel
it forward. Over the course of this paper we will show
that a magnetic skyrmion, a kind of microscopic particle
which occurs naturally in certain classes of magnets, can
also move through its environment using a mechanism
very similar to that of the jellyfish.

Chiral magnets are predominantly ferromagnetic ma-
terials where the inversion symmetry of the crystal lattice
is broken. The energy term responsible for this is known
as the Dzyaloshinskii-Moriya Interaction (DMI) and orig-
inates from weak spin-orbit interactions [1]. Physically
the DMI favours neighbouring spins to be perpendicular
to each other, thus encouraging twisting in the magnetic
texture. Chiral magnets can host different textures in-
cluding helical and conical phases [2, 3], where the spins
wind around a pitch vector q. The reciprocal lattices for
these phases carry just one finite momentum ±q mode,
which also means they are topologically trivial textures.
In a small phase pocket near a critical temperature Tc
and in the presence of a stabilising external magnetic
field chiral magnets can also host a skyrmion phase, con-
sisting of a hexagonal lattice of topologically quantised
magnetic whirls called skyrmions [4]. Single skyrmions
can also be created by irradiating ferromagnetic samples
with spin-polarised currents using STM tips [5, 6]. Due
to its non trivial spatial structure, a single skyrmion has
infinitely many k modes in the Fourier domain, unlike

the helical and conical textures, and additionally carries
a finite quantised topological charge Q = −1.

Generally, a skyrmion will start to move in the presence
of external forces if enough symmetries are broken in the
system. One option is to break the translational symme-
try, for instance by subjecting the skyrmion to magnetic
[7–9] or temperature [10, 11] field gradients, electric or
spin currents [12, 13], by driving it with an oscillating
magnetic field near a wall [14, 15], or even by firing at
it with magnons [16, 17]. Another possibility is to break

FIG. 1. A two-dimensional Néel skyrmion driven by a tilted
oscillating field B1(t) = B1(cos(Ωt), sin(Ωt) cos(Ωt)) starts to
move in the xy-plane with constant velocity vtrans ∝ B2

1 . The
skyrmion moves through the ferromagnetic bulk as a result of
periodic deformations arising at order O(B1) from the exci-
tation of its own internal breathing mode, the ferromagnetic
background’s Kittel mode, and scattering states above the fer-
romagnetic gap. Here the driving frequency Ω = ΩKit., which
resonantly excites the m = ±1 momentum sectors, as a result
of which the rotational symmetry of the skyrmion gets visi-
bly broken. A jellyfish swims through water using a similar
mechanism of cyclic asymmetric contractions and expansions
of its bell.

the combined time translation and rotational (around the
ez axis) symmetries. There are several numerical studies
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exploiting this second mechanism, including [18], where
a skyrmion was driven with a homogeneous out-of-plane
oscillating field in the presence of an in-plane static mag-
netic field Bxex, as well as [14], where there was no Bxex,
but the driving field was tilted. It is also possible to break
the rotational symmetry of the skyrmion by coupling its
electric dipole moment to a homogeneous oscillating elec-
tric field, see [19]. In this work, we will investigate the
same setup as [14], but our results of the skyrmion veloc-
ities differ and the full analytical treatment we will pro-
vide is novel. We will explain precisely how the skyrmion
moves as a result of periodic asymmetric deformations in
its shape, see Fig. 1, and why the details of this mecha-
nism share similarities with a jellyfish swimming through
water.

When a weakly oscillating spatially homogeneous mag-
netic field B1(t) is applied to a magnetic system, to linear
order in perturbation theory magnons oscillating at fre-
quency ±Ω, where Ω is the driving frequency, will be
excited. Going beyond linear response, at order O(B2

1)
we would näıvely expect frequency responses at 0 and 2Ω.
Upon closer inspection, the O(B2

1) response in fact also
admits a mode which grows linearly in time. In a previ-
ous work [20], we studied this in the case of driven helical
and conical phases, and showed that this linear in t grow-
ing mode corresponds precisely to the translational mode
of the helix in the ez-direction. Due to the screw sym-
metry, the translational motion can equivalently be inter-
preted as the helix rotating on its axis at constant angular
velocity Ωscrew, mimicking an Archimedean screw. In the
case of the Archimedean screw the translational and ro-
tational modes of the magnetic texture coincide, however
this is not generally the case. For instance, in a skyrmion
lattice the ez axis rotational mode is completely separate
from any of its translational modes. Driving a skyrmion
lattice with an oscillating B1(t)ez will in fact also ac-
tivate this rotational mode. Recently this phenomenon
was observed in experiments with femtosecond lasers [21],
with large rotation speeds of 2×107–108 deg s−1 achieved
near the breathing resonance of the skyrmion lattice. In
the present work we will be interested in what happens
when we drive a single skyrmion. We will show that in
this case, the two translational modes of the skyrmion in
the xy-plane get activated and the skyrmion acquires a
constant velocity vtrans = (vxtrans, v

y
trans, 0)T .

In what follows, we will first show that an oscillating
spatially homogeneous magnetic field B1(t) universally
activates the translational mode(s) of chiral magnets.
This manifests as an additional O(B2

1) force in the Thiele
equation, which we derive as a function of the linear or-
der response of the magnet. We then calculate this lin-
ear response specifically for a driven single skyrmion and
use it to evaluate its second order translational velocity
vtrans. We show that the skyrmion has two different ways
of achieving maximal vtrans, related to either activating
its own internal breathing resonance, or the background
ferromagnetic Kittel resonance. This is analogous to a
jellyfish swimming by itself versus relying on background

ocean currents to help it swim, except of course that in
the case of the skyrmion all the power comes from the
driving magnetic field. Just like for the jellyfish, friction
via the phenomenological Gilbert damping term plays a
fundamental role in our theory for the skyrmion. Para-
doxically, we even find that in some driving regimes (be-
low the ferromagnetic gap), the skyrmion actually moves
faster in systems with more damping. In the final part of
the paper we discuss what happens to vtrans in various
experimentally accessible driving frequency and damp-
ing limits, and obtain an excellent match between our
analytical predictions and micromagnetic simulations.

II. MODEL

We consider a chiral magnet whose free energy is given
by

F =

∫
d3r

[
−J

2
M̂ · ∇2M̂ +DM̂ · (∇× M̂)−M ·Bext

]
,

(1)

where M̂ = M/M0, encodes the unit local magnetisa-
tion and we are using spins of fixed length M0 = |M|.
For simplicity we neglect dipole-dipole interactions. We
consider an external magnetic field consisting of a static
component B0 and a dynamic driving component B1(t),

Bext = B0 + εB1(t), B0 = (0, 0, B0)T ,

B1(t) = (Bx⊥ cos(Ωt), By⊥ sin(Ωt), Bz cos(Ωt+ δ))T .
(2)

We will concentrate on the weak driving limit B1/B0 �
1, using ε as a book-keeping parameter in perturbation
theory in the later sections. In the absence of driving,
B1 = 0, and close to the critical temperature Tc, the
ground state of Eq. (1) is a hexagonal skyrmion lattice. If
the stabilising B0 field is large enough, a single skyrmion
also becomes a stable excitation of the ferromagnetic
phase [17]. This is the texture we will be interested in
here. Due to its rotational symmetry, a single skyrmion
is most naturally parametrised using polar coordinates,

M̂(0) =

sin (θ0(r)) cos(χ+ h)
sin (θ0(r)) sin(χ+ h)

cos (θ0(r))

 , (3)

where r =
√
x2 + y2 is the radial coordinate and χ =

arctan (y/x) is the polar angle. To model the ferromag-

netic background, where M̂(0) = ez, we set the boundary
condition limr�r0 θ0(r) = 0, where r0 is the radius of the
skyrmion. In Eq. (3) h is short for helicity, a parameter
determined by the type of DMI used in the model. In
Eq. (1) we used the bulk form of DMI, in which case the
free energy is minimised when h = π/2, giving rise to
Bloch skyrmions. We could instead have used interfacial

DMI, given by D
(
M̂z∇ · M̂− (M̂ · ∇)M̂z

)
. In that case

h = 0 minimises F , giving rise to Néel skyrmions. Eq. (3)
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is translationally invariant in the ez-direction, so that in
3D bulk materials the texture forms skyrmion tubes.

To determine the radial dependence of the angle θ0(r)
we substitute the skyrmion ansatz Eq. (3) into Eq. (1)
and solve the Euler-Lagrange equation

δF

δθ0
=

1

r

d

dr

(
r
δF

δθ′0

)
, (4)

where θ′0 = dθ0
dr and the extra r-factor on the right

side comes from using polar coordinates. For nota-
tional clarity, we now switch to dimensionless radial
units r̃ = (D/J) r and reduced magnetic field units
b0 =

(
M0J/D

2
)
B0. Eq. (4) then evaluates to

θ′′0 +
1

r
θ′0−

sin(θ0)

r2

(
b0r

2 − 2r sin(θ0) + cos(θ0)
)

= 0, (5)

with boundary conditions θ0(r = 0) = π and θ0(r =
∞) = 0, where for simplicity we dropped the tilde on r̃.
Eq. (5) is identical for both Bloch and Néel skyrmions, so
conveniently only needs to be solved once. The asymp-
totic limits r → 0 and r → ∞ admit the leading order
solutions

θ0(r → 0) ≈ π + θ′0(0)r,

θ0(r � r0) ≈ Ae−
√
b0r

√
r

. (6)

In the intermediate regime 0 < r < r0, θ0(r) has no
known analytical solution, so we solve for it numer-
ically using a shooting method implemented on julia
[17, 22, 23]. Using the initial condition θ0(0) = π we
vary θ′0(0) until θ0(r � r0) decays to zero. For large
enough r we match this numerical solution to the ana-
lytical asymptotic Eq. (6), giving us a numerical value for
A. The resulting profile θ0(r) depends only on the static
external field: the larger b0 is, the faster θ0(r) decays to
zero, and therefore the smaller the skyrmion. For simplic-
ity, we set b0 = 1 in the plots and numerical simulations
shown in later parts of the text, safe in the knowledge
that changing the value of b0 will shift the resonances in
the frequency spectrum but not introduce any other new
features.

III. ACTIVATING THE TRANSLATIONAL
MODE(S)

We now turn on the driving field B1(t). The magnetic
texture evolves in time according to the Landau-Lifshitz-
Gilbert (LLG) equation,

Ṁ = γM×Beff −
γ

|γ|
αM̂× Ṁ, (7)

where Beff = − δF [M]
δM is the effective magnetic field, cal-

culated by taking the functional derivative of the free

energy, Eq. (1). The term proportional to α is a phe-
nomenological damping term and γ = qg/(2m) is the gy-
romagnetic ratio. In our convention, γe = −|e|g/(2me)
is negative for an electron with charge −|e|, mass me and
g-factor g, which is also the case in most magnetic sys-
tems. Nevertheless we have included the prefactor γ/|γ|
to ensure that Eq. (7) and all ensuing expressions are also
valid for systems with positive γ. Note that Eq. (7) is
the general equation of motion for any magnetic texture,
not just the skyrmion. Consequently, the phenomenon
we are deriving is universal.

As B1(t) is assumed to be weak, we can expand the
magnetisation perturbatively,

M̂(r, t) = M̂(0)(r) + εM(1)(r, t) + ε2M(2)(r, t) +O(ε3),
(8)

where ε is the same book-keeping parameter we intro-
duced in Eq. (2) to keep track of the powers of B1. Linear
response dictates that M(1)(r, t) should exactly mimic
the frequency dependence of the drive. For the type of
monochromatic driving field we are using in Eq. (2), this
implies that M(1)(r, t) must also be purely oscillatory,
with frequency components ±ω. Thus any net transla-
tional motion, which is linear in t, can only enter at O(ε2)
or above. A more accurate ansatz describing a magnetic
texture which is being translated in time at a constant
O(ε2) velocity vtrans is given by

M̂(r, t) =M̂(0)
(
r− ε2vtranst

)
+ εM(1)

osc.(r, t)

+ ε2
(
M(2)

osc.(r, t) + M
(2)
stat.(r)

)
+O(ε3), (9)

where M
(1)
osc. ∼ e±iΩt, M̂

(2)
osc. ∼ e±2iΩt, while M̂

(2)
stat. ∼

e0iΩt is time-independent. Comparing Eq. (9) and
Eq. (8), we see that Eq. (8) is only a valid approximation
at short times, as the O(ε2) terms grow linearly in t and
will eventually get larger than the O(ε0, ε1) terms. We
can get rid of this problem by differentiating everything
once with respect to time. Taking the time derivatives of
Eq. (8) and Eq. (9) and collecting the O(ε1) and O(ε2)
terms separately we have

Ṁ(1)(r, t) = Ṁ(1)
osc.(r, t), (10)

Ṁ(2)(r, t) = −(vtrans ·∇)M̂(0)(r) + Ṁ(2)
osc.(r, t). (11)

Substituting Eq. (11) into App. B, operating on it with∫
d3r∇iM̂ · (M̂×) and time averaging over one period of

oscillation, T = 2π/Ω, see App. B.1 for technical details,
we obtain a Thiele-inspired equation for vtrans,

−sgn(γ)G× vtrans + αDvtrans = Ftrans[M̂
(0),M(1)],

(12)
where the gyrocoupling vector G and the dissipation ma-
trix D are defined in the usual way as functions of the
static texture M̂(0)

Gα =
1

2
εαβγ

∫
d3r M̂(0) ·

(
∇βM̂(0) ×∇γM̂(0)

)
,

Dαβ =

∫
d3r∇αM̂(0) · ∇βM̂(0),

(13)
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and the second order force is given by

F itrans. =
〈
− sgn(γ)

∫
d3r M̂(0) ·

(
Ṁ(1) ×∇iM(1)

)
+ α

∫
d3r Ṁ(1) · ∇iM(1)

〉
t
, (14)

where 〈. . . 〉t denotes time averaging over one period of
oscillation T = 2π/Ω. Note that Eq. (12) is a completely
general Thiele-inspired equation, valid for any magnetic
texture driven by a homogeneous oscillating magnetic
field. Conveniently, the effective force Ftrans only de-
pends on the static texture M̂(0) and the linear response
M(1) — this means we don’t need to know anything

about the oscillatory and static responses M
(2)
osc., M

(2)
stat.

to calculate vtrans. Remarkably, there is also no trace
of Beff, which disappeared from the equation when we
integrated over space due to the translational symmetry
of the free energy, see App. B.1. There is an alternative
(longer) way to derive Eq. (12), which involves writing
down a continuity equation in terms of the stress energy
tensor of the system, see App. C. This approach is useful
for investigating the momentum and current densities of
the magnons excited by the driving and will be exploited
in Sec. V.

The presence of the ∇iM(1) terms in Eq. (14) implies
that we need some spatial modulation in M(1) if we want
to activate the translational modes of the texture. Imme-
diately, we can conclude that vtrans = 0 for a ferromag-
net, as driving a ferromagnet with a homogeneous B1(t)
will generate a spatially homogeneous M(1)(t). The next
simplest magnetic textures to consider are the helical and
conical phases of chiral magnets. If we set up our axes
such that the helical pitch vector q = qez, the helical
and conical phases are translationally invariant in the xy-
plane, but spatially modulated in the ez-direction. Driv-
ing a helical or conical phase generates magnons travel-
ling in the ±ez-direction at linear order, M(1) ∼ ei(qz±ωt)
[20]. Substituting this into Eq. (14), we immediately no-

tice that the M̂(0) · (Ṁ(1) ×∇zM(1)) term vanishes, as

Ṁ(1) ‖ ∇zM(1). This leaves only the two dissipation
terms in Eq. (12), and the common factor α cancel to
give a velocity

vtrans = ez

∫ λ
0
dz
〈
Ṁ(1) · ∇zM(1)

〉
t∫ λ

0
dz |∇zM̂(0)|2

, (15)

where λ = 2π/q is the helix wavelength. The transla-
tional velocity vtrans can equivalently be interpreted as
a rotational angular velocity Ωscrew = qvtransez due to
the screw symmetry of the helical and conical phases.
The resulting magnetisation dynamics is reminiscent of
a rotating Archimedean screw, see also [20] for a video
and additional details. Notice that in Eq. (15) we used
the discrete lattice symmetry of the helical and conical
phases to integrate only over one helix winding λ rather
than the whole volume of the magnet. This trick can
generically be used in other repeating textures, such as

the skyrmion lattice, but will not work in systems lacking
lattice symmetry, such as a single skyrmion.

Despite the multiple qualities of Eq. (14), using it to
calculate vtrans doesn’t always work in practice. This is
due to problems of convergence which arise in the inte-
gration step during the calculation of Ftrans. If there is
no underlying lattice symmetry and the linear response
M(1) decays very slowly over space, the integration do-
main needs to be huge, making a numerical implementa-
tion impractical. Luckily, there is an alternative way of
calculating the force which bypasses this difficulty. By
projecting ∇iM̂(0) · (M̂(0)× onto Eq. (7), see App. B.2
for details, we again obtain the Thiele equation Eq. (12)
but the force is calculated in a different way,

F̃ itrans = −|γ|
〈∫

d3r
[ (
∇iM̂(0) ·M(1)

)(
M̂(0) ·B(1)

eff

)
+

1

2

(
M̂(1) · M̂(1)

)
∇i
(
M̂(0) ·B(0)

eff

) ]〉
t
. (16)

Eq. (16) is not valid in general for any magnetic texture
as it requires some surface terms vanishing at infinity,
see App. B.2. However, it is always valid if ∇iM(0),
which parametrises the texture’s translational modes,
is bounded. This is the case for example for a single
skyrmion, where as we leave the skyrmion and enter the
spatially homogeneous ferromagnetic bulk, ∇iM(0) → 0.
If this condition is fulfilled, then the integrands con-
tained in Eq. (16) are also always bounded, as a bounded

∇iM(0) also implies a bounded ∇iB(0)
eff . Hence, irrespec-

tive of the behaviour of M(1), the integrands in Eq. (16)
are always bounded by ∇iM(0). This makes a practi-
cal numerical implementation of the integral achievable.
The price to pay when using this method compared to

Eq. (14) is that one also needs to calculate the B
(1)
eff terms

— overall, the integrand in Eq. (16) is therefore a much
more complicated object. Also, investigating what hap-
pens to the force in various limiting values of α,Ω is very
challenging using Eq. (16), but easy to do using Eq. (14).

When using the effective Thiele equations in Eq. (14)
and (16), it is important to be aware the requirements for
their validity. The main assumptions used in the deriva-
tion of both equations are i), that the system has already
reached its steady state (meaning all transients generated
in the response at the start have by now decayed) and
ii), that we are working on time scales much larger than
the other characteristic time scales of the system, includ-
ing the driving frequency Ω. Effectively, we are “inte-
grating out” the short-timescale fluctuations in favour
of calculating just the O(ω0) drift of the magnetic tex-
ture. We have also not included any effects caused by
inertia terms [24, 25], expected to arise as a consequence
of the periodic deformations of the driven texture. This
is because in the steady-state limit we are considering,
vtrans = Ṙ = const., so that any contribution from a
mass term would vanish, mR̈ = 0. Under these condi-
tions we will use both Eq. (14) and Eq. (16) to calculate
and understand vtrans for a single skyrmion in Sec. V. To
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do this, we first need the linear response M(1), which we
calculate in the next section.

IV. LINEAR RESPONSE FOR THE DRIVEN
SKYRMION

The goal of this section is to solve Eq. (7) to order
O(ε) to obtain the linear response M(1). Instead of doing
this directly, we will first rewrite our problem in the lan-
guage of bosonic fields, inspired by (but not identical to)
the Holstein-Primakoff approach for quantum spins. Our
approach will also include the effects of the phenomeno-
logical damping α, which is not as evident to describe
using quantum Hamiltonians. We begin by parametris-
ing the magnetisation as

M = M0

(
e3(1− a∗a) +

√
1− a∗a

2
(e−a+ e+a

∗)

)
,

(17)

where a(r, t), a∗(r, t) are complex time- and space- de-
pendent fields. Note that, contrary to the quantum case,
the ordering of a∗ and a is unimportant here, as they
are complex numbers rather than operators. In the co-
ordinate system we use, e3 is parallel to the zeroth order
magnetisation M̂(0) given in Eq. (3), while e± span the

plane perpendicular to M̂(0),

e3 = M̂(0), e∓ =
1√
2

cos(θ0) cos(φ)± i sin(φ)
cos(θ0) sin(φ)∓ i cos(φ)

− sin(θ0)

 ,

(18)

with φ = χ+h. Using Eq. (18) it can be checked that the

important property |M| =
√

M ·M = M0 is preserved by
the parametrisation introduced in Eq. (17). By imposing
the Poisson bracket {a(r), a∗(r′)} = δ(r− r′) we further
ensure that

{M̂i(r), M̂j(r
′)} = iεijkM̂kδ(r− r′) (19)

to all orders of a, a∗. Eq. (19) implies that i{F, M̂(r)} =
M×Bext, letting us rewrite Eq. (7) as

sgn(γ)
˙̂

M = i{F, M̂} − αM̂× ˙̂
M, (20)

where we used dimensionless time units defined by
t̃ = D2|γ|/(JM0)t, with corresponding dimensionless fre-
quency ω = JM0/(D

2|γ|)Ω, rescaled the free energy

F̃ = (J/D2)F , and then immediately dropped the tildes

on t̃, F̃ to make the formulas neater. Eq. (20) resem-
bles Hamilton’s equation of motion, familiar to us from
classical mechanics, but additionally includes the phe-
nomenological damping α. Projecting Eq. (20) onto e±
we obtain non-linear equations of motion for a and a∗,
respectively, which are listed in Eq. (D1). We can expand

a and a∗ perturbatively in powers of ε

a = εa(1) + ε2a(2) +O(ε3),

a∗ = εa∗(1) + ε2a∗(2) +O(ε3).
(21)

Notice that a, a∗ is to lowest order O(ε1) and not O(ε0),

unlike the expansion for M̂ in Eq. (8). This is because
by definition a and a∗ vanish when the driving field is
turned off, B1(t) = 0. Within our perturbative scheme,
it is sufficient to solve Eq. (D1) to order O(ε1), which
mean we only need to retain those terms which are at
most linear in a, a∗. This leads to the following linearised
equations

(sgn(γ) + iα) ȧ = i
{
F

(1)
drive + F

(2)
no drive, a

}
,

(sgn(γ)− iα) ȧ∗ = i
{
F

(1)
drive + F

(2)
no drive, a

∗
}
,

(22)

where F
(1)
drive and F

(2)
no drive, refer to the O(a1) and O(a2)

contributions in the free energy given in Eq. (E2)

and (E4), respectively. In our notation F
(n)
drive refers to

terms which are explicitly dependent on the external

driving field while F
(n)
no drive refers to all the other free

energy terms. After the Poisson bracket operation in
Eq. (22), there will be O(a1) terms and O(a0) terms com-

ing from {F (2)
no drive, a} and {F (1)

drive, a}, respectively. The

O(a0) terms coming from {F (1)
drive, a} provide a driving

force f , given in Eq. (F1), which carries only three az-
imuthal angle Fourier components eimχ, m = −1, 0 and
1. We use the following Fourier convention

a(r, χ) =
∑
m

eimχam(r),

a∗(r, χ) =
∑
m

eimχa∗−m(r),

f(r, χ) =
∑
m

eimχfm(r),

(23)

and accompanying Poisson bracket

{am(r), a∗m′(r
′)} =

1

2πr
δmm′δ(r − r′) (24)

(note the factor of 1/r, a consequence of using polar co-
ordinates!) to write Eq. (22) as a single matrix equation

i (sgn(γ) + iασz)

(
ȧ

(1)
m

ȧ
∗(1)
−m

)
= σzHm

(
a

(1)
m

a
∗(1)
−m

)
+

(
fm
−f∗−m

)
,

(25)
where Hm is a 2× 2 matrix defined in Eq. (F2) and

f−1 = − 1

4
√

2
(cos(θ0) + 1)

(
bRe
−i(h−ωt) + bLe

−i(h+ωt)
)

f0 =
1

2
√

2
bz sin(θ0)

(
ei(ωt+δ) + e−i(ωt+δ)

)
(26)

f1 = − 1

4
√

2
(cos(θ0)− 1)

(
bRe

i(h−ωt) + bLe
i(h+ωt)

)
.
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As we are only interested in solutions which oscillate in
time at frequency ±ω, we need only solve Eq. (25) for
the values of m where fm is non-zero. This means we
only need to solve the three cases m = −1, 0 and +1.
Inserting the ansatz(

a
(1)
m (t)

a
∗(1)
−m (t)

)
=

(
a

(1)
m,+ω

a
∗(1)
−m,−ω

)
eiωt +

(
a

(1)
m,−ω
a
∗(1)
−m,ω

)
e−iωt,

fm = fm,+ωe
iωt + fm,−ωe

−iωt,

(27)

where a
(1)
m,±ω, a

∗(1)
−m,∓ω, fm,±ω are complex fields which

only depend on r, into Eq. (25) and collecting the coeffi-
cients of the e±iωt terms we obtain the time-independent
matrix equations

∓ω (sgn(γ) + iασz)

(
a

(1)
m,±ω

a
∗(1)
−m,∓ω

)
= σzHm

(
a

(1)
m,±ω

a
∗(1)
−m,∓ω

)

+

(
fm,±ω
−f∗−m,∓ω

)
. (28)

We will solve Eq. (28) by expanding a
(1)
m,±ω, a

(1)
−m,∓ω into

the eigenbasis of σzHm. Sec. IV.1 explains how to ob-
tain this eigenbasis including the effects of the Gilbert
damping α.

IV.1. Damped eigenbasis of σzHm

Using the notation |m, k, i〉 and Em,k,i to designate the
eigenvectors and eigenvalues respectively, the eigenvalue
equation reads

Em,k,i (sgn(γ) + iασz) |m, k, i〉 = σzHm |m, k, i〉 , (29)

where k parametrises the energy and i = {1, 2} labels
which of the two eigenvectors of σzHm we are referring
to. Using the property σxHmσ

x = H−m, it can be shown
that if |m, k, i〉 is an eigenvector of σzHm with eigenvalue
Em,k,i, then σx |m, k, i〉∗ is also an eigenvector of σzH−m
with eigenvalue −E∗m,k,i, see App. 1 for the derivation.

This means that |−m, k, 2〉 = σx |m, k, 1〉∗ and E−m,k,2 =
−E∗m,k,1, and we can write everything in terms of only
the i = 1 eigenvector and eigenvalue, suppressing the
i-index in the expressions that follow.

Due to the presence of damping α in Eq. (29),
|m, k〉 and Em,k will in general be complex. Physically,
Re(Em,k) corresponds to the frequency of the spin wave
while Im(Em,k) quantifies its damping. Assuming that
α� 1, we can expand everything perturbatively in pow-
ers of α,

|m, k〉 =
∣∣∣m, k(0)

〉
+ iαsgn(γ)

∣∣∣m, k(1)
〉

+O(α2),

Em,k = sgn(γ)ε
(0)
m,k − iαε

(1)
m,k +O(α2).

(30)

Stopping at linear order in α in Eq. (30) is sufficient to
take into account the leading order effects of damping,
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1
2
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4
√
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− 1

4
√

2 (cos(θ0) − 1)
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1

r

∣∣∣0,br.(0)
〉
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〉
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l
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−0.5
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2

r

∣∣−1, 1.5(0)〉
u∣∣−1, 1.5(0)〉
l∣∣0, 1.5(0)〉

u∣∣0, 1.5(0)〉
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u∣∣1, 1.5(0)〉
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−0.2

0
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0.4

0.6

k

k2c̃
(0)
−1,k,±ω

k2c̃
(2)
−1,k,±ω

c
(0)
0,k,±ω

c
(1)
0,k,±ω

c̃
(0)
1,k,±ω

c̃
(1)
1,k,±ω

(a) (b)

(c) (d)

FIG. 2. a) r-dependent factors of f0, f±1. While the factors
in f0 and f1 are bounded and decay as r � r0 ∼ 6, the factor
in f−1 tends to a finite constant value −1/(2

√
2) as r → ∞.

b) Bound modes of the skyrmion. Only the m = 0 breathing
mode and m = ±1 translational modes are excited by spa-
tially homogeneous driving. “u” and “l” stand for “upper”
and “lower” component of the eigenvector, respectively. c)
Scattering states of the skyrmion. Here we show one example
of a scattering state with m = 0,±1 and k set to 1.5. A con-
tinuum of such states with k > 0 is excited by homogeneous

driving. d) Scattering state coefficients c
(0,1)
0,k,±ω, c̃

(0,1)
±1,k,±ω for

bz, bR, bL = 1 and δ, h = 0, plotted as a function of k.

thus we will only discuss how to obtain the O(α0) and
O(α1) eigenvectors and eigenvalues. The problem of cal-

culating
∣∣m, k(0)

〉
, ε

(0)
m,k has been solved before, see [17]

for a detailed account. Very briefly, it involves using the
shooting method with some initial conditions at r = 0,
and imposing that the lower component of |m, k〉 decays
to zero for r � r0. The eigenspectrum consists of dis-

crete bound modes with ε
(0)
m < b0 and a continuum of

scattering states with ε
(0)
m > b0. For m = 0 there is a sin-

gle bound mode known as the breathing mode, which we

label
∣∣∣0,br.(0)

〉
, with energy ε

(0)
br. = 0.839 for b0 = 1. For

m = 1 there is also a a single bound mode, which hap-
pens to be one of the skyrmion’s two translational modes
(the other one being in the m = −1 sector), with energy

ε
(0)
trans = 0. This translational mode is known analytically,

∣∣∣m = 1, trans.(0)
〉

=
1

2
√

2

(
θ′0 −

sin(θ0)
r

θ′0 + sin(θ0)
r

)
, (31)

and can be used to obtain the other translational
mode via

∣∣m = −1, trans.(0)
〉
=σx

∣∣m = 1, trans.(0)
〉
.

The upper and lower components of
∣∣∣0,br.(0)

〉
and∣∣m = 1, trans.(0)

〉
are plotted as a function of r in

Fig. 2(b) — note how they are all confined to the
skyrmion radius r0 ' 6. For the scattering states∣∣m, k(0)

〉
the energy is independent of m, and exists



7

on a continuum parametrised by εm,k = b0 + k2. We
show some examples of the scattering states from the
m = 0,±1 sectors in Fig. 2(c). Note that, unlike the
bound modes, the upper components are not confined
to the skyrmion radius but instead penetrate far into
the ferromagnetic bulk. Far away from the skyrmion
and after a few oscillations, the behaviour of the upper
components can be described analytically by Bessel
functions,

lim
r�r0,
2π/k

∣∣∣m, k(0)
〉
u

= Am,kJm+1(kr)−Bm,kYm+1(kr),

(32)
where Am,k = cos(δm,k), Bm,k = sin(δm,k), and δm,k

are phase shifts required to match the near and far-field
solutions. The near-field (r < r0) behaviour and δm,k
are obtained numerically during the shooting procedure.
Together, the bound and scattering states constitute a
complete orthogonal eigenbasis for each m-sector, with
the eigenvectors satisfying the inner products listed in
App. G2. We can use this orthogonal eigenbasis to do
perturbation theory in orders of α, see App. G3. The
resulting first order corrections to the eigenstates and

eigenenergies,
∣∣m, k(1)

〉
and ε

(1)
m,k, are given in Eq. (G2)

and (G3). Armed with the orthogonal eigenbasis of
σzHm, it becomes — at least at first glance — much eas-
ier to solve Eq. (28). The idea is to expand the am,±ω,
a∗−m,∓ω fields in the bound and scattering states of the
relevant m-sectors,

(
a

(1)
m,±ω

a
∗(1)
−m,∓ω

)
=

cm,bd.,±ω

∓ω − Em,bd.
|m,bd.〉 −

c∗−m,bd.,∓ω

∓ω + E∗−m,bd.

σx |−m, bd.〉∗

+

∫ ∞
0

k dk

(
cm,k,±ω
∓ω − Ek

|m, k〉 −
c∗−m,k,∓ω
∓ω + E∗k

σx |−m, k〉∗
)
,

(33)

where the coefficients cm,bd.,±ω, cm,k,±ω are complex
numbers which still need to be identified. Just like the
eigenbasis Eq. (30) we can expand the c’s perturbatively
in α,

c±m,bd.,±ω = sgn(γ)c
(0)
±m,bd.,±ω − iαc

(1)
±m,bd.,±ω +O(α2)

cm,k,ω = sgn(γ)c
(0)
±m,k,±ω − iαc

(1)
±m,k,±ω +O(α2).

(34)
Substituting Eq. (33) and (34) into Eq. (28), project-

ing
〈
m,bd.(0)

∣∣∣ or
〈
m, k(0)

∣∣ and using the orthogonality

properties given in App. 2, we find, at order O(α0),

c
(0)
m,bd.,±ω =

〈
m,bd.(0)

∣∣∣σz ∣∣∣∣( fm,±ω
−f∗−m,∓ω

)〉
,

c
(0)
m,k,±ω =

〈
m, k(0)

∣∣∣σz ∣∣∣∣( fm,±ω
−f∗−m,∓ω

)〉
.

(35)

Following the same procedure at order O(α1) we calcu-

late c
(1)
m,bd.,±ω and c

(1)
m,k,±ω, listing the resulting expres-

sions in Eq. (G4). Let us take a closer look at Eq. (34)
and (G4) to check that these coefficients are well-defined.

For c
(0,1)
m,bd.,±ω the presence of the bound state 〈m,bd.|

ensures that the integrands are bounded, consequently

the c
(0,1)
m,bd.,±ω coefficients are always well-defined. For the

scattering state coefficients c
(0)
m,k,±ω this is no longer true,

as
〈
m, k(0)

∣∣ only decays with amplitude 1/
√
r, so that the

integrand has overall r-dependence
√
rfm,±ω(r). We thus

need limr�r0fm,±ω to decay faster than 1/
√
r for the in-

tegral to be well-defined. In Fig. 2(a) we plot fm,±ω as a
function of r for m = 0,±1, using the definitions given in

Eq. (26). While f0, f1 both decay to zero as r � r0, f−1

tends to a finite constant value. Physically, this comes
about because f−1 excites the ferromagnetic background
rather than the skyrmion core. One way to check this
is to consider what happens if we repeat our calculation
for a system without a skyrmion. In this case we would
have a simple ferromagnetic state with M̂(0) ‖ ez every-
where, and consequently θ0(r) = 0, from which we can
confirm that the only driving component seen at linear
order by the ferromagnet is f−1. The technical conclu-
sion from this discussion is that while we can use Eq. (34)
and (G4) successfully to determine a0,±ω in Eq. (33), we
need a different approach for calculating a±1,±ω. As we
will show in Sec. IV.2, we can solve the problem caused
by the f−1 component by separately defining and con-
structing a |m = −1, k = 0〉 mode.

IV.2. |m = −1, k = 0〉 mode

As we are driving our system with a spatially homo-
geneous oscillating magnetic field, we excite the k = 0
magnon modes of the ferromagnetic bulk. Given that the
scattering modes oscillate with wavelength λ = 2π/k, the
k = 0 magnons have infinite wavelength. In other words,
for r � r0 the |m, k = 0〉 wave-functions must reach
a constant r-independent value. To find out whether
this constant value is finite or zero we can consider the
scattering states of a ferromagnet. These are given by
|m, k〉u = Jm+1(kr), |m, k〉l = 0. Using Jn(0) = δn0, we
conclude that |m, 0〉u,l is only finite when m = −1. Thus,
the only relevant k = 0 mode in a system driven by a
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FIG. 3. δM as a function of r for different driving frequencies ω and polarisations bz, bR, bL, with α = 0.03, b0 = 1 and
γ < 0. a) Out-of-plane driving bz = 0.01, bR = bL = 0. δM is largest at the breathing mode resonance ωbr. = 0.839 and is
mostly confined to the region of the skyrmion, r . r0. b) In-plane right-polarised driving bR = 0.01, bz = bL = 0. The Kittel
(background ferromagnet) mode at ωKittel = 1 is resonantly excited. c) In-plane left-polarised driving bL = 0.01, bz = bR = 0.
The Kittel mode is not resonantly excited, consequently δM is four orders of magnitude smaller than for right-polarised driving.
In a material with γ > 0 the situation would be reversed, with the Kittel being resonantly excited by left-polarised driving. In
the in-plane-polarised driving case, δM tends to a constant value in the bulk rather than decaying to zero, due to the k = 0
mode. For all three driving polarisations, when ω > b0 = 1 we resonantly excite the relevant scattering mode |m, k〉 with
k =
√
ω − b0, but the time-averaging washes these out in panels (a) and (c). Meanwhile, interference between the aconst−1,+ω and

ascatt−1,+ω gives visible oscillations in panel (b). Finite damping ensures that these oscillations decay with length scale l ∼ vg/(αω).

spatially homogeneous magnetic field is |m = −1, k = 0〉.
Note that the arguments made in this paragraph are per-
fectly general and apply not only to a single skyrmion,
but also to any other localised magnetic defect embedded
in a ferromagnet.

While the need for a |m = −1, k = 0〉 skyrmion scat-
tering mode is conceptually clear, trouble arises when we
attempt to implement it numerically using the shooting
method. The reason is the following: for the scattering
modes, as long as k is not extremely small, the oscil-
lations of |m = −1, k〉u conveniently penetrate into the
bulk of the ferromagnet without significant numerical er-
rors. Indeed, in this case, the energy term in the eigen-
value equation starts to dominate the potentials (evalu-
ated at machine precision) at a finite distance from the
skyrmion core. However, as k → 0, we need to go further
and further away from the skyrmion core for the energy
term to completely overshadow the potentials and ex-
hibit the oscillatory nature of the wavefunction in the
bulk. Unfortunately, this very fact renders the shooting
numerics invalid at tiny values of k, as small inaccura-
cies in the numerical value of the potentials cannot be
eliminated up to very large distances and they end up
fundamentally changing the nature of the numerical so-
lution. The manifestly unstable nature of the shooting
numerics in the small k regime can actually be attributed
to the fact that the |m = −1, k = 0〉 mode with ε = b0 is
a boundary mode across which the long-distance asymp-
totics of the (upper) wavefunction changes from expo-
nential (for 0 < ε < b0 ) to decaying oscillatory (for
ε > b0 ). In fact, precisely at k = 0, the eigenvalue equa-
tion Eq. (29) admits two allowed asymptotic solutions,
limr�r0 |m = −1, k = 0〉u = A + B log(r). Physical in-
tuition then dictates that B = 0, but numerical inaccu-
racies in the code (which are unavoidable) always result

in a finite B. An alternative approach to the shooting
method is therefore needed. Here we will propose a so-
lution where we write the |m = −1, k = 0,±ω〉 mode as
a superposition of f±1,±ω and all the other modes from
the m = −1 sector,

|−1, 0,±ω〉 = (sgn(γ) + iασz)−1

(
f−1,±ω
−f∗1,∓ω

)
+

∫ ∞
k>0

k dk
(
c̃−1,k,±ω |−1, k〉 − c̃∗1,k,∓ωσx |1, k〉

∗)
+ c̃−1,trans.,±ω |−1, trans.〉 , (36)

where f−1,±ω takes care of the upper component tending
to a constant value as r � r0. The role of all the other
m = −1 modes is to ensure that the eigenvalue equation,

E0(sgn(γ) + iασz) |−1, 0,±ω〉 = σzH−1 |−1, 0,±ω〉 ,
(37)

is fulfilled. Perturbatively expanding the c̃
(0,1)
m,k,±ω’s anal-

ogously to the c
(0,1)
m,k,±ω’s in Eq. (34), we find

c̃
(0)
−1,k,±ω = − 1

k2

〈
−1, k(0)

∣∣∣ (H−1 − b0σz)
∣∣∣∣(f−1,±ω
−f∗1,∓ω

)〉
,

(38)

c̃
∗(0)
1,k,∓ω =

1

2b0 + k2

〈
1, k(0)

∣∣∣σx(H−1 − b0σz)
∣∣∣∣(f−1,±ω
−f∗1,∓ω

)〉

and c̃
(0,1)
−1,trans.,±ω = 0, with the c̃

(1)
±1,k,±ω’s given in

Eq. (G6). To check that the integrands in all the c̃(0,1)’s
are now bounded, let us look at the r � r0 limit of the
H−1−b0σz and (b0−H−1)σz operators found inside these
expressions. Using limr�r0 H−1 = 1b0 + 2

r2 (1 − σz) we
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have

lim
r�r0

(H−1 − b0σz) = (1− σz)
(
b0 +

2

r2

)
,

lim
r�r0

(b0 −H−1)σz = − 2

r2
(1− σz) .

The presence of the (1−σz) factor in both of these terms

guarantees that the f−1,±ω component, which was caus-
ing the problematic unbounded behaviour in the inte-
grands of Eq. (35) and (G4), gets pushed out of the in-
tegrand at large r. This makes the integrands overall
bounded, as they vanish for r & r0. Consequently, the

c̃
(0,1)
±1,±ω’s coefficients are completely well-defined.

We can use the newly defined k = 0 mode to write an
ansatz for the a1,±ω, a∗−1,±ω fields,

(
a

(1)
1,±ω

a
∗(1)
−1,∓ω

)
= − 1

∓ω + E∗0
σx |−1, 0,∓ω〉∗ −

∫ ∞
k>0

k dk

(
c̃1,k,±ω
∓ω − Ek

|1, k〉 −
c̃∗−1,k,∓ω

∓ω + E∗k
σx |−1, k〉∗

)
. (39)

Using the eigenvalue equation Eq. (29) it is straightfor-
ward to verify that Eq. (39) solves Eq. (28). The tech-
nique which we used here of separating the k = 0 mode
from all the finite k modes is inspired from the well-
known trick of separating the BEC mode from all the
finite energy excitations in a bosonic gas [26]. Here, how-
ever, the defining feature of the k = 0 mode is not that
it costs zero energy (it costs finite energy b0) — rather,
its “specialness” is observed in the first order dynamics
of the driven system. Inspecting Eq. (39), we can see
that when driven on-resonance and in the limit of small
damping, only the k = 0 mode will be resonantly excited
and grow like 1/α, as any resonance excited in the finite
k-modes gets smeared out by the integration over k.

In Fig. 2(d) we plot c
(0,1)
0,k,±ω, c̃

(0,1)
±1,k,±ω as a function of k.

All the coefficients decay to zero for k & 6, which provides
a natural upper k-cutoff for the numerical implementa-
tion of expressions Eq. (33) and (39). Note the presence

of the 1/k2 factor in c̃
(0,1)
−1,k,∓ω, which causes a singularity

as k → 0. While this would be problematic if we really
wanted to obtain the k = 0 mode in isolation, when com-
bined with the finite k scattering modes in Eq. (39) the

1/k2 singularities vanish, because for each c̃
(0,1)
−1,k,∓ω there

is a pre-factor 1/(±ω +E∗0 )− 1/(±ω +E∗k) ∼ k2. As we
have full numerical knowledge of the c0,k,±ω, c̃±1,k,±ω
coefficients we can calculate the linear response fields

a
(1)
0,±ω,a

(1)
±1,±ω for any r using Eq. (33) and (39).

We now consider the far-field limit r � r0, where only
the constant component of the k = 0 mode and the finite
k scattering mode contributions survive. We denote these

as a
(1),const
m,±ω and a

(1),scatt
m,±ω , respectively. a

(1),const
−1,±ω can be

directly read off from Eq. (36) and (39),

a
(1),const
−1,±ω = −

e−ihbR/L

2
√

2

1

±ω + sgn(γ)b0 − ib0α
, (40)

while a
(1),const
1,±ω , a

(1),const
0,±ω = 0 as there is no finite k = 0

mode in those m-sectors. As the scattering modes adopt

the free Bessel form in Eq. (32), a
(1),scatt
m,±ω can be further

simplified using a contour integral, see App. I for tech-
nical details. We then obtain, for γ < 0 and to leading

order in α,

a
(1),scatt
0,+ω = −

√
π

2k0r
c
(0)
0,k0,+ω

e−iδ0,k0 ei(
π
4−k0r)e−αωr/vg ,

(41)

a
(1),scatt
±1,+ω =

√
π

2k0r
c̃
(0)
±1,k0,+ω

ei(±
π
2−δ±1,k0

)ei(
π
4−k0r)e−αωr/vg ,

and a
(1),scatt
m,−ω = 0. Here k0 =

√
ω − b0 is the momentum

of the resonantly selected spin-wave and vg = 2
√
ω − b0

is its group velocity. The physical interpretation is that
when driven with ω > b0 the skyrmion acts like a reso-
nant antenna, sending out magnons with momentum k0

which get damped over a length scale l ∼ vg/(αω).
Videos of the time-dependent linear response of the

skyrmion to out-of-plane as well as in-plane right-
polarised driving are provided as supplementary mate-
rials, see App. A. Another way to visualise the linear
response of the system is to consider the time- and polar
angle- averaged local deviation from the static skyrmion
texture M(0), defined as 〈|δM̂|2〉 = 〈|M̂(t)−M̂(0)|2〉χ,t =
2〈a∗a〉χ,t, using Eq. (17). To leading order O(ε2), this is
given by

〈|δM̂|2〉 =
∑

m=0,±1
ω′=±ω

2a
∗(1)
m,ω′(r)a

(1)
m,ω′(r). (42)

In Fig. 3 we plot δM =

√
〈|δM̂|2〉 as a function of r for

various driving frequencies and polarisations with γ < 0
and α = 0.03. For out-of-plane driving, bL = bR =
0, δM is mostly confined to the skyrmion radius and
largest when we drive at the breathing mode frequency,
ω = ωbr. = 0.839, see Fig. 3(a). For in-plane driving,
bz = 0, the resonant frequency is the Kittel frequency,
ωKit. = b0 = 1, but it is only resonantly excited by right
polarised driving, as can be seen by comparing the scales
in Fig. 3(b) and (c). In-plane driving excites the ferro-
magnetic bulk, hence δM tends to a constant value in the
ferromagnetic bulk rather than decaying to zero, as was
the case with out-of-plane driving. Interference between
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the a
(1),const
−1,+ω and a

(1),scatt
−1,+ω results in visible oscillations of

wavelength 2π/k0 in Fig. 3(b) when ω > ωKit..
In this section we developed all the machinery neces-

sary to obtain the full linear response of the skyrmion to
external driving by a homogeneous magnetic field B1(t).
Next, we will use this to calculate the second order trans-
lational velocity vtrans in Sec. V.

V. SWIMMING SKYRMION

In the linear response framework of Sec. IV the
skyrmion was able to undergo periodic contractions, di-
lations and rotational-symmetry breaking deformations,
but its (time-averaged) centre remained firmly stuck in
one place. At order O(ε2), however, the skyrmion will
start to “swim” with constant velocity vtrans, see also
the video provided in App. A. This motion happens as
a consequence of the linear order cyclic asymmetric de-
formations, a kind of mechanism also used by jellyfish
when they swim through water. In this section we will
calculate vtrans and understand how it is influenced by
the driving field’s polarisation and frequency, as well as
the amount of damping in the system.

We wish to solve Eq. (12) for vtrans. On the LHS of
this equation we have the familiar gyrocoupling and dis-
sipation terms of the Thiele equation, which for a single
skyrmion are given by

G̃ = −4πez,

D̃xx = D̃yy = π

∫ ∞
0

dr r

(
θ′20 +

1

r2
sin2(θ0)

)
,

(43)

where we used the skyrmion’s translational symmetry in
the ez-direction to define G̃ = G/Lz, D̃ = D/Lz, Lz be-
ing the sample length in the ez-direction. Due to the
skyrmion’s rotational symmetry D̃xx and D̃yy are the

only non-zero entries of the dissipation matrix D̃ij . As
a result the vztrans component vanishes completely and
Eq. (12) reduces to a 2× 2 matrix equation,(

αD̃xx −4πsgn(γ)

4πsgn(γ) αD̃yy

)(
vxtrans

vytrans

)
=

(
F xtrans/Lz
F ytrans/Lz

)
,

(44)
which we can easily invert to evaluate vtrans = vxtransex+
vytransey. As discussed in Sec. III, there are two different
ways of evaluating the force on the RHS of Eq. (44),
given in Eq. (14) and (16). In both methods, the force

densities are functions of M̂(0), M(1), which carry no
z-dependence. This means we can replace 1

Lz

∫
d3r →∫

d2r in Eq. (14) and (16).
Let us first develop some intuition for Ftrans using

the first method, Eq. (14). It turns out that the first
term in Eq. (14) actually vanishes in the case of a driven
skyrmion,∫

d2r 〈M̂(0) · (Ṁ(1) ×∇iM(1))〉t = 0. (45)

This result relies on α being finite so that all the linear re-
sponse, with the exception of the spatially constant bulk
contribution coming from the k = 0 mode, decays to
zero as r → ∞, see App. J for details. For this reason
Eq. (45) is in fact a general result, valid for any driven
magnetic system with some localised topological charge
embedded in a ferromagnetic sea, as long as there is finite
damping. Physically, Eq. (45) has two interesting conse-
quences. The first involves the emergent electric field,
which is given by

Ei =
~

2|e|
M̂ · (∇iM̂× ˙̂

M) (46)

for any general moving magnetic texture M [27]. To

order O(ε2), Eq. (46) has two contributions, ~
2|e|M̂

(0) ·
(∇iM(1) × Ṁ(1)) and

~
2|e|

M̂(0) · (Ṁ(2) ×∇iM(0)) =
~

2|e|
(qtop × vtrans)i,

where qtop is the topological charge density defined in
Eq. (C8). When time-averaged and integrated over all
space, the first contribution vanishes and we conclude
that the O(ε2) time-averaged, spatially integrated elec-
tric field is just given by∫

d2r〈E(2)〉t =
~
2e

G× vtrans. (47)

This means that an electron far away will only feel
an electric field from the net time-averaged motion of
the skyrmion at velocity vtrans. Eq. (47) is exactly
the electric field predicted by Faraday’s law of induc-
tion Ḃ = −∇ × E, if we model the moving skyrmion
as a point flux with an emergent magnetic field, B =
− h
|e|δ(r− vtranst)ez.

The second consequence of Eq. (45) is that the time-
averaged total rate of change of the magnon momentum,∫

d2r〈Ṗm
i 〉, defined in Eq. (C9), also vanishes. The phys-

ical interpretation of this is that all the force generated
by the time-averaged rate of change of momentum of the
emitted magnons eventually gets absorbed by the bulk
due to the finite damping α.

Getting back to our Thiele equation, we only have the
second force term to worry about in Eq. (44),

F itrans = α

∫
d2r〈Ṁ(1) · ∇iM(1)〉t

= α

∫
d2r
〈
ȧ(1)∇ia∗(1) + ȧ∗(1)∇ia(1) (48)

− i cos(θ0)∇i(χ)(ȧ(1)a∗(1) − ȧ∗(1)a(1))
〉
t
,

where we rescaled F itrans/Lz → F itrans to avoid extra clut-
ter, and then substituted the expansion Eq. (17) to write
the integrand in terms of the a(1), a∗(1) fields. Due to
the spatial derivative ∇i and integration over the po-
lar angle χ, only terms carrying a net angular momen-
tum m = ±1 in the integrand of Eq. (48) will survive.
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For example, terms such as a
(1)
0,+ωa

∗(1)
1,+ω, a

(1)
0,+ωa

∗(1)
−1,+ω sur-

vive but a
(1)
0,+ωa

∗(1)
0,+ω, a

(1)
−1,+ωa

∗(1)
−1,−ω are killed by the in-

tegration over χ. All surviving terms in the integrand of

Eq. (48) are therefore products of one a
(1)
0 field and one

a
(1)
±1 field — we thus require a tilted driving field b1(t),

with bz > 0 and at least one of bR, bL > 0, to get a finite
Ftrans.

Next we consider what happens to Ftrans as function
of the driving frequency ω and damping α. If we drive
below the gap, ω < ωKit., none of the scattering modes
are resonantly excited, so a0 and consequently the in-
tegrand of Ftrans are bounded to the skyrmion radius
r0. We choose to discuss in particular the case of a Néel
skyrmion, h = 0, driven with a general tilted field b1(t)
as defined in Eq. (2), with bz, bR, bL > 0 and phase shift
δ = 0. A different choice of δ or h would have an effect on
the orientation, but not the magnitude of Ftrans. With
this particular choice, the forces off and on resonance in
the limit of small damping are given by

lim
α→0

Ftrans(ω 6= ωbr., ωKit.) ∼ αey,

lim
α→0

Ftrans(ω = ωbr., ωKit.) ∼ ex,
(49)

respectively, see App. K for the derivation of this result.
In the resonant driving cases, ω = ωbr., ωKit., the pre-
factor α gets cancelled by a 1/iα singularity entering via

either the a
(1)
0 or a

(1)
−1 field, depending on whether we are

at the breathing or Kittel resonance. Meanwhile, on the
other side of the Thiele equation only the gyrocoupling
term survives in the limit of small α, resulting in veloci-
ties

lim
α→0

vtrans(ω 6= ωbr., ωKit.) ∼ αex,

lim
α→0

vtrans(ω = ωbr., ωKit.) ∼ ey,
(50)

off and on resonance. We conclude that when driven
non-resonantly below the gap, the skyrmion curiously
“swims” faster in more damped environments! As damp-
ing needs to be non-zero for the skyrmion to move in
this driving frequency range, we call it the friction-driven
regime. In other parts of the natural world, snails, cater-
pillars and other molluscs are also known to rely on sim-
ilar friction-driven mechanisms for their motion.

If we instead drive above the gap, ω > ωKit.,
the skyrmion turns into a magnon antenna, emitting
magnons of radial momentum k0 =

√
ω − ωKit. and an-

gular momentum m = 0,±1 in a non-uniform way. This
means that the integrand of Ftrans is no longer bounded
to r0, but remains finite up to the magnon’s decay length,
l = vg/(αω). Thus for small α most of the integrand is
actually outside the skyrmion radius r0. In the region
r � r0, 2π/k0 we can substitute the far-field expressions

a
(1),const
0,±1 and a

(1),scatt
0,±1 , given in Eq. (40) and (41), to eval-

uate the integrand. The slowest decaying terms in the

integrand come from products such as a
(1),scatt
0,+ω a

∗(1),scatt
1,+ω ,

and have radial dependence ∼ e−2αωr/vg/r. From dimen-
sional analysis, we know that the radial integral of this

quantity scales as∫ ∞
r0

r dr e−2αωr/vg

r
∼ 1

α
.

The α pre-factor in Eq. (48) will cancel the 1/α singu-
larity coming from the integral and we conclude that

lim
α→0

Ftrans(ω > ωKit.) ∼ const. (51)

In the limit of small damping, the force is therefore
independent of α when we drive above the ferromag-
netic gap. On the other side of the Thiele equation
the gyrocoupling term still dominates for small α, so
limα→0 vtrans(ω > ωKit.) ∼ const.

Collecting all these results in one expression for the
speed of the skyrmion as a function of the driving fre-
quency ω, we have

lim
α→0

vtrans ∼

{
α, ω < ωKit., ω 6= ωbr.,

const., ω = ωbr. or ω ≥ ωKit..
(52)

The fact that the skyrmion’s speed is independent of
α when we drive it above the ferromagnetic gap sug-
gests that it cannot be the same friction-driven mech-
anism that is causing the skyrmion’s motion in this fre-
quency range. We can gain a better understanding of the
mechanism by looking at the O(ε2) contributions of the
time-averaged magnon rate-of-change-of-momentum and

current densities, 〈Ṗm
ν 〉t and 〈J(2)

ν 〉t, which we defined
in Eq. (C5) and (C9). These quantities enter the total
force density Ftot in Eq. (C10), but disappear from the
equation once we integrate Eq. (C10) over all space. In
fact we can also integrate Eq. (C10) over a disk of finite
radius, rather than all space. We expect that at some
finite radius rbulk(ω) the time-averaged magnon rate-of-
change-of-momentum and current densities will reach the
ferromagnetic bulk values

〈Ṗm
ν 〉bulk

t = 0,

〈J(2)
ν 〉bulk

t = const. eν .

Once they have reached these bulk values, 〈Ṗm
ν 〉t and

∇·〈J(2)
ν will once again vanish after the integration step,

so it is in fact sufficient to integrate Eq. (C10) in the
region 0 < r < rbulk(ω). rbulk(ω) depends strongly
on the driving frequency ω. In Fig. 5 we plot the

driven skyrmion spin texture together with 〈J(2)
ν 〉t and

〈Ṗm
ν 〉t for ν = x, y, at three different driving frequencies,

ω = 0.84, 1 and 3. In Fig. 5(a), where ω < ωKit., we

see that 〈Ṗm
ν 〉t and 〈Jν〉t already reach their bulk values

at r ∼ r0, as no finite k magnons are excited below the
gap. On the other hand, in Fig. 5(c), where ω > ωKit.,
magnons of finite k0 =

√
ω − ωKit. gets excited. As a con-

sequence 〈Ṗm
ν 〉t and 〈Jν〉t do not reach their bulk values

until all these magnons have decayed, which happens at
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FIG. 4. A Néel skyrmion driven (a) below the gap, ω = 0.84, (b) at the gap, ω = 1, and (c) above the gap, ω = 3. All
other parameters are fixed, with bz = bR = 0.03, bL = 0, α = 0.01 and δ = h = 0. In each panel, the top layer shows the
skyrmion spin texture. The next two layers show the time-averaged O(ε2) magnon rate-of-change-of-momentum and current

densities 〈Ṗm
ν 〉t and 〈J(2)

ν 〉t, defined in Eq. (C5) and (C9), for ν = x, y, respectively. Purple and yellow indicate the minimum

and maximum values of 〈Ṗm
ν 〉t, respectively, and white corresponds to 〈Ṗm

ν 〉t = 0. The arrows indicate the size and direction

of the time-averaged local magnon current 〈J(2)
ν 〉t, which for r & rbulk(ω) tends to 〈J(2)

ν 〉bulkt = − 1
2
b0〈M(1) ·M(1)〉teν . In panel

(a), 〈Ṗm
ν 〉t and 〈J(2)

ν 〉t reach their bulk values already at r & r0. This is not the case when ω ≥ ωKit., panels (b) and (c). In
panel (b) we are resonantly driving the k = 0 mode. This resonance manifests as a very obvious decrease in the time-averaged

z-component of the ferromagnetic spins, 〈M̂z〉t, and is signalled by the lighter green colour of the bulk spins in panel (b). In
panel (c) we excite a scattering state magnon of frequency k0 =

√
ω − ωKit., whose decay length l ∼ vg/(αω) � r0. We can

conclude that in the vicinity of the skyrmion r & r0, the magnon density and current make no contribution to the total force
density Ftot

ν (defined in Eq. (C10)) when ω < ωKit. but do contribute significantly when ω > ωKit..

r ∼ l = vg/(αω). Fig. 5(b) is a bit special, as there the
k = 0 mode is resonantly excited. This k = 0 magnon
formally has a decay length l = 0, as its group velocity
vg = 0, but we can see nevertheless that rbulk(ω) > r0.
At ω = ωKit., the skyrmion is maximally relying on the
resonant excitation of the ferromagnetic background to
move. Certain kinds of “lazy” jellyfish analogously rely
on ocean currents to help them move, instead of wasting
precious energy propelling themselves on their own. We
summarise the frequency dependence of rbulk(ω) in the
following expression,

rbulk(ω) ∼

{
r0, ω < ωKit.,

l = vg/(αω), ω > ωKit..
(53)

In the limit of small damping, rbulk(ω) therefore experi-
ences a large jump as ω crosses the ferromagnetic gap.

It is also perfectly legal (although more complicated,
due to non-vanishing boundary terms), to integrate
Eq. (C10) between rmin = 0 and r0 < rmax < rbulk(ω).
Below the gap, ω < ωKit., this change makes no differ-
ence to which of the terms in Eq. (C10) dominate. 〈Ṗm

ν 〉t
and 〈J(2)

ν 〉t will already have reached their bulk values
by r = r0, so they will vanish after integration, leaving
the friction term αṀ · ∇νM as the sole contributor to

Ftrans. However, if ω > ωKit., 〈Ṗm
ν 〉t and 〈J(2)

ν 〉t will
not yet have reached their bulk values at r = rmax, and
they will dominate the friction term αṀ · ∇νM if α is
very small. In this case, Ftrans — as calculated in the
vicinity of the skyrmion — mostly originates from emit-
ted magnons, rather than friction. We can therefore say
that in the ω > ωKit. range, the skyrmion moves by a

magnon emission mechanism, in which asymmetrically
emitted magnons result in a momentum counter kick to
the skyrmion, which causes it to move in the opposite
direction to ensure the overall conservation of linear mo-
mentum in the system. We should however keep in mind
that if we extend rmax to rbulk(ω) and above, all magnon
momentum eventually gets lost through damping to the
surroundings, leaving only the αṀ · ∇νM friction con-
tribution in Ftrans.

We now wish to obtain some concrete numerical val-
ues for Ftrans and the resulting vtrans. If we were to
use Eq. (14) for this purpose, we would have to calcu-
late all the a(1)(r), a∗(1)(r) fields up to r = rbulk(ω),
which can get very large at small α for ω > ωKit., see
Eq. (53). In principle, the far-field analytical expressions
a(1),scatt, a(1),const eventually become good approxima-
tions to the numerically evaluated a(1), a∗(1), but this
only happens after r ≥ 2π/k0. The low k scattering
modes, excited when ω & ωKit. therefore continue to pose
a numerical challenge, as the analytical approximations
of a(1)(r), a∗(1)(r) for these modes only starts to be accu-
rate at very large r. We can avoid these headaches if we
instead use Eq. (16) to calculate Ftrans. The great advan-
tage of Eq. (16) is that the integrand is always bounded

to the skyrmion radius, because the terms ∇iM̂(0) and

∂r(M̂
(0) · B(0)

eff ) both vanish for r & r0. Importantly,
this happens independently of the driving frequency ω,

as M̂(0) and B
(0)
eff describe only the static texture and

don’t know anything about the driving. Of course, there
is a price to pay for these numerical advantages — once
evaluated in terms of a(1), a∗(1), Eq. (16) is algebraically
much uglier and harder to interpret than Eq. (14), see
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Eq. (G6) for the full expression. Nevertheless with some
help from Mathematica these algebraic difficulties disap-
pear and we can comfortably use Eq. (14) for the numer-
ical evaluation of Ftrans.

Let us now choose some parameters for the drive, while
also trying to keep it as general as possible. We need a
tilted driving field b1(t) to get a finite vtrans, so bz must
in any case be non-zero. For the in-plane driving field, we
have two degrees of freedom in the choice of bR and bL.
As Eq. (48) does not contains any cross-terms ∝ bRbL,
it is sufficient to consider the cases bR = 0 and bL = 0
separately to obtain the full vtrans. Any mixed in-plane
driving with both bR and bL non-zero would just result
in a total velocity

vtrans(bL, bR) = vtrans(bR, bL = 0) + vtrans(bL, bR = 0),

i.e., the vector sum of the two velocities generated us-
ing either bR = 0 or bL = 0. In Fig. 5(a) and (b)
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FIG. 5. Second order skyrmion translational velocity vtrans

as a function of ω for δ, h = 0, γ < 0, a range of α and a tilted
driving field with bz = 0.01 and either bL = 0.01, bR = 0 (left
column) or bR = 0.01, bL = 0 (right column). The top row
(panels (a) and (b)) shows the speed vtrans while the bottom
row (panels (c) and (d)) shows the angle β between vtrans and
the x-axis. In contrast to left-polarised driving, which only
resonantly excites the breathing mode, right-polarised driv-
ing resonantly excites both the breathing and Kittel modes.
Varying the phase δ shifts the angle β by +δ in panel (c) and
−δ in panel (d). Similarly, setting h = π/2 (Bloch skyrmion)
shifts β down by π/2 for both panels (c) and (d). The dotted
data points were obtained from numerical simulations with
α = 0.03 on mumax3.

we show the speed vtrans as function of ω for the cases
bz = bL = 0.01, bR = 0 and bz = bR = 0.01, bL = 0, re-
spectively. For γ < 0 the Kittel mode is only resonantly
excited in the linear response when bR > 0. This ex-
plains why there is only one resonance due to the breath-
ing mode in panel (a), versus two due to the breathing
and Kittel modes in panel (b). Another consequence of
this effect is that vtrans is an order of magnitude larger

in panel (b) compared to panel (a). This happens be-
cause the skyrmion jellyfish does not get any help from
the ferromagnetic “ocean” in the case of a left-polarised
in-plane driving component, panel (a), so it moves more
slowly. As α is reduced, the resonant peaks in vtrans be-
come better defined, while for ω > ωKit. vtrans(ω) tends
to a constant value. Simultaneously the transitions at
ω ∼ ωbr. between β = 2π and β = π in panel (c), and
similarly between β = π and β = 2π in panel (d), happen
over a shorter range of ω. Thus, following the predictions
of Eq. (50) for ω < ωKit. and in the limit of small α, the
skyrmion always travels in the ±ex-directions, except if
ω = ωbr. or ω = ωKit., in which case β = 3π/2 and it
travels in the −ey-direction. We can change the angle β
by changing ω, or alternatively by tuning the phase shift
δ between the bz and bR/L components in b1(t).

To check our analytical calculations we have also per-
formed numerical simulations of the driven skyrmion us-
ing mumax3 [28, 29]. We defined the skyrmion coordi-
nate R(t) to be the position where the out-of-plane mag-

netisation component M̂z(r, t) is most negative. Given
that we simulate the system on a discrete lattice, a rough
estimate of the skyrmion coordinate, accurate to half the
lattice spacing, is provided by the lattice coordinates of
the spin with the most negative M̂z. To improve on this,
we fit the M̂z components of the five spins neighbouring
this spin to the right and left (±ex-direction), as well
as up and down (±ey-direction), to two parabolas. The
minima of these parabolas then give us much more ac-

curate values for R(t) = (Rx(t), Ry(t))
T

. Finally, to cal-

culate the velocity vtrans = Ṙ we measure the slope of
R(t) at stroboscopic time intervals ∆t = 2π/ω — this en-
ables us to get rid of any periodic oscillations in R(t) and
consequently also vtrans. The resulting data, plotted as
blue dots in Fig. 5, agree very nicely with our analytical
calculation for the same damping parameter α = 0.03.

VI. CONCLUSION AND OUTLOOK

Driving a chiral magnet with a weak spatially homo-
geneous, time-oscillating magnetic field B1(t) universally
activates the translational mode(s) of the magnet. We
have developed an analytical theory inspired by the ef-
fective Thiele equation which is able to precisely pre-
dict the resulting translational velocity for any mag-
netic texture. Within this approach the force causing
the motion is quadratic in the amplitude of the driv-
ing field, Ftrans ∝ B2

1 , and consists of two components,

M̂(0) · (Ṁ(1)×∇iM(1)) and αṀ(1) · ∇iM(1). Physically,
the first term represents the rate of change of the local
momentum density of the magnons while the second term
is a friction term, explicitly proportional to the Gilbert
damping α. We showed that the M̂(0) · (Ṁ(1)×∇iM(1))
contribution vanishes from Ftrans for a driven skyrmion,
and in fact generally for any driven localised topologi-
cal magnetic texture embedded in a ferromagnet. For
driven bulk systems, M̂(0) · (Ṁ(1)×∇iM(1)) is generally
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expected to contribute, but might also vanish for other
reasons. For example, it does vanish in the driven heli-
cal and conical magnets studied in [20], but only because
of the preservation of translational symmetry in the di-
rections perpendicular to the helical pitch q. In a bulk
system with less symmetry, such as a skyrmion lattice,
we would generally expect the M̂(0) · (Ṁ(1)×∇iM(1)) to
survive. In this case we would expect Ftrans to be inde-
pendent of α in the limit of low damping at all driving
frequencies.

The α-dependence of the translational velocity vtrans

depends not only on Ftrans, but also on what happens
on the left side of the Thiele equation. If the static
texture is topologically trivial, G = 0, as is the case
for example in helical and conical phases, only the dis-
sipation term Dvtrans survives. In this case both sides
of the Thiele equation are proportional to α, so overall
vtrans is independent of α, at least when we drive non-
resonantly. In the case of the skyrmion, G 6= 0, and
in the limit of low damping it will dominate the dissi-
pation term. However, the näıve conclusion from this
that vtrans ∼ α is wrong. The reason for this is that de-
spite only the αṀ(1) · ∇iM(1) contributing, Ftrans ∼ α
only when we drive non-resonantly below the ferromag-
netic gap, ω < ωKit.. At the breathing and Kittel reso-
nances, or above the ferromagnetic gap ω > ωKit., Ftrans

is in fact independent of α in the low damping limit.
Consequently, vtrans is also independent of α at these
driving frequencies. In the limit of low damping, we
could thus identify two different regimes for the (non-
resonantly) driven skyrmion: friction-driven if ω < ωKit.

and magnon-emission-driven if ω > ωKit., with vtrans ∼ α
in the first case but independent of α in the second. We
would expect to see similar behaviour in other driven lo-
calised magnetic defects such as skyrmion bubbles (con-
taining no DMI), as long as these defects are topologically
non-trivial. On the other hand, for defects with Q = 0,
as is the case for example in skyrmionium [30], the situ-
ation changes dramatically. This is because the absence
of G = 4πQez on the left side of the Thiele equation
means that only the friction terms αDvtrans survives, so
that the velocity of skyrmionium would be enhanced by
a factor 1/α, making it a much better candidate than a
skyrmion if the goal is to maximise vtrans. One way to
enhance the skyrmion’s vtrans is to drive it near a wall. In
this setting, as the skyrmion moves parallel to the wall
the gyrocoupling force G × vtrans perpendicular to the
wall gets compensated by a push-back force coming from
the wall. Thus the skyrmion’s velocity vtrans obtains the
desired 1/α enhancement from the surviving dissipation
term.

It is also interesting to ask what happens to the sys-
tem if we shake it harder, i.e. we increase the strength
of the driving field B1(t). Generally we would expect
our weak driving assumption B1/B0 � 1 to break down
at some critical value of Bcrit

1 , after which the driven
system develops dynamical instabilities. In the driven
helical phases studied in [20], we saw that the leading or-

der instabilities are Floquet magnon “laser” instabilities,
and Bcrit.

1 ∼ α directly depends on the amount of damp-
ing in the system. In the presence of these instabilities,
the driven system becomes a kind of time quasicrystal,
with macroscopic occupation of a magnon state whose
frequency and momentum are incommensurate with the
driving frequency ω and lattice momentum q, respec-
tively. This effect is in fact universal to any periodically
driven bulk system with lattice symmetry, and we would
also expect to see it for example in a driven skyrmion
lattice. It is less easy to predict what the leading or-
der instability would be in a localised system such as
the driven single skyrmion. If it were still the Floquet
magnon mechanism, we would expect a range of scat-
tering k magnons to become unstable, rather than just
a single one, due to to the lack of discrete lattice sym-
metry of the single skyrmion. Another option is that
the ferromagnetic bulk breaks down, and the skyrmion
serves as a kind of “seed” for the formation of a skyrmion
lattice — see also [31] where the “seeds” instead took
the form of artificial rectangular holes in the sample.
To test what happens, we have performed some pre-
liminary numerical simulations, keeping the driving fre-
quency near the breathing resonance, ω = 0.83, with
b0 = 1, α = 0.01, bL = 0 also fixed, and increasing
bz = bR between 0.001 and 0.1. The results of these
simulations show that there is first a transition from the
expected vtrans ∼ bzbR predicted by our weak driving
field theory to vtrans ∼

√
bzbR at bcrit

z , bcrit
R ∼ 0.01. Then,

at bz = bR ∼ 0.05 the skyrmion disappears, with the sys-
tem’s topological charge Q going from −1 to 0. However,
before making any hasty conclusions about the fate of the
driven skyrmion as we increase B1, further numerical ex-
perimentation at different driving frequencies and lattice
discretisations is required, as these factors can greatly
influence what happens to the driven system.

We now wish to make an experimental prediction for
the speed Vtrans of the driven skyrmion. We do this for
the metallic chiral magnet MnSi, whose micromagnetic
parameters are γ = −1.76 × 10−11 T−1s−1, J = 7.05 ×
10−13 Jm−1, D = 2.46 × 10−4 Jm−2, M0 = 1.52 × 105

Am−1 [32–34] and α ∼ 0.01. Using the results of our am-
plitude run, we assume that bcrit

1 ∼ bcrit
z ∼ bcrit

R ∼ 0.01,
which translates into Bcrit

1 ∼ 5mT in physical units. This
is within an order of magnitude of Bcrit

1 for driven helical
magnets, which we calculated to be 0.5mT on resonance
[20]. Using the parameters of a tilted driving field with
Bz ∼ Bx ∼ 5 mT and Ω ∼ 100 GHz we predict the
skyrmion to reach speeds of Vtrans ∼ 30 mms−1. This
is over two orders of magnitude larger than the mini-
mum depinning velocity for skyrmions, estimated from
measurements of the Hall effect to be 0.2 mms−1 for a
critical current density 2jc [12]. Thus it should be easy
to observe the skyrmion jellyfish experimentally, at least
in materials with low pinning such as MnSi. In the real
world all systems will also carry a degree of disorder.
Far from hindering the skyrmion motion, this might ac-
tually have an enhancing effect on its speed Vtrans. A
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driven skyrmion lattice will start to rotate via a mecha-
nism similar to the one we presented here for the transla-
tion motion. Recent experiments where skyrmion lattices
in the insulator Cu2OSeO3 were driven by femtosecond
lasers pulses resulted in rotational speeds up to 2× 107–
108 deg s−1, which is over six order of magnitude faster
than predicted theoretically using our theory for a clean
system. Finding a way to incorporate disorder into our
theoretical model is therefore crucial to gaining better
predictive power for future experiments.

To conclude, we have presented a fully analytical the-
ory for realising a skyrmion jellyfish by driving a chiral
magnet with oscillating magnetic fields. We hope these
insights will be of interest to other fans of nano-scale
man-made marine life.
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C. Günther, J. Geilhufe, C. v. K. Schmising, J. Mo-
hanty, B. Pfau, S. Schaffert, et al., Dynamics and inertia
of skyrmionic spin structures, Nature Physics 11, 225
(2015).

[8] C. Psaroudaki and D. Loss, Skyrmions driven by intrinsic
magnons, Physical Review Letters 120, 237203 (2018).

[9] S. Zhang, W. Wang, D. Burn, H. Peng, H. Berger,
A. Bauer, C. Pfleiderer, G. Van Der Laan, and T. Hes-
jedal, Manipulation of skyrmion motion by magnetic field
gradients, Nature communications 9, 2115 (2018).

[10] K. Everschor, M. Garst, B. Binz, F. Jonietz,
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Appendix A: Supplementary videos

The supplementary videos first order bZ.mp4 and
first order bR.mp4 show the response of the mag-

netisation up to O(ε1), M̂(0)(r) + M(1)(r, t), to driv-
ing fields bz cos(ωt)ez and bR (cos(ωt)ex + sin(ωt)ey), re-
spectively. In first order bZ.mp4 the radial symme-
try of the skyrmion is preserved at all times, as only
the m = 0 angular momentum sector is excited. This
is no longer the case in first order bR.mp4, where
the m = ±1 angular momentum sectors are excited.
In second order tilted drive.mp4 we show the re-
sponse including the second order translational motion,
M̂(0)(r − vtranst) + M(1)(r, t) to a tilted driving field
b1(t) = bR (cos(ωt)ex + sin(ωt)ey) + bz cos(ωt)ez. The
skyrmion starts to “swim” as a result of its periodic first
order asymmetric contractions and relaxations — just
like a jellyfish.

Appendix B: Activation of Translational Modes –
auxiliary calculations

1. ∇iM̂ · (M̂ × LLG) projection

Taking M̂×Eq. (7) and multiplying everything by
sgn(γ)/M0 we obtain

sgn(γ)M̂× ˙̂
M = |γ|

(
(M̂ ·Beff)M̂−Beff

)
+ α

˙̂
M, (B1)

where we used M̂ · ˙̂
M = 1

2
d
dt

(
M̂ · M̂

)
= 0. Next we

project Eq. (B1) onto ∇iM̂, i = {x, y, z}, and then inte-
grate over 3D space,

sgn(γ)

∫
d3r∇iM̂ ·

(
M̂× ˙̂

M
)

= α

∫
d3r∇iM̂ · ˙̂

M,

(B2)
where we got rid of the two first terms on the right of

Eq. (B1) using M̂ · ∇iM̂ = 1
2∇i

(
M̂ · M̂

)
= 0 and

∫
d3rBeff · ∇iM̂ = −

∫
d3r

δF

δM
· dM̂
dri

= − 1

M0
∇iF = 0,

as the free energy is translationally invariant. Finally,
substituting Eq. (11) into Eq. (B2), collecting all terms
proportional to ε2 and keeping only the DC component
of the resulting equation, we obtain Eq. (12).

2. ∇iM̂(0) · (M̂(0) × LLG) projection

This time we act with ∇iM̂(0) · (M̂(0)×, i.e. only the

O(ε0) components of M̂ · (M̂×, on Eq. (7). We are still
interested in the O(ε2) contribution at the end, which

can now only come from the LLG terms. For the
˙̂

M and

αM̂× ˙̂
M terms these contributions are∫

d3r∇iM̂(0) · (M̂(0) × ˙̂
M(2)) = (G× vtrans)i,

α

∫
d3r∇iM̂(0) · (M̂(0) × (M̂(0) × ˙̂

M(2))) = α(Dvtrans)i,

where we used M̂(0) ⊥M(1), Ṁ(1) to get rid of the M̂(0)×
(M(1) × Ṁ(1)) term in the dissipation term. Thus the
O(ε2) contributions coming from the gyrocoupling and
dissipation term of the LLG are actually simpler using
this method of projection, compared to App. B.1.

As always though, nothing is free. In return for sim-
pler gyrocoupling and dissipation contributions we get
extra terms coming from Beff. Where before these terms
integrated out to zero, now we have∫

d3r∇iM̂(0) ·
(
M̂(0) × (M̂×Beff)

)
=∫

d3r

[
(∇iM̂(0) ·M(1))(M̂(0) ·B(1)

eff )

+ (M̂(0) ·B(0)
eff )(∇iM̂(0) ·M(2))−∇iM̂(0) ·B(2)

eff

]
.

(B3)

We need to check what happens to the M
(2)
stat. in Eq. (B3),

as its presence in the integral would make our new ap-
proach unusable for evaluating vtrans. For this it is help-

ful to split M
(2)
stat. into components parallel and perpen-

dicular to M̂(0),

M
(2)
stat. = w‖M̂

(0) + w⊥,−e− + w⊥,+e+,

where the w‖, w⊥,± are vector components to be deter-

mined. Using the normalisation condition M̂(0)·M̂(0) = 1
to all orders of ε, we see that the w‖ component is already

defined as a function of the O(ε1) fields,

w‖ = −1

2
M(1) ·M(1),

where we used the expansion of M̂ given in Eq. (9). Next
we will show that the w⊥,± components, which we have
not calculated, drop out of Eq. (B3), and only w‖ re-
mains. Integrating the last term on the RHS Eq. (B3)
by parts we have∫

d3r∇iM̂(0) ·B(2)
eff

=

∫
d3r∇iM̂(0) ·

(
J̃∇2 − 2D̃∇×

)
M(2)

=

∫
d3rM(2) ·

(
J̃∇2 − 2D̃∇×

)
∇iM̂(0)

=

∫
d3rM(2) · ∇iB(0)

eff

=

∫
d3rM(2) · ∇i

(
(M̂(0) ·B(0)

eff )M̂(0)
)
,
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where J̃ = J/M0, D̃ = D/M0. We assumed that the sur-
face terms in the integration by parts step vanish. This
assumption is valid when ∇iM(0) is bounded, as for ex-
ample it is in the case of a single skyrmion, but not in
general. In the penultimate step we switched the orders
of the ∇i and J̃∇2 − 2D̃∇× operators, and in the last

step used M̂(0) ‖ B
(0)
eff . Note also that. The third line of

Eq. (B3) simplifies to

−
∫

d3rM̂(0) ·M(2)∇i
(
M̂(0) ·B(0)

eff

)
(B4)

Substituting

M(2) = −tvtrans · ∇M̂(0) + M
(2)
stat.,

valid for short t, into Eq. (B4), we see that only the w‖
term survives, giving

1

2

∫
d3rM̂(1) · M̂(1)∇i

(
M̂(0) ·B(0)

eff

)
.

Putting this all together we obtain Eq. (16).

Appendix C: LLG in the language of Tµν

1. Lagrangian density L, Tµν and divergence of Tµν

The total Lagrangian density of the chiral magnet
modelled by Eq. (1) is

L = Ldyn + Lstat, (C1)

Ldyn = sgn(γ)A · ˙̂
M,

Lstat =
1

2
∇µM̂ · ∇µM̂ + M̂ · (∇× M̂)− bext · M̂,

where the gauge field A(M̂) obeys ∂Ak
∂M̂j
− ∂Aj

∂M̂k
= εijkM̂i.

Note that in Eq. (C1) we are using dimensionless space,
time and magnetic field units, defined as r̃i = (D/J)ri,
t̃ = D2|γ|/(JM0)t and bi = M0J/D

2Bi, respectively,
and immediately dropping the tildes on r̃i, t̃ for a cleaner
notation. The stress energy tensor resulting from trans-
lational symmetry is

Tµν =
∂L

∂(∂µM̂)
· ∂νM̂− δµνL, (C2)

where µ, ν = {t, x, y, z}. To take into account the phe-
nomenological damping, the divergence of Tµν needs to
be updated to include a term proportional to α on the
RHS,

∂µTµν = α
˙̂

M · ∂νM̂. (C3)

The LLG is then obtained from the spatial components
ν = {x, y, z} of Eq. (C3). We can use Eq. (C3) to define
some charge and current densities. We define the rate of

change of the momentum density purely as a function of
Ldyn,

Ṗν =
∂

∂t

(
∂L

∂
˙̂

M

dyn

· ∇νM̂

)
−∇ν

(
Ldyn

)
= sgn(γ)M̂ ·

(
˙̂

M×∇νM̂
)
. (C4)

This allows us to define the current densities purely in
terms of Lstat as

(Jν)i =
∂Lstat

∂∇iM̂
· ∇νM̂− δiνLstat (C5)

It is not too difficult to show that the divergence of these
current densities is given by

∇ · Jν = beff · ∇νM̂, (C6)

where beff was defined in Eq. (7). Also, when r & l

so that all finite k magnons have decayed, M̂ becomes
constant in space. The only surviving term in Jν in this
case comes from the −bext · M̂ in L, so that

Jν = (bext · M̂)eν .

The continuity equation updated to include Gilbert
damping reads

Ṗν +∇ · Jν = α
˙̂

M · ∇νM̂. (C7)

2. Eq. (C7) to order O(ε2)

At second order in ε, Ṗ
(2)
ν and (

˙̂
M · ∇νM̂)(2) will have

two kinds of terms which either include or don’t include
vtrans. It is straightforward to show that the terms which
survive after time averaging over T are

〈Ṗ (2)
ν 〉t = −sgn(γ)(qtop × vtrans)ν + 〈Ṗm

ν 〉t

〈( ˙̂
M · ∇νM̂)(2)〉t = −(Dvtrans)ν + 〈Ṁ(1) · ∇νM(1)〉t.

where qtop and D are just the local topological charge
and dissipation matrix densities of the static texture,

qtop
α =

1

2
εαβγM̂

(0) · (∇βM̂(0) ×∇γM̂(0))

Dαβ = ∇αM̂(0) · ∇βM̂(0)
(C8)

and 〈Ṗmν 〉 is the time averaged rate of change of the
magnon momentum density,

Ṗm
ν = sgn(γ)M̂(0) ·

(
Ṁ(1) ×∇νM(1)

)
. (C9)

We also need to calculate the ∇·Jν to order O(ε2). This
should not carry any contribution from vtranst, as the
lack of a time derivative in Jν would result in such a term
exploding for large t. For short times, the contribution
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to M̂(2) coming from vtrans is −t(vtrans · ∇)M̂(0). Using
this and Eq. (C6), we can write down the contributions
to ∇ · Jν coming form vtrans as

− t(vtrans)α

(
b

(0)
eff · ∇ν∇αM̂(0) +∇νM̂(0) · ∇αb

(0)
eff

)
= −tvtrans · ∇

(
b

(0)
eff · ∇νM̂

(0)
)

= 0.

where we used b
(0)
eff ‖ M̂(0) and M̂(0) · ∇νM̂(0) = 0 in

the last line. While ∇ · Jν does not carry any terms pro-
portional to vtrans, it will in generally have contributions
from the other non temporally oscillating static second

order term, M
(2)
stat..

The analysis we have performed enables us to separate
the vtrans terms from the other terms in Eq. (C7), giving

− sgn(γ)
(
qtop × vtrans

)
ν

+ α (Dvtrans)ν = Ftot
ν , (C10)

Ftot
ν = −〈Ṗm

ν 〉t − 〈∇ · J(2)
ν 〉t + α〈 ˙M(1) · ∇νM(1)〉t.

In its given form, Eq. (C10) is actually useless for calcu-
lating vtrans because of the presence of the unknown com-

ponent M
(2)
stat. in 〈∇·Jν〉t. To obtain vtrans we would have

to integrate Eq. (C10) over all space to make ∇ ·Jν van-
ish, which just returns Eq. (12). Nevertheless Eq. (C10)

is useful for investigating which of 〈Ṗm
ν 〉t, 〈∇ · Jν〉t or

α〈 ˙M(1) · ∇νM(1)〉t plays a dominant role in the local
force density.

Appendix D: Equation of motion for a, a∗

Only two kinds of terms survive the projection of
Eq. (20) onto e±: e± · e± = 1 and e± · (e3 × e∓) = ±i.
This results in the following equations of motion

sgn(γ)
d

dt
(as) = i {F, as}

− iα
(

(1− a∗a)
d

dt
(as)− d

dt
(a∗a)as

)
,

sgn(γ)
d

dt
(a∗s) = i {F, a∗s}

+ iα

(
(1− a∗a)

d

dt
(a∗s)− d

dt
(a∗a)a∗s

)
,

(D1)

where s =
√

1− a∗a
2 , correct to all orders in a, a∗.

Appendix E: Expressions for F (1) and F (2)

To find F (1) and F (2) we substitute Eq. (17) into
Eq. (1) and Taylor expand in a, a∗. To avoid clutter-
ing the expressions with too many constants, all the free
energies we list below are rescaled via F̃ = (J/D2)F . We
also use a dimensionless length scale r̃i = (D/J)ri, im-

plying ∇̃i = (J/D)∇i for the spatial gradients appearing

in the Heisenberg and DMI energy terms. For readability
we then drop the tildes on both F̃ and r̃.

In Eq. (5) we already introduced a rescaled dimension-
less amplitude b0 for the static component of the external
magnetic field. We now do the same for the amplitudes of
the oscillating components, defining bi = (M0J/D

2)Bi1,
i = {x, y, z}. It is more natural to rewrite bx, by, the os-
cillating field components in the plane of the skyrmion, in
terms of the circularly polarised driving field components

bR = bx + by,

bL = bx − by.
(E1)

Using polar coordinates, the free energy F and free en-

ergy density F are related via F =
∫∞

0
rdr

∫ 2π

0
dχF .

With this definition, we obtain the free energy densities

F (1)
drive =

ε√
2

[
(a+ a∗)

(
bz sin(θ0) cos(ωt+ δ)

− 1

2
cos(θ0) (bR cos(φ− ωt) + bL cos(φ+ ωt))

)
− i

2
(a− a∗) (bR sin(φ− ωt) + bL sin(φ+ ωt))

] (E2)

F (2)
drive =

ε

2
a∗a
[
2bz cos(θ0) cos(ωt+ δ)

+ sin(θ0) (bR cos(φ− ωt) + bL cos(φ+ ωt))
] (E3)

F (1)
no drive = 0, otherwise the skyrmion texture would be

moving, rather than static, in the absence of a driving
field b1(t). The lowest non-zero contribution is therefore
quadratic in a, a∗ and given by

F (2)
no drive = − 1

4r2

[
+ aa∗

(
− 4b0r

2 cos(θ0) + 2r2θ′20 + 4r2θ′0

+ 6r sin(2θ0)− 3 cos(2θ0)− 1
)

+ 4i(a∗∂χa− a∂χa∗)(cos(θ0)− r sin(θ0))

− 4
(
∂χa∂χa

∗ + r2a′a∗
′
)

+ (a2 + a∗2)
(
− r2θ′20 − 2r2θ′0

+ sin2(θ0) + r sin(2θ0)
)]
.

(E4)

Appendix F: force f and matrix Hm

The force f(t) is given by {F (1)
drive, a},

f(t) =
1

2
√

2

(
bz sin(θ0)

(
ei(ωt+δ) + e−i(ωt+δ)

)
(F1)

− 1

2

(
(cos(θ0)− 1)

(
bRe

i(χ+h−ωt) + bLe
i(χ+h+ωt)

))
− 1

2

(
(cos(θ0) + 1)

(
bRe
−i(χ+h−ωt) + bLe

−i(χ+h+ωt)
)))

.
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To calculate Hm we evaluate the Poisson brackets

{F (2)
no drive, a}, {F

(2)
no drive, a

∗}, which include a term

∫
r dr ∂ram(r){∂ra∗m(r), am(r′)} =∫
r dr ∂ram(r)∂r{a∗m(r), am(r′)} =

1

r′
∂r′(r

′am(r′)).

Hm can then be written in the form

Hm = 1

(
−∂2

r −
1

r
∂r +

m2 + 1

r2
+ b0 + V0

)
(F2)

+ σz
2m

r2
+ σzV mz + σxVx,

V0 =
3 (cos(2θ0)− 1)

4r2
− 3 sin(2θ0)

2r

+ b0 (cos(θ0)− 1)− θ′0 −
θ′20
2
,

V mz =
2m

r2
(cos(θ0)− 1− r sin(θ0)) ,

Vx = − 1

2r2

(
sin2(θ0) + r sin(2θ0)− r2θ′20 − 2r2θ′0

)
,

where the potentials V0, Vx, V mz vanish for r � r0.

Appendix G: Damped eigenbasis of σzHm

1. Particle-hole property of
∣∣∣m, k(0)〉

Taking the complex conjugate of Eq. (29) and using
the property σxHmσ

x = H−m we have

E∗m,k,i (sgn(γ)− iασz) |m, k, i〉∗ = σzσxH−mσ
x |m, k, i〉∗

Pre-multiplying this equation with σx, and using σxσz =
−σzσx, we obtain

−E∗m,k,i (sgn(γ) + iασz)σx |m, k, i〉∗ = σzH−mσ
x |m, k, i〉∗ ,

thus σx |m, k, i〉∗ is also an eigenvector of σzH−m with
eigenvalue −E∗m,k,i.

2. Inner products between
∣∣∣m, k(0)〉

For each m-sector, the scattering states obey〈
m, k(0)

∣∣∣σz ∣∣∣m, k′(0)
〉

=
δ(k − k′)

k
,〈

m,br.(0)
∣∣∣σzσx ∣∣∣m,br.(0)

〉
= 0.

In addition we have for the m = 0 sector,〈
0,br.(0)

∣∣∣σz ∣∣∣0,br.(0)
〉

= 1,〈
0,br.(0)

∣∣∣σzσx ∣∣∣0,br.(0)
〉

= 0,〈
0,br.(0)

∣∣∣σz ∣∣∣0, k(0)
〉

= 0,〈
0,br.(0)

∣∣∣σzσx ∣∣∣0, k(0)
〉

= 0.

And finally for the m = ±1 sectors〈
±1, trans.(0)

∣∣∣σz ∣∣∣±1, trans.(0)
〉

= ±1,〈
±1, trans.(0)

∣∣∣σz ∣∣∣±1, k(0)
〉

= 0.

3. First order perturbation theory in α

Substituting Eq. (30) into Eq. (29) and keeping only the linear in α terms, we obtain the equation

(ε
(0)
m,kσ

z − ε(1)
m,k)

∣∣∣m, k(0)
〉

+ ε
(0)
m,k

∣∣∣m, k(1)
〉

= σzHm

∣∣∣m, k(1)
〉
. (G1)

Projecting
〈
m, k(0)

∣∣σz onto Eq. (G1) and using ε
(0)
m,k

〈
m, k(0)

∣∣σz =
〈
m, k(0)

∣∣Hm, we obtain the O(α) corrections to
the energies,

ε
(1)
br. =

〈
br.(0)

∣∣∣br.(0)
〉
ε
(0)
br. , ε

(1)
trans. = 0, ε

(1)
m,k = ε

(0)
m,k. (G2)
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If we instead project
〈
m, k′(0)

∣∣σz, with k 6= k′ onto Eq. (G1), we obtain the O(α) corrections to the eigenvectors,

∣∣∣0,br.(1)
〉

=
1

2

〈
br.(0)

∣∣∣σx ∣∣∣br.(0)
〉
σx
∣∣∣br.(0)

〉
+

∫ ∞
0

k dk
ε
(0)
br.

ε
(0)
k − ε

(0)
br.

〈
0, k(0)

∣∣∣br.(0)
〉 ∣∣∣0, k(0)

〉
+

∫ ∞
0

k dk
ε
(0)
br.

ε
(0)
k + ε

(0)
br.

〈
0, k(0)

∣∣∣σx ∣∣∣br.(0)
〉
σx
∣∣∣0, k(0)

〉
,∣∣∣±1, trans.(1)

〉
= 0,∣∣∣0, k(1)

〉
=

∫ ∞
0

k′ dk′
ε
(0)
k

ε
(0)
k + ε

(0)
k′

〈0, k′|σx |0, k〉σx |0, k′〉 ,

∣∣∣±1, k(1)
〉

=

∫ ∞
0

k′ dk′
ε
(0)
k

ε
(0)
k + ε

(0)
k′

〈
∓1, k′(0)

∣∣∣σx ∣∣∣±1, k(0)
〉
σx
∣∣∣∓1, k′(0)

〉
∓
〈
±1, trans.(0)

∣∣∣±1, k(0)
〉 ∣∣∣±1, trans.(0)

〉
.

(G3)

The first order corrections to the steady state coefficients in Eq. (34) are given by

c
(1)
m,bd.,±ω = c

(0)
m,bd.,±ω

〈
m,bd.(0)

∣∣∣−m,bd.(0)
〉

− c(0)
−m,bd.,∓ω

(〈
m,bd.(0)

∣∣∣σx ∣∣∣−m,bd.(0)
〉
−
〈
m,bd.(0)

∣∣∣σzσx ∣∣∣−m,bd.(1)
〉)

+

∫ ∞
0

k dk

(
c
(0)
m,k,±ω

(〈
m,bd.(0)

∣∣∣m, k(0)
〉

+
〈
m,bd.(0)

∣∣∣σz ∣∣∣m, k(1)
〉)

− c(0)
−m,k,∓ω

(〈
m,bd.(0)

∣∣∣σx ∣∣∣−m, k(0)
〉
−
〈
m,bd.(0)

∣∣∣σzσx ∣∣∣−m, k(1)
〉))

,

c
(1)
m,k,±ω = c

(0)
m,k,±ω

−
∫ ∞

0

k′ dk′ c
(0)
−m,k′,∓ω

(〈
m, k(0)

∣∣∣σx ∣∣∣−m, k′(0)
〉
−
〈
m, k(0)

∣∣∣σzσx ∣∣∣−m, k′(1)
〉)

+ c
(0)
m,br.,±ω

(〈
m, k(0)

∣∣∣m,bd.(0)
〉

+
〈
m, k(0)

∣∣∣σz ∣∣∣m,bd.(1)
〉)

− c(0)
−m,bd.,∓ω

(〈
m, k(0)

∣∣∣σx ∣∣∣−m, bd.(0)
〉
−
〈
m, k(0)

∣∣∣σzσx ∣∣∣−m,bd.(1)
〉)

.

(G4)

Only the m = 0 coefficients may be calculated using Eq. (G4) and they are given by

c
(1)
0,br.,±ω = c

(0)
0,br.,±ω

〈
0,br.(0)

∣∣∣0,br.(0)
〉
− 1

2
c
(0)
0,bd.,∓ω

〈
0,br.(0)

∣∣∣σx ∣∣∣0,br.(0)
〉

−
∫ ∞

0

k dk

(
ε
(0)
br.

ε
(0)
k − ε

(0)
br.

c
(0)
0,k,±ω

〈
m,bd.(0)

∣∣∣m, k(0)
〉

+
ε
(0)
br.

ε
(0)
k + ε

(0)
br.

c
(0)
0,k,∓ω

〈
m,bd.(0)

∣∣∣σx ∣∣∣−m, k(0)
〉)

,

c
(1)
0,k,±ω = c

(0)
0,k,±ω −

∫ ∞
0

k′ dk′
ε
(0)
k

ε
(0)
k + ε

(0)
k′

c
(0)
0,k′,∓ω

〈
0, k(0)

∣∣∣σx ∣∣∣0, k′(0)
〉

−
ε
(0)
k

ε
(0)
br. − ε

(0)
k

c
(0)
0,br.,±ω

〈
0, k(0)

∣∣∣0,bd.(0)
〉
−

ε
(0)
k

ε
(0)
br. + ε

(0)
k

c
(0)
0,br.,∓ω

〈
0, k(0)

∣∣∣σx ∣∣∣0,bd.(0)
〉
.

(G5)
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The first order corrections to the steady state coefficients in the m = ±1 sectors using the k = 0 mode method in
Sec. IV.2 are given by

c̃
∗(1)
1,k′,∓ω =

1

ε
(0)
0 + ε

(0)
k′

(
2ε

(0)
0 c̃
∗(0)
1,k′,∓ω +

〈
1, k′(0)

∣∣∣σx(ε
(0)
0 σz −H−1σ

z)

∣∣∣∣(f−1,±ω
−f∗1,∓ω

)〉

− ε(0)
k′

∫ ∞
k>0

k dk
ε
(0)
0 − ε

(0)
k

ε
(0)
k + ε

(0)
k′

c̃
(0)
−1,k,±ω

〈
1, k′(0)

∣∣∣σx ∣∣∣−1, k(0)
〉)

,

c̃
(1)
−1,k′,±ω =

1

ε
(0)
k′ − ε

(0)
0

(〈
−1, k′(0)

∣∣∣ (ε(0)
0 σz −H−1σ

z)

∣∣∣∣(f−1,±ω
−f∗1,∓ω

)〉

+ ε
(0)
k′

∫ ∞
k>0

k dk
ε
(0)
k + ε

(0)
0

ε
(0)
k + ε

(0)
k′

c̃
∗(0)
1,k,∓ω

〈
−1, k′(0)

∣∣∣σx ∣∣∣1, k(0)
〉)

,

c̃
(1)
1,trans.,∓ω = 0.

(G6)

Appendix H: Calculation of F̃i for the skyrmion

The neatest thing to do is to calculate F̃x + iF̃y, which is

F̃ xtrans + iF̃ ytrans = −

〈∫
r dr dχ eiχ

(
1√
2

(
θ′0(a(1) + a∗(1)) +

sin(θ0)

r
(a(1) − a∗(1))

)(
− 1√

2r2

(
2i(r cos(θ0) + sin(θ0))(∂χa

∗(1) − ∂χa(1))

+ 2r2(1 + θ′0)(∂ra
(1) + ∂ra

∗(1))

+ (a(1) + a∗(1))(2r cos(2θ0) + b0r
2 sin(θ0) + sin(2θ0))

)
+

1

2
sin(θ0) (bR cos(φ− ωt) + bL cos(φ+ ωt)) + bz cos(θ0) cos(ωt+ δ)

)
+ a∗(1)a(1)∂r

(
2θ′0 + (θ′0)2 +

sin2(θ0)

r2
+

sin(2θ0)

r
− b0 cos(θ0)

))〉
t

(H1)

in terms of the first order a(1), a∗(1) fields for the Bloch/Néel skyrmion. Then F̃ xtrans, F̃
y
trans are the real and imaginary

parts of Eq. (H1), respectively. Notice how much more algebraically complex the F̃ x,ytrans components are, compared to
F x,ytrans given in Eq. (K2)!

Appendix I: Contour integral for far-field linear
response

Here we derive a
(1),scatt
0,±ω , with the understanding that

a
(1),scatt
±1,±ω can be obtained straightforwardly using the

same technique. For γ < 0 the denominator of the∣∣m, k(0)
〉
u

term in Eq. (33) reads

∓ω − Ek = ∓ω + (b0 + k2)(1 + iα).

The case +ω produces very strongly damped and thus
physically irrelevant roots, so we can immediately set

a
(1),scatt
0,−ω to zero. For the case −ω we have two complex

roots ±k∗, with

kω = k0 − iαω/vg +O(α2), (I1)

where k0 =
√
ω − b0, vg = 2k0. Using the far-field limits

Jm(kr) =

√
2

πkr
cos
(
kr − mπ

2
− π

4

)
,

Ym(kr) =

√
2

πkr
sin
(
kr − mπ

2
− π

4

)
,
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valid for r � 2π/k, we can write a
(1),scatt
1,ω to leading order

in α as

a
(1),scatt
0,ω =

∫ ∞
−∞

−ik dk c(0)
k,ω

(k − kω)(k + kω)

√
1

2πkr
ei(

π
4−kr−δ0,k).

(I2)

We can convert this to an integral in the complex k-
plane, where the integration contour is semi-circle in the
lower half-plane. Applying the residue theorem we obtain
Eq. (41).

Appendix J: Vanishing
∫

d2rM(0)〈Ṁ(1) ×∇iM(1)〉t

We will now show why
∫

d2rM(0)〈Ṁ(1) × ∇iM(1)〉t
vanishes in the case of a driven single skyrmion. In polar
coordinates, and taking the linear combination Ṗm

⊥ =

Ṗm
x + iṖm

y to simplify the algebra, we have∫
d2r〈Ṗm

⊥ 〉t =

∫
d2r〈Ṗm

x + iṖm
y 〉t =∫

r dr dχ eiχ
(
∂r +

i∂χ
r

) ∑
m,m′

ω′=±ω

ω′a
(1)
m,+ωa

∗(1)
m′,+ωe

iχ(m−m′).

In the above, we can use integration by parts to replace
i∂χ → 1/r. Integrating the resulting expression over χ,
we can write the expression as∫

d2r〈Ṗm
⊥ 〉t =

∫ ∞
0

dr ∂r
∑
m,m′

ω′=±ω

rω′a
(1)
m,+ωa

∗(1)
m′,+ωδm+1,m′

=
[ ∑
m,m′

ω′=±ω

rω′a
(1)
m,+ωa

∗(1)
m′,+ωδm+1,m′

]∞
0
.

The only contribution in the a(1) fields which survives

as r → ∞ is a
(1),const.
−1,±ω — everything else decays on

a length scale l ∼ 1/α and therefore vanishes at large
enough r, see also Eq. (40) and (41). Due to the δm+1,m′

term, a
(1),const.
−1,±ω will always be paired with a

(1)
0 , which

vanishes for r → ∞. Thus we can therefore conclude
that

∫
d2r〈Ṗm

⊥ 〉t = 0 and consequently also
∫

d2r〈Ṗm
x 〉t =∫

d2r〈Ṗm
y 〉t = 0 for a single skyrmion or any other texture

where the topological charge is localised and embedded
in a a ferromagnet.

Appendix K: Dependence of Ftrans on α for ω ≤ ωKit.

We are interested in the behaviour of Ftrans in the
limit of low damping, α → 0, and at driving frequencies
at or below the gap ω ≤ ωKit.. We have established
that only the second term in Eq. (14), which is explicitly

proportional to α, gives a non-zero contribution to Ftrans.
Let us denote the integrand of this term as Fx,y, such that

Fi = Ṁ(1) · ∇iM(1). (K1)

In Sec. IV we calculated M(1) as a function of polar co-
ordinates r, χ. For this reason it is algebraically neater
to consider the linear combination Fx + iFy. We will in-
vestigate what happens as a function of ω to the time-
and polar angle- averaged Fx + iFy, which reads

〈Fx + iFy〉χ,t =

〈
eiχ
(
ȧ(1)∂ra

∗(1) + ȧ∗(1)∂ra
(1)

+
i

r
(ȧ(1)∂χa

∗(1) + ȧ∗(1)∂χa
(1)) (K2)

+
cos(θ0)

r

(
ȧ(1)a∗(1) − ȧ∗(1)a(1)

))〉
χ,t

in terms of the linear response fields a(1), a∗(1). For sim-

plicity we also set δ, h = 0, which makes all the c
(0)
0,k,±ω,

c̃
(0)
±1,k,±ω coefficients real. Alternative choices will have

an incidence on the force components F x,ytrans but not on
its magnitude |Ftrans|. If ω < ωKit., ω 6= ωbr., i.e. we
are below the gap and away from the resonances, in the

limit α → 0 all the a
(1)
0,±ω, a

(1)
±1,±ω fields become purely

real. After some algebra we find

lim
α→0
〈Fx〉χ,t(ω 6= ωbr./Kit.) = 0

lim
α→0
〈Fy〉χ,t(ω 6= ωbr./Kit.) = 2

[
a

(1)′

0,+ω

(
a

(1)
−1,+ω − a

(1)
1,+ω

)
− a(1)′

0,−ω

(
a

(1)
−1,−ω − a

(1)
1,−ω

) ]
+

2

r
cos(θ0)

[
a

(1)
0,+ω

(
a

(1)
1,+ω + a

(1)
−1,+ω

)
− a(1)

0,−ω

(
a

(1)
−1,−ω + a

(1)
1,−ω

) ]
Hence, in the limit of low damping and away from the
breathing and Kittel resonances 〈Fx〉χ,t vanishes and only
the 〈Fy〉χ,t component survives and tends to a constant
finite value. Thus we can conclude that the force acting
on the skyrmion is purely in the ey-direction, and given
by

lim
α→0

Ftrans(ω 6= ωbr., ωKit.) = αey

∫
2πr dr〈Fy〉χ,t.

(K3)

If instead ω = ωbr. exactly, then a
(1)
0,±ω will be purely

imaginary and grow like 1/(iα). This changes 〈Fx,y〉χ,t



24

to

lim
α→0
〈Fx〉χ,t(ω = ωbr.) = 2i

[
− a(1)′

0,+ω

(
a

(1)
−1,+ω + a

(1)
1,+ω

)
+ a

(1)′

0,−ω

(
a

(1)
−1,−ω + a

(1)
1,−ω

) ]
+

2i

r
cos
(
θ0

)[
a

(1)
0,+ω

(
a

(1)
1,+ω − a

(1)
−1,+ω

)
+ a

(1)
0,−ω

(
a

(1)
−1,−ω − a

(1)
1,−ω

) ]
lim
α→0
〈Fy〉χ,t(ω = ωbr.) = 0.

This time the situation is reversed and 〈Fx〉χ,t vanishes.
The resulting force is

lim
α→0

Ftrans(ω = ωbr.) = αex

∫
2πr dr〈Fx〉χ,t. (K4)

Importantly, now we have 〈Fx〉χ,t ∝ 1/α in the limit

α→ 0 because of the a
(1)
0,±ω components. Hence,

lim
α→0

Ftrans(ω = ωbr.) ∼ α ·
1

α
∼ const. (K5)

Finally we consider the case ω = ωKit. = b0. In this

case either a
(1)
−1,+ω and a

(1)
1,−ω or a

(1)
1,+ω and a

(1)
−1,−ω will be

purely imaginary and ∝ 1/(iα), see Eq. (39). If γ < 0

and bR > 0, a
(1)
−1,+ω and a

(1)
1,−ω are purely imaginary and

we have

lim
α→0
〈Fx〉χ,t(ω = ωKit.) = 2i

(
a

(1)′

0,+ωa
(1)
−1,+ω − a

(1)′

0,−ωa
(1)
1,−ω

)
+

2i

r
cos(θ0)

(
a

(1)
0,+ωa

(1)
−1,+ω + a

(1)
0,−ωa

(1)
1,−ω

)
lim
α→0
〈Fy〉χ,t(ω = ωKit.) = 0. (K6)

The forces are therefore the same as in Eq. (K4), but
with 〈Fx〉χ,t as defined in Eq. (K6). Thus at the Kittel
resonance we also have

lim
α→0

Ftrans(ω = ωKit.) ∼ const. (K7)
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