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Abstract1

We construct a projection-based cluster-additive transformation that block-diagonalizes2

wide classes of lattice Hamiltonians H = H0 + V . Its cluster additivity is an essential in-3

gredient to set up perturbative or non-perturbative linked-cluster expansions for degenerate4

excitation subspaces of H0. Our transformation generalizes the minimal transformation5

known amongst others under the names Takahashi’s transformation, Schrieffer-Wolff trans-6

formation, des Cloiseaux effective Hamiltonian, canonical van Vleck effective Hamiltonian7

or two-block orthogonalization method. The effective cluster-additive Hamiltonian and the8

transformation for a given subspace of H, that is adiabatically connected to the eigenspace9

of H0 with eigenvalue en0 , solely depends on the eigenspaces of H connected to em0 with10

em0 ≤ en0 . In contrast, other cluster-additive transformations like the multi-block orthogo-11

nalization method or perturbative continuous unitary transformations need a larger basis.12

This can be exploited to implement the transformation efficiently both perturbatively13

and non-perturbatively. As a benchmark, we perform perturbative and non-perturbative14

linked-cluster expansions in the low-field ordered phase of the transverse-field Ising model15

on the square lattice for single spin-flips and two spin-flip bound-states.16
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1 Introduction37

In order to solve the time-independent Schrödinger equation for a Hamiltonian on a lattice38

H = H0 + λV (1)

one needs to find the eigenvalues and eigenfunctions of H. We will assume throughout39

that H0 is solvable and has a gapped spectrum. The part H0 can therefore be written in40

diagonal form, while41

[H0, V ] ̸= 0 (2)

makes solving H a difficult problem. Many times one is not interested in properties at all42

energies of the many-body Hamiltonian but only in the properties of the ground-state and43

a few low-lying excitations and thus in much fewer degrees of freedom. Conceptionally,44

one can try to find a transformation T that maps the full Hamiltonian to an effective45

Hamiltonian Heff describing these relevant degrees of freedom only. In practice, in almost46

all cases one can not find this transformation exactly but has to resort to approximations.47

One of the oldest is perturbation theory. Let us note that the necessity of a perturbative48

starting point is not only a drawback but also helps in giving a clear picture of the physical49

problem at hand. While the first two orders of perturbation theory normally can be easily50

calculated by hand, high orders are only accessible with computer aid and several methods51

for their computation exist. Albeit many other numerical techniques exist nowadays, high-52

order series expansions are used as a competitive technique to tackle quantum many-body53

problems at zero temperature [1–3]. Examples range from the calculation of low- and high-54

field expansions for transverse-field Ising models [4, 5], the analysis of phase transitions in55

triangular-lattice bilayer Heisenberg models [6] and spectral densities of two-particle exci-56

tations in dimerized Heisenberg quantum spin systems [2, 7, 8] to the study of critical and57

Griffiths-McCoy singularities in quantum Ising spin-glasses [9] or the derivation of spectral58

densities for Heisenberg quantum magnets with quenched disorder [10,11], or to the anal-59

ysis of quantum phase diagrams of long-range transverse-field Ising models [12] and the60

application to quantum phases with intrinsic topological order [13–15]. Also questions such61

as the exploration of possible ground states in the kagome Heisenberg model [16] can be62

tackled with perturbation theory. In all these examples, the quantum phase transitions are63

investigated by applying extrapolation techniques to high-order series expansions of rele-64

vant energies or observables to investigate the breakdown of the quantum phase present65

at λ = 0. The accuracy of those increases with higher orders of perturbation available.66

This shows that the efficiency of the method used to derive the perturbative expansion is67

crucial.68

A common approach to calculate quantities perturbatively on a lattice is to do a graph69

decomposition. Especially in dimensions larger than one, this becomes essential for obtain-70

ing high orders. Instead of a large single cluster, the calculations are performed on many71

small ones, which decreases memory requirements and is easily parallelized. The calculated72

values of a quantity M on the subgraphs of the lattice are then multiplied with embedding73

factors to obtain the value of M up to a given order on the whole lattice making use of74
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the inclusion-exclusion principle. If for two disconnected parts A and B of the lattice, the75

operator M(A ∪B) is the direct sum76

M(A ∪B) = M(A)⊕M(B), (3)

the graph expansion can be restricted to connected subgraphs of the lattice. An operator M77

that fulfils property (3) is called additive. However, not every transformation yields an ef-78

fective Hamiltonian that allows a decomposition of the form (3). In particular, the efficient79

block-diagonalisation transformation, that only makes use of the projectors of eigenspaces80

of H0 and H (see next section for a detailed introduction), in general, does not allow to81

perform calculations on linked subgraphs of the lattice only. This is unfortunate since it82

can be efficiently calculated using matrix-vector multiplications only [3]. This transfor-83

mation was introduced by different people in different communities. Because of that it is84

known under different names, for example as Takahashi’s transformation, Schrieffer-Wolff85

transformation, des Cloiseaux effective Hamiltonian, canonical van Vleck effective Hamil-86

tonian or two-block orthogonalization method [3, 17–20]. The existence of many different87

formulations of the same transformation demonstrates its generic relevance but it is par-88

tially surprising that connections between formulations are not well documented.89

An obvious drawback of perturbative results is the limitation to the convergence radius of90

the perturbative expansion. This radius can often be extended significantly by extrapola-91

tions. Even though for many models extrapolations are very helpful in determining phase92

boundaries or critical behaviour, there are some where no conclusive answer can be reached.93

Another solution to extend beyond the convergence radius of the perturbative expansion94

are non-perturbative linked-cluster expansions (NLCEs). First introduced in [21], they95

were often used for thermodynamic quantities [22] or ground-state expectation values [23].96

In contrast to quantum Monte Carlo simulations, frustration poses no technical problem.97

NLCEs also do not suffer from high dimensions as density-matrix renormalization group98

does. The same holds true for the perturbative linked-cluster expansions. NLCEs follow99

the same principles as perturbative expansions but use non-perturbative cluster results,100

which are in many cases just the exact results of the finite cluster. They are again only101

expected to converge within the quantum phase adiabatically connected to the limit λ = 0.102

However, there is hope that NLCEs are helpful for models where perturbative series extrap-103

olations fail. NLCEs have the potential to converge whenever a finite correlation length is104

present and to allow for scaling close to critical points.105

For non-perturbative expansions it is even more important that the expansion can be per-106

formed on linked clusters only. Otherwise finding a hierarchy to truncate the expansion107

is difficult. For excited states non-perturbative linked-cluster expansions were performed108

with flow-equations in an approach called graph-based continuous unitary transformations109

(gCUT) [24]. Another expansion, only relying on the eigenvectors and energies of the block110

of interest, is the contractor renormalization group method (CORE) [25]. In contrast to111

gCUT, it does not fulfil the linked-cluster property in general. However, a great advan-112

tage is its efficiency only relying on the low-energy eigenstates that can be calculated with113

numerical routines such as the Lanczos algorithm. The CORE method is therefore simi-114

lar to the projective transformation mentioned above. Although an implementation is as115

straightforward as for the CORE approach, no NLCEs using the projective transformation116

are known to us.117

Altogether, the projective transformation has therefore many benefits but a crucial draw-118

back: for multi-particle excitations in general no linked-cluster expansion is possible. This119

restricts the applicability to a limited number of models and forces one to use less efficient120

methods. So far, the non-validity of a linked-cluster expansion for this transformation is121

not well understood. In this paper, we will identify the origin of the problem andwill intro-122

duce an optimal modified projective transformation, where this problem is absent. We do123
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this by extending the projective transformation for an eigenspace adiabatically connected124

to en0 , where en0 denotes the energy of the degenerate subspaces of H0, to incorporate eigen-125

states adiabatically connected to blocks m with em0 < en0 and not only those of en0 . This126

method shares the efficiency of the projective method, can be applied non-perturbatively127

using the exact lowest eigenvectors and energies, and allows for cluster expansions with128

linked clusters only.129

Before describing the important changes to the transformation we review other approaches130

to construct a genuine linked-cluster transformation and inform about different equivalent131

formulations of the classical projective transformation in Sec. 2. Then we exemplify the132

roots of the linked-cluster violation of the projective transformation with a simple toy133

model. In Sec. 3 we show how these problems can be cured for multi-particle excitations in134

general and also give a general form of the transformation in terms of projection operators.135

As an application, in Sec. 4 we apply the method to the low-field expansion of the TFIM136

on the square lattice, both perturbatively and non-perturbatively. We conclude our work137

in Sec. 5.138

2 Block-diagonalisation methods139

In this section, we first define what block-diagonal form we want to achieve with block-140

diagonalisation methods and fix basic notation. Then we review existing cluster-additive141

block-diagonalisation methods and the projective minimal transformation.142

2.1 Block-diagonalised form and cluster-additivity143

The Hilbert space H of a Hamiltonian with local Hilbert space dimension a and N sites144

has finite dimension aN and can be written as the direct sum of the eigenspaces H n
0 of145

the operator H0:146

H =

N⊕
n=0

H n
0 (4)

As H0 is assumed to have block diagonal form we have147

H0 =

N⊕
n=0

Hn
0 , (5)

where the ordering of eigenvalues of the eigenspaces is em0 ≤ en0 for m ≤ n. In more explicit148

form the parts Hn
0 fulfil149

H0 v =

(
N⊕

n=0

Hn
0

)
v =

(
N⊕

n=0

Hn
0 v0,n

)
(6)

for v =
∑N

n=0 v0,n and v0,n ∈ H n
0 . For a block-diagonalising unitary transformation T and150

the corresponding effective Hamiltonian Heff = T †HT , unitarity implies151

H =

N⊕
n=0

H n
eff =

N⊕
n=0

TH n
0 (7)

as well as Heff to be block-diagonal so that it can be written as152

Heff =

N⊕
n=0

Hn
eff , (8)
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i.e.153

Heff v =

(
N⊕

n=0

Hn
eff

)
v =

(
N⊕

n=0

Hn
eff vn

)
(9)

for v =
∑N

n=0 vn and vn ∈ H n
eff . The block-diagonal form of Heff is specified by demanding154

that Hn
eff contains the eigenstates adiabatically connected to the eigenstates of Hn

0 . The155

set of (possibly degenerate) energies of those eigenstates is denoted by en.156

After having defined the block-diagonalised form of the effective Hamiltonian (8) result-157

ing from a unitary transformation T , we next introduce the concept of cluster-additivity158

for such transformations. Historically, first linked-cluster expansions for perturbative159

ground-state energy calculations were performed in 1955 [26] and applied to calculate160

zero-temperature ground state properties in high orders later in the 1980s using Nickel’s161

cluster expansion method from unpublished work [21, 27]. The transformation used to162

calculate ground-state properties is not important since the ground-state additivity163

e0(A ∪B) = e0(A) + e0(B) (10)

is always fulfilled for disconnected clusters A and B assuming a non-degenerate ground-164

state subspace. With Nickel’s cluster expansion method, even excitation gaps could be165

calculated [4] by grouping terms in orders of the number of sites of the lattice, although a166

restriction to linked clusters was not sufficient for that. Still, these calculations were more167

efficient than calculations on linked clusters using a cluster-additive transformation [28]168

due to the higher efficiency of the method. The proper formalism to derive the right169

cluster-additive part of the effective one-particle Hamiltonian was written down in 1996 by170

Gelfand [29]. A more extensive review can be found in [30]. The decisive point was to not171

do a linked-cluster expansion for the effective Hamiltonian in the one-particle space H1
eff172

but to the effective Hamiltonian minus the ground-state energy:173

H̄1
eff(A ∪B) ≡ H1

eff(A ∪B)− e0(A ∪B) = H̄1
eff(A)⊕ H̄1

eff(B) (11)

In contrast to H1
eff , H̄1

eff is additive. This was generalized to a proper cluster expansion for174

two particles around 2000 [2,7,31] and was further generalized to multi-particle excitations175

in 2003 [32]. They introduced the notion of cluster additivity: An effective cluster additive176

Hamiltonian takes the form177

Heff(A ∪B) = Heff(A)⊗ 1B + 1A ⊗Heff(B) (12)

on disconnected parts A and B of the lattice. We stress that this form is different to the178

direct sum in Eq. (3). However, if the effective Hamiltonian takes the cluster-additive form179

of Eq. (12), it can be decomposed into additive parts and a linked-cluster expansion can180

be performed. These additive parts, denoted by H̄n
eff , are inductively defined by181

H0
eff = H̄0

eff

H1
eff = H̄0

eff |1 + H̄1
eff |1

...

HN
eff =

N∑
n=0

H̄n
eff |N .

(13)

The first two equations are precisely what was described by Gelfand [29]. To understand182

the action of H̄m
eff |n on a state one has to expand the state in the position basis. Then,183

for each position basis state, one finds all product state decompositions into two position184

basis states. H̄m
eff |n then acts with an identity on the one part of the product state having185

unperturbed energy en0 − em0 in H0, and with H̄m
eff |m on the other part.186
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2.2 Cluster-additive block diagonalisation methods187

The subtractions of Eq. (13) are necessary to perform linked-cluster expansions but not188

sufficient. For degenerate subspaces of H0, the transformation used is not uniquely deter-189

mined and the cluster-additivity property of (12) is not necessarily given. There are two190

prominent approaches to construct cluster-additive effective Hamiltonians. Both make use191

of the linking structure of the commutator.192

The first one is the method of continuous unitary transformations (CUTs), which are de-193

fined by the flow equations194

∂lH = [η,H] (14)

with η(l) the anti-Hermitian generator of the transformation. In physics they were intro-195

duced 1993 by Wegner [33] and Glazek and Wilson [34] with the double-bracket flow, which196

was known in mathematics already in 1988 [35]. To use flow equations to study eigenvalue197

problems was already proposed by Rutishauser in 1954 with an infinitesimal version of198

the QR algorithm [36]. The Toda flow is another famous flow known from the study of199

the Toda lattice in statistical mechanics [37]. Its relation to a matrix flow for tridiagonal200

matrices was understood by Flachka and Moser in 1974 and 1975 [38, 39]. This flow was201

generalized and applied to banded matrices by Mielke 1998 [40]. Stein was one of the first202

to solve continuous unitary transformations of that flow perturbatively in 1997 [41] and203

the flow was generalized further by Knetter and Uhrig in 2000, where they introduced the204

quasi-particle generator ηQP [1]. They obtained a general perturbative solution for this205

flow equation under the special condition of an equidistant spectrum of H0 and called206

it perturbative continuous unitary transformations (pCUT). In an eigenbasis of H0 the207

quasi-particle generator ηQP can be defined as208

ηQP,i,j(l) = sgn(H0,i,i −H0,j,j)Hi,j(l). (15)

By stating H(0) is linked we define what processes are considered as linked. The off-209

diagonal parts of H(0) are assumed to be local operators. Two local operators commute210

when they act on disconnected parts of the lattice. As ηQP(0) decouples all blocks of H(0),211

it is also linked and can be written as a sum of local operators. Then by definition of212

the flow equation (14), the cluster-additivity property is ensured during the flow as the213

commutator vanishes for local operators acting on disconnected clusters.214

The second genuinely linked-cluster transformation is the multi-block orthogonalization215

method (MBOT) [2, 7]. A similar construction can also be found in [42]. As the name216

indicates, also here it is crucial that all blocks of the Hamiltonian are decoupled. This217

transformation is constructed with the matrix exponential and a global generator S, i.e.218

T = exp(−S). It makes use of the connection between Lie algebra and matrix exponential219

as well as the linked structure established by the commutator expansion220

exp(S)H exp(−S) =
∞∑
n=0

[(S)n,H]

n!
, where [(S)n,H] ≡ [S, . . . [S, [S︸ ︷︷ ︸

n times

,H]] . . . ]. (16)

It is constructed order by order demanding that up to a given order all off-diagonal elements221

between different blocks of Heff vanish. As the first-order part of S has to decouple all222

blocks, it can be written as a sum of local operators. From the form of (16), it is then223

ensured that the transformation is linked cluster in the next order if S contains only linked224

terms in all previous orders. For the sake of completeness, we mention that in [42] also a225

local transformation constructed order by order as226

T = exp(−λS1) · . . . · exp(−λnSn) (17)
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is introduced.227

Both pCUT and MBOT can be constructed order by order in a model-independent form228

for Hamiltonians with equidistant H0. There is also a model-dependent method to use229

ηQP perturbatively (epCUT) and non-perturbatively (deepCUT) [43] for H0 with a non-230

equidistant spectrum directly in the thermodynamic limit. Also, recently an extension231

of the pCUT approach to multiple quasiparticle types as well as non-Hermitian Hamil-232

tonians and open systems was introduced under the name pcst++ [44]. It should also be233

possible to write down model-independent perturbative expressions for MBOT and H0234

with non-equidistant spectrum similarly as in the Schrieffer-Wolff expansion of the mini-235

mal transformation but now using projectors on all eigenspaces of H0. Unfortunately, it is236

hard to transfer the MBOT method to non-perturbative exact calculations on finite graphs237

since it is difficult to find a transformation that sets all block-diagonal parts of S to zero238

while block-diagonalising the Hamiltonian. Also how to efficiently truncate the basis states239

for MBOT is not clear non-perturbatively. In contrast, the application of flow equations240

using ηQP to non-perturbative problems on finite systems is straightforward and was used241

in the gCUT approach [24]. With regard to basis truncations it is important to realize242

that one can use a modified version of the generator ηQP243

ηnQP,i,j(l) =
(
1−Θ(H0,i,i − en+1

0 )Θ(H0,j,j − en+1
0 )

)
sgn(H0,i,i −H0,j,j)Hi,j(l) (18)

and still obtain the same effective Hamiltonian in the blocks m ≤ n [45]. To see this we244

introduce the set of indices in the n-particle block sn. Then we note that the special form245

of ηQP leaves the flow in lower subspaces m ≤ n invariant under unitary transformations246

of the higher subspaces m > n as can be seen by247 ∑
k

Hi,k(l)Hk,j(l) =
∑
k

(HUi,k)(l)(U
†H(l))k,j (19)

with i, j in the subspaces
⋃

m≤n sm and k in the higher-energy spaces
⋃

m>n sm and U248

a unitary matrix acting on the states k. As a consequence, one can efficiently truncate249

the basis states using the Krylov subspace of
⊕n

m=0 H m
0 when targeting the subspace250

n of Heff with the quasi-particle generator because states of higher orders of the Krylov251

subspace only contribute at larger times l of the flow. This efficient way of truncating is a252

big advantage of the special form of ηQP and distinguishes this generator. With this, we253

conclude the discussion of existing cluster-additive block-diagonalisation methods.254

2.3 Projective block-diagonalisation method255

Another type of transformation is the projective transformation T constructed of the eigen-256

states and energies of the block n of interest. This transformation can be given in an257

order-independent form, needs minimal information to be constructed, has minimal norm258

∥1 − T∥ and in many situations can be implemented numerically more efficiently than259

the transformations discussed in the last subsection because only matrix-vector multiplica-260

tions are needed and for most cases obtaining energies and eigenstates with Krylov-based261

algorithms is faster than solving differential equations. Unfortunately, it only allows for a262

linked-cluster expansion of excitations under special circumstances.263

The projective transformation is constructed by projectors Pn on the eigenspaces of H0264

and projectors P̄n on the adiabatically connected eigenspaces of Heff . Projectors are idem-265

potent operators, i.e. P 2
n = Pn and P̄ 2

n = P̄n. For v ∈ H266

Pn v ∈ H n
0 (20)

and267

P̄n v ∈ H n
eff . (21)
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Further, from the orthogonality of the subspaces the resolution of identity268

1 =
∑
n

Pn =
∑
n

P̄n (22)

follows. A good educational introduction to perturbation theory described in the frame-269

work of projection operators is given in [46].270

We first state the form of the projective transformation introduced by Takahashi [18]:271

T =
∑
n

Tn (23)

272

Tn = P̄nPn

(∑
m

PmP̄mPm

)−1/2

(24)

He further used a result of Kato [47] for the perturbative form of the projector P̄n273

P̄n = Pn −
∞∑
s=1

∑
k1+···+ks+1=s, ki≤0

Sk1
n V Sk2

n V . . . V Sks+1
n , (25)

where S0
n ≡ −Pn, Sk

n ≡
(

1−Pn
en0−H0

)k
and realized that Pn

(∑
m PmP̄mPm

)−1/2
Pn can be274

expanded similarly using Kato’s expression. Note that while PnP̄nPn can not be inverted275

its restriction to the subspace H n
0 can. The local expressibility of the transformation is276

important as it shows that the transformation has no contributions on subgraphs of the277

lattice with a larger number of bonds than the perturbation order. The transformation T278

is symmetric in the diagonal blocks as can be seen by279

PnTPn = PnTnPn = PnP̄nPn

(∑
m

PmP̄mPm

)−1/2

Pn = Pn

(∑
m

PmP̄mPm

)1/2

Pn (26)

and280

PnT
†Pn = PnT

†
nPn = Pn

(∑
m

PmP̄mPm

)−1/2

PnP̄nPn = Pn

(∑
m

PmP̄mPm

)1/2

Pn.

(27)
This shows the equivalence of the perturbative expansion of T with the two-block orthog-281

onalization method (TBOT) [3] as for TBOT in [3] it was shown that any perturbative282

transformation that decouples two blocks of the Hamiltonian is uniquely determined by283

demanding symmetric diagonal blocks.284

The projective transformation can also be written in the form of a Schrieffer-Wolff trans-285

formation TSW = exp(−SSW) that decouples block n from the rest. We understand as286

a Schrieffer-Wolff transformation TSW any transformation with a particular anti-block-287

diagonal form of SSW. Introducing288

R =
∑

m,m ̸=n

Pm (28)

it can be written as289

TSW =
(
P̄nPn + R̄R

) (
PnP̄nPn +RR̄R

)−1/2
= exp(−SSW), (29)

8
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where SSW takes the form290

SSW =

(
0 SSW,n,R

−S†
SW,n,R 0

)
. (30)

That SSW has to take such a form follows at least perturbatively from the uniqueness of291

SSW, the symmetry of TSW in its diagonal blocks, and the fact that an exponential of an292

anti-block diagonal SSW as in Eq. (30) yields a transformation that is symmetric in the293

diagonal blocks. In [19] the transformation is constructed perturbatively by an SSW of294

that form and it is called canonical form of van Vleck perturbation theory. A review of295

the Schrieffer-Wolff transformation also constructs the transformation order by order this296

way [48], while also giving a very convenient form of the transformation as direct rotation297

TSW =
√
(P̄n − R̄)(Pn −R) (31)

between Pn and P̄n, i.e.298

T †
SWP̄nTSW = Pn. (32)

The equivalence between (29) and (31) is most easily seen by comparing299 (
P̄nPn + R̄R

)2
= P̄nPnP̄nPn + R̄RR̄R+ P̄nPnR̄R+ R̄RP̄nPn (33)

and300

(P̄n − R̄)(Pn −R)
(
PnP̄nPn +RR̄R

)
= P̄nPnP̄nPn + R̄RR̄R− P̄nRR̄R− R̄PnP̄nPn. (34)

The expressions are identical since 1 = Pn+R and P̄nR̄ = 0. In [48] the transformation is301

constructed perturbatively order by order using the form of the matrix exponential Eq. (30).302

This is not necessary as Takahashi’s form of the transformation for the effective low-303

energy block is exactly identical and can be written down non-inductively. Another unique304

property of TSW is that it has minimal norm ∥1 − TSW∥ of all possible transformations305

that decouple the block n from the rest [48,49]. In contrast to the MBOT transformation,306

the global generator only is anti-block-diagonal with respect to two blocks and because of307

that has non-local anti-block-diagonal terms in general.308

At last we state the form of the transformation given in [20]. It is very similar to Takahashi’s309

form but given in terms of eigenvectors instead of projectors. This form will be particularly310

useful for the construction of the cluster-additive projective transformation in Sec. 3. The311

eigenvectors and energies X0 and D0 of H0 and X and D of H fulfil312

HX0 = X0D0 (35)

and313

HX = XD. (36)

Projection operators and eigenvectors are related by314

Pn,i,j =
∑
k∈sn

X0,i,kX
†
0,k,j (37)

and315

P̄n,i,j =
∑
k∈sn

Xi,kX
†
k,j , (38)

9
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where the ordering of basis states and energies is such that X0,i,j is only non-zero for316

i, j ∈ sn. Here we remind that the set of indices in the n-particle block is denoted by sn.317

Introducing318

XPn ≡ PnXPn (39)

one can then write the transformation as319

Tn,i,j =
∑
k

Xi,k

XPn †

(∑
m

XPm XPm †

)−1/2


k,j

(40)

with k ∈ sn. In [20] it was proved that this transformation has minimal norm ∥1 − T∥,320

which shows that also when one wants to decouple all blocks and not just two as in TSW321

this is the transformation with minimal norm. The MBOT method, which is a Schrieffer-322

Wolff transformation of local anti-block-diagonal operators, is different and consequently323

does not have minimal norm. Hence, only when one decouples two blocks an anti-block-324

diagonal SSW leads to a transformation with minimal norm ∥1− TSW∥.325

For the effective Hamiltonian in the desired block n only the part XPn XPn † contributes.326

By denoting the restriction of XPn to the basis states sn with XPn
sn the part of the trans-327

formation that creates the effective Hamiltonian in block n can be written as328

Tn,i,sn =
∑
k∈sn

Xi,k

(
XPn †

sn

(
XPn

sn XPn †
sn

)−1/2
)

k, sn

. (41)

As these are the only basis states for which XPn has non-zero matrix elements this restricts329

the transformation to the relevant part for each block and can help make considerations330

easier. In particular, for two disconnected clusters A and B and transformations Tl,A in331

A and Tk,B in B and a transformation Tn,sl⊗sk on A ∪B in the subspace n, that projects332

only on the states sl⊗sk (but only on these, not on the whole block n on A∪B), one finds333

Heff,sl⊗sk(A ∪B) = Heff,sl(A)⊗ 1B + 1A ⊗Heff,sk(B) (42)

as334 ∑
i,j

X†
sl⊗sk,i

Hi,jXj,sl⊗sk
= Dsl(A)⊗ 1B + 1A ⊗Dsk(B) (43)

and335 (
XPn †

sl⊗sk

(
XPn

sl⊗sk
XPn †

sl⊗sk

)−1/2
)

=

(
XPl †

sl

(
XPl

sl
XPl †

sl

)−1/2
)
⊗
(
XPk †

sk

(
XPk

sk
XPk †

sk

)−1/2
)
,

(44)
where en0 − e00 = (el0 − e00) + (ek0 − e00). This was also shown in [48] and shows that the336

effective Hamiltonian of the projective transformation allows performing a linked-cluster337

decomposition for degenerate ground states. For excitations, it is not helpful since one338

can not separate excitations in A ∪ B with one excitation in A and ground state in B339

from ground state in A and one excitation in B. The problems caused by this will become340

obvious in the next subsection, where we show the failure of a linked-cluster expansion for341

spin-flip excitations in a simple toy model.342

2.4 Failure of linked-cluster expansion for excited states with projective343

method344

Gelfand realized that a linked-cluster expansion for elementary excitations is possible with345

non-cluster additive transformations as long as the elementary excitations have a different346
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quantum number than the ground state [29]. To show the failure of a linked-cluster ex-347

pansion for the minimal transformation we therefore consider a high-field expansion of the348

Hamiltonian given as the sum of the transverse-field Ising chain, where this is given, and349

a parity breaking term σz
νσ

x
ν+1:350

H =
∑
ν

σz
ν +

∑
ν

(
λσx

νσ
x
ν+1 + µ

(
σz
νσ

x
ν+1 + σx

νσ
z
ν+1

))
(45)

The Pauli matrices σx/z
ν describe spins-1/2 on site ν. For µ ̸= 0 ground state and spin-flip351

excitations are coupled to each other. Now we consider two disconnected clusters A and352

B. The Hamiltonian on A ∪B can be written as353

H = HA +HB, (46)

where354

[HA,HB] = 0 (47)

holds. Consequently the eigenfunctions of HA∪B take the form355

|Ψ⟩A∪B = |Ψ⟩A ⊗ |Ψ⟩B (48)

and have an energy356

H |Ψ⟩ = (HA |Ψ⟩A)⊗ |Ψ⟩B + |Ψ⟩A ⊗ (HB |Ψ⟩B) = (eA + eB) |Ψ⟩ . (49)

For spin-flip excitations on A∪B it follows that they are either build of a ground state on357

A and a spin-flip excitation on B or vice versa:358

|Ψ⟩1, A∪B = |Ψ⟩1, A ⊗ |Ψ⟩0, B ∨ |Ψ⟩1, A∪B = |Ψ⟩0, A ⊗ |Ψ⟩1, B (50)

For the case µ = 0 where the parity is not broken, P0 |Ψ⟩1 = 0. Then XP1
s1 is block-diagonal359

in the A- and B-blocks360

XP1
s1 =

(
XP1

s1,A
XP0

s0,B
0

0 XP1
s1,B

XP0
s0,A

)
(51)

and additivity of H̄1
eff is given361

T †
1HT1 − e0(A ∪B) = H̄1

eff(A ∪B) = H̄1
eff(A)⊕ H̄1

eff(B). (52)

This is not the case when µ ̸= 0. Then P0 |Ψ⟩1 ̸= 0 and XP1
s1 is not block-diagonal in the362

A- and B-blocks any more363

XP1
s1 =

XP1
s1,A

XP0
s0,B

XP0
s1,A

XP1
s0,B

XP0
s1,B

XP1
s0,A

XP1
s1,B

XP0
s0,A

 . (53)

Consequently, additivity of H̄1
eff364

T †
1HT1 − e0(A ∪B) = H̄1

eff(A ∪B) ̸= H̄1
eff(A)⊕ H̄1

eff(B). (54)

is not given any more. If one performs calculations for the model with µ = 1 one finds365

these non-linked terms in order four. Particles can then hop between disconnected clusters366

as illustrated in Fig. 1, which is never allowed in a linked-cluster expansion. The crucial367

step for the construction of a cluster additive projective transformation is to modify XP1
s1368

to restore block-diagonal form for the general case µ ̸= 0 and to eliminate these hopping369

elements between disconnected clusters.370

11



SciPost Physics Submission

Figure 1: The figure depicts a hopping process of one particle (yellow ball) between
two disconnected clusters. For the Hamiltonian (45) such hopping elements are
seen in the effective one-particle Hamiltonian in order four of perturbation. These
processes are a manifestation of the violation of cluster-additivity of the minimal
projective transformation.

3 Projective cluster-additive transformation371

In the last section we reviewed the minimal projective transformation and showed an372

example where the failure of linked-cluster expansion for excited states was shown. In373

particular, the problem could be seen in the non-block diagonal form of XP1
s1 in (53). It is the374

major achievement of this paper to introduce the projective cluster-additive transformation375

T pca which cures this problem.376

3.1 Cluster-additivity for single-particle states377

It is necessary to modify XP1
s1 to X̃P1

s1 to obtain a cluster-additive transformation for single-378

particle states. To achieve this we modify the eigenstates of H. For ground-state energies379

additivity is always given and consequently, the ground state |Ψ⟩0 is not modified:380

|Ψ̃⟩0 = |Ψ⟩0 (55)

For single-particle eigenstates |Ψ⟩1 we modify in the following way,381

|Ψ̃⟩1 = |Ψ⟩1 − (1/⟨0|Ψ0⟩) ⟨0|Ψ1⟩ |Ψ⟩0 , (56)

where |0⟩ denotes the unperturbed ground state. Note that in general the states |Ψ̃⟩1 as382

well as |Ψ̃⟩0 and |Ψ̃⟩1 are not orthogonal and normalized any more. The ground-state383

subtraction of |Ψ⟩0 in |Ψ̃⟩1 leads to384

P0 |Ψ̃⟩1 = 0. (57)

As long as ⟨0|Ψ0⟩ ≠ 0 this subtraction is unique. Recalling the form (50) of a single-particle385

eigenstate on two disconnected clusters A ∪B we find386

|Ψ̃⟩1, A∪B = |Ψ̃⟩1, A ⊗ |Ψ̃⟩0, B . (58)

X̃P1
s1 then takes the form387

X̃P1
s1 =

(
X̃P1

s1,A
X̃P0

s0,B
0

0 X̃P1
s1,B

X̃P0
s0,A

)
(59)

because X̃P0
s1,A

= X̃P0
s1,B

= 0. The linked-cluster transformation of the single-particle block388

can now be conveniently written as389

T pca
1,i,s1

=
∑
k∈s1

Xi,k

(
X̃P1 †

s1

(
X̃P1

s1 X̃P1 †
s1

)−1/2
)

k,s1

. (60)
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Particularly important is the part390

T pca
1,s1,s1

=

(
X̃P1 †

s1

(
X̃P1

s1 X̃P1 †
s1

)−1/2
)

s1,s1

(61)

since its form determines the matrix elements of Hn
eff . As we have already seen, this part391

is block-diagonal392

T pca
1,A∪B = T pca

1,A ⊕ T pca
1,B . (62)

The other part of the transformation just yields a diagonal matrix393 ∑
i,j

X†
s1,i

Hi,jXj,s1
= DA ⊕DB. (63)

Combining the direct sum of eigenvalues on A ∪B394

DA ⊕DB − e0(A ∪B) = e1A ⊕ e1B (64)

with the form of T pca
1 in Eq. (62) one obtains additivity of H̄1

eff :395 ∑
r,k

T pca,†
1,s1,r

Hr,kT
pca
1,k,s1

− e0(A ∪B) = H̄1
eff(A ∪B) = H̄1

eff(A)⊕ H̄1
eff(B) (65)

For one-particle excitations we now have constructed the right transformation. The more396

general case of multi-particle excitations will be discussed in the next subsection.397

3.2 Cluster-additivity for multi-particle excitations398

As mentioned before, the cluster additivity of the effective Hamiltonian implies that we can399

construct additive irreducible operators in every block of interest of the effective Hamil-400

tonian. To show cluster-additivity for multi-particle excitations we again make use of the401

tensor product structure of eigenstates on A∪B with A and B not connected for n-particle402

states |Ψ⟩n with energy ea0, A + eb0, B = en0, A∪B of H0:403

|Ψ⟩n,A∪B = |Ψ⟩a,A ⊗ |Ψ⟩b, B . (66)

What changes compared to single-particle excitations is the transformation of eigenstates404

|Ψ⟩ → |Ψ̃⟩ for the construction of the transformation. For a state with energy en0 we405

demand that the projection on eigenstates of H0 with em0 < en0 is zero, i.e. for406

R =
∑

m,m<n

Pm (67)

we need to have407

R |Ψ̃⟩n = 0. (68)

This has to be achieved by subtracting lower-energy eigenstates of |Ψ̃⟩n. As long as408

Yn−1 = Xi,j , i, j ∈ ∪m<nsm , (69)

is invertible the construction is always possible and unique. Assuming non-singular Yn−1,409

the transformed states |Ψ̃⟩n are defined as410

|Ψ̃⟩n = |Ψ⟩n −
∑
m<n

[
Y −1
n−1 (R |Ψ⟩n)

]
m
|Ψ⟩m . (70)
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The singular values of Yn−1 are the square roots of the eigenvalues of411

Wn−1 =
∑
m<n

Pm

∑
m<n

P̄m

∑
m<n

Pm. (71)

As we discuss later in the context of NLCEs (see Subsec. 4.2), particle decay highly influ-412

ences the convergence properties of the non-perturbative expansion. For particle-decay of413

n-particle states it is important to investigate the behaviour of Wn and not of Wn−1. The414

reason is that particle-decay of the n-particle states would show up as a problem in the415

construction of m-particle states with m > n. When the smallest eigenvalue of Wn drops416

to almost zero sharply, this is a hallmark of particle-decay. The transformation from |Ψ⟩n417

to |Ψ̃⟩n can be visualized as418 
P0 |Ψ⟩n

...
Pn |Ψ⟩n

...
PN |Ψ⟩n

→


0
...

Pn |Ψ̃⟩n
...

PN |Ψ̃⟩n

 . (72)

Since this subtraction is unique for non-singular YN−1 in Eq. (69), it follows419

|Ψ̃⟩n,A∪B = |Ψ̃⟩a,A ⊗ |Ψ̃⟩b, B . (73)

Eq. (73) is at the heart of the cluster-additivity of the transformation. It follows420

X̃Pn
sa⊗sb

= X̃Pa
sa, A

⊗ X̃Pb
sb, B

(74)

and with that for the transformation421

X̃Pn †
sa⊗sb

(
X̃Pn

sa⊗sb
X̃Pn †

sa⊗sb

)−1/2
= X̃Pa †

sa, A

(
X̃Pa

sa, A
X̃Pa †

sa, A

)−1/2
⊗ X̃Pb †

sb, B

(
X̃Pb

sb, B
X̃Pb †

sb, B

)−1/2
.

(75)
Then with422 ∑

i,j

X†
sa⊗sb,i

Hi,jXj,sa⊗sb = Dsa, A ⊗ 1B + 1A ⊗Dsb, B (76)

cluster-additivity of the transformation is a consequence of423

A† (Dsa, A ⊗ 1B + 1A ⊗Dsb, B)A = Ha
eff(A)⊗ 1B + 1A ⊗Hb

eff(B), (77)

where A =

(
X̃Pn †

sa⊗sb

(
X̃Pn

sa⊗sb
X̃Pn †

sa⊗sb

)−1/2
)

. The transformation as a whole acting on all424

particle blocks can also be written down and is given as425

T pca = X

(∑
m

X̃Pm

)†
(∑

m

X̃Pm

) (∑
m

X̃Pm

)†
−1/2

. (78)

with X̃Pn = PnX̃Pn.426
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3.3 Explicit form of transformation in terms of projection operators427

It is important to have the transformation also explicitly given in terms of projection428

operators as this allows for a local expression of the transformation using Kato’s formula429

Eq.(25) and implies that reduced graph contributions are zero for graphs with more bonds430

than the perturbation order. For the explicit form, we first define431

R̄n ≡

(∑
m

RmR̄mRm

)−1

R̄n (79)

with432

Rn ≡
∑
m<n

Pm. (80)

The transformation then takes the form433

T pca =

(∑
m

(
P̄m − P̄mR̄m

)
Pm

)(∑
m

Pm

((
P̄m − P̄mR̄m

)† (
P̄m − P̄mR̄m

))
Pm

)−1/2

.

(81)
To prove the equivalence of (78) and (81) we need to find a way to express XPn(X̃

†−X†)
in terms of projection operators. We first note that the conditions

Pn(X̃
† −X†)Rn = −PnX

†Rn

(subtractions of lower-energy states yield RnX̃
Pn = 0) and

Pn(X̃
† −X†)R̄n = Pn

(
X̃† −X†

)
(only states with lower energy than in block n are subtracted) determine Pn(X̃

† − X†)434

uniquely. We need to show that both these conditions are also fulfilled for −PnX
†R̄n to435

show that −P̄nR̄n = XPn

(
X̃† −X†

)
. The latter condition is obviously fulfilled by the436

construction of Eq. (79). For the first condition we note that437

PnX
†R̄nRn = PnX

†

(∑
m

RmR̄mRm

)−1

RnR̄nRn = PnX
†Rn. (82)

This proves the equivalence of Eq. (78) and Eq. (81) and establishes the form of the438

transformation in terms of projection operators only. It is important to have shown this439

equivalence since perturbatively it follows that one can expand the transformation in local440

terms using Kato’s formula.441

4 Low-field expansion for the transverse-field Ising model on442

the square lattice443

As an application we investigate the ferromagnetic transverse-field Ising model on the444

square lattice in the low-field ordered phase. The Hamiltonian of this paradigmatic model445

can be written down with Pauli matrices and takes the form446

H = −1

4

∑
⟨ν,ν′⟩

σz
ν σz

ν′ + h
∑
ν

σx
ν = H0 + hV, (83)
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with447

H0 = −1

4

∑
⟨ν,ν′⟩

σz
ν σz

ν′ (84)

and448

V =
∑
ν

σx
ν . (85)

The Hamiltonian commutes with the spin-flip transformation
∏

ν σ
x
ν . In the ordered phase449

this Z2 symmetry is broken and the model undergoes a second-order phase transition in450

the 3d Ising universality class towards the disordered high-field phase when h is increased.451

Good estimates of the critical point were obtained using high-field series expansions and452

quantum Monte Carlo simulations and yielded hc ≈ 0.7610 [4, 50]. Best estimates of the453

critical exponent can be obtained using the conformal bootstrap method and quantum454

Monte Carlo simulations [51, 52]. The first two digits of the correlation length exponent455

are given as ν = 0.63. On finite systems the parity symmetry is not broken. To perform456

linked-cluster expansions one therefore goes into a dual picture that is isospectral to the457

original one in the infinite system but has a unique polarized ground state for h = 0. As458

in [28] we define new pseudo-spin-1/2 degrees of freedom and new Pauli matrices459

σ̃z
β = σ̃z

⟨ν,ν′⟩ = σz
ν σz

ν′ (86)

that takes the eigenvalues ±1 of the Ising interaction on every bond ⟨ν, ν ′⟩. This means460

that the degrees of freedom are located on the bonds and not on the sites any more. The461

dual Hamiltonian in this basis can be decomposed into an unperturbed and perturbed part462

in the following way:463

H̃ = H̃0 + hṼ (87)

with464

H̃0 = −1

4

∑
β

σ̃z
β (88)

and465

Ṽ =
∑
s

Ãs, (89)

where the plaquette operator Ã takes the form466

Ãs =
∏

β∈s(ν)

σ̃x
β. (90)

The index β runs over the four bonds s(ν) that are connected to the site ν in the original467

degrees of freedom.468

In this section we are going to employ our transformation T pca to the low-field phase of469

the model and derive series and NLCE results for the spin-flip and bound-state excitation470

gap in this model. Bound states arise in this model because flipping two adjacent spins471

in the ground state yields a state with lower energy in H0 than flipping two spins further472

apart. We analyse the series results in the next subsection 4.1 and further calculate the473

same quantities non-perturbatively in subsection 4.2.474

4.1 Perturbative results for single spin flip and bound states475

Perturbative low-field expansions were most efficiently performed with a transformation476

of the same complexity as the minimal transformation [5]. Even though this calculation477
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was done on a large number of also non-linked graphs - since it did not allow for a linked-478

cluster expansion of excitations because of couplings between ground state and excitations479

- it reached much higher orders than a calculation on only linked clusters with the pCUT480

method [28]. Our approach is thus ideal having the same complexity as the minimal trans-481

formation but allowing for a linked-cluster expansion.482

We calculated graph embeddings on the square lattice using a hypergraph expansion [53]483

and obtained the embedding factors for all graphs with up to 13 sites in the original lattice.484

The elementary excitation in the low-field phase is a spin-flip. Next higher excitations are485

bound states adiabatically connected to two spin flips on adjacent spins. We calculated the486

spin-flip gap up to order 24 extending the results of [5] by 4 orders and the bound-state gap487

up to order 22 extending the results of [28] by 10 orders. It is possible to reach such high488

orders with graphs of only up to 13 sites since in the low-field expansion of excitations with489

a spin-flips on a graph with N sites the minimal order for a reduced graph contribution is490

2(N − a). This property is also called strong-double-touch. We checked that both series491

agree with the known results of [5, 28].492

As for our method it is only important to obtain the eigenspaces and energies of the493

excitation of interest and those of all excitations with lower energy, we used one of the494

most efficient methods for calculating eigenspaces and energies perturbatively, which is495

the two-block orthogonalization method (TBOT) form of the minimal transformation. A496

description of TBOT is given in [3]. With the information obtained this way we then497

construct the cluster-additive projective transformation to perform the linked-cluster ex-498

pansion for both the spin-flip and bound-state gap. Almost all resources are needed for the499

TBOT calculation. Hence, we are as efficient as TBOT but only need to consider linked500

clusters making the method very efficient.501

We denote the series for the zero momentum single spin-flip gap by ∆ and the one for the502

zero momentum bound-state gap by ∆bs. They read respectively503

∆ = 2− 3h2 + 3.5833h4 − 23.140h6 + 133.22h8 − 849.05h10 + 5738.0h12

− 40573h14 + 29615 · 10h16 − 22157 · 102 h18 + 16906 · 103 h20

− 13105 · 104 h22 + 10292 · 105 h24
(91)

and504

∆bs = 3− 22.916h4 − 13.334h6 + 263.64h8 + 5213.1h10 − 7214.0h12 − 31023 · 10h14

− 24296 · 102 h16 + 19814 · 103 h18 + 30204 · 104 h20 + 57170 · 104 h22.
(92)

Note that we displayed the first five digits of the coefficients and did not round to the505

last digit. This accuracy can be guaranteed, while for more digits calculations would have506

needed to be performed with higher accuracy than double precision.507

To analyse the behaviour of these series we used Padé and DLog-Padé extrapolations.508

A good and extensive review of extrapolation techniques in general and especially these509

two is [54]. Padé approximations are a well-established tool to enhance the convergence510

of a perturbative series and DLog-Padé extrapolations in particular mimic the algebraic511

behaviour of critical quantities in the vicinity of a quantum phase transition.512

The series ∆ of the gap is consistently alternating up to high orders. Many DLog-Padé513

extrapolations of ∆ break down because of spurious poles. To estimate the reliability of514

DLog-Padé extrapolations it is helpful to study the convergence behaviour of the DLog-515

Padé families of order [n, n + d] with d fixed. As the series only contains even orders we516

made the analysis for the series in the variable h2. Note that the maximum order of the517

series in this variable is 12. We found that only the families with d = ±1 show converging518

behaviour and that the family d = 1 appears to be better converged. For the d = −1519
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family the extrapolation of the highest order, i.e. the [6, 5] DLog-Padé extrapolant, yields520

a critical point hc = 0.727 and a critical exponent ν = 0.417. From the highest-order [5, 6]521

DLog-Padé extrapolant of the better-converged d = 1 family one obtains a critical point522

hc = 0.762 and a critical exponent ν = 0.649.523

An extrapolation analysis of ∆bs is in principle also reasonable as the bound-state mode524

is stable and expected to close with the same critical exponent as the spin-flip gap, i.e.525

ν(∆) = ν(∆bs). Indeed, there are field theoretic calculations of Caselle et al. [55, 56]526

predicting ∆bs/∆|h=hc ≈ 1.8. This quantity was also calculated with exact diagonalisation527

yielding a value of 1.84(3) [57]. Unfortunately, the series of the bound state ∆bs shows528

a complicated behaviour and no convergence of Padé or DLog-Padé extrapolations was529

found. In [28] ∆bs/∆ was investigated with Padé and DLog-Padé extrapolations but only530

one extrapolation, the DLog-Padé [4, 6], showed non-spurious behaviour and a value close to531

the numerical value of 1.84(3) as in [57]. Having calculated ten orders of perturbation more532

than in [28] one could hope that we find more extrapolations consistent with the predictions533

and calculations of [55–57]. However, this is not the case and the additional orders rather534

show that the DLog-Padé family of the DLog-Padé [4, 6] extrapolant does not seem to535

converge with higher orders. At least up to the calculated orders so far, no behaviour of536

the series extrapolations that is consistent with the expectation of ∆bs/∆|h=hc ≈ 1.8 could537

be found.538

4.2 Non-perturbative results for single spin flip and bound states539

Non-perturbative linked-cluster expansions (NLCEs) for the low-field phase of the transverse-540

field Ising model were so far only performed for ground-state energies and ground-state541

expectation values of observables [58, 59]. In these papers the linked-cluster expansion for542

the ground state was not performed in the dual picture but in a more optimised setting543

to capture fluctuations of the environment that act back onto the closed finite system of a544

graph. Here we stay in the dual picture because a modified coupling due to the environment545

is not obvious for excited states. With NLCEs one can obtain converging results for larger546

values of h than with perturbation theory. As long as the correlation lengths are captured547

within the length scale of graphs considered it is reasonable to assume that NLCEs can548

converge. In contrast to perturbative expansions where order of perturbation and length549

scales are coupled, for NLCEs this is not the case any more since an exact calculation on550

a graph can be thought of as a resummation of an infinite order expansion on that graph.551

Consequently, the convergence properties of both approaches can be different.552

With the NLCE applying our transformation T pca we also calculated ∆ and ∆bs using553

exact diagonalisations with ARPACK routines to obtain the low-energy spectrum and554

eigenvectors of H. In Fig. 2 we show plots of the spin-flip gap for different numbers of555

vertices of the graphs used in the expansion and compare with extrapolations of the series556

results. The NLCE converges to values of h ≈ 0.5 extending the convergence of the bare557

series. We also show Wynn extrapolations [60] with regard to the number of nodes of558

graphs in Fig. 2. Wynn extrapolations of a series So depending on an expansion parameter559

o are defined as560

So+1So−1 − S2
o

So+1 − 2S0 + So−1
. (93)

These extrapolations extend the convergence of the NLCE a bit further but it still breaks561

down before the critical point at hc ≈ 0.7610 [4, 50]. One way to access critical exponents562

with NLCEs is to scale the spin-flip energy gap with respect to the number of vertices563

Nv of graphs used in the expansion at the position hc ≈ 0.7610 of the estimated critical564

point. A logarithmic plot of this is shown in Fig. 3 together with a linear fit. This fit565

yielded an exponent of κ = −0.51. As in this model one would expect the gap to scale566
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with the inverse correlation length this result implies that not the number of vertices Nv567

but the square root of it scales in the same way as the correlation length. Although this568

analysis does not allow for a very precise determination of the critical point it clearly is569

consistent with a critical value of hc ≈ 0.7610 and hence shows that critical behaviour can570

be captured with NLCEs of excitation gaps.

Figure 2: The figure shows an NLCE expansion of the spin-flip gap ∆ in depen-
dence of the number of vertices of the graphs taken into account. The expansion
converges until around h ≈ 0.5. The phase transition point hc ≈ 0.7610 [4, 50] is
highlighted as a black vertical line. Wynn extrapolations of the NLCE expansion
converge up to slightly larger values of h but converge only slowly towards the
critical point. Padé extrapolations are also shown together with the bare series.

Figure 3: The plot shows the scaling of the energy gap ∆ in the dependence of
the maximum number of vertices Nv of graphs used in the NLCE in a double-
logarithmic plot. A linear fit of good quality shows that the behaviour is algebraic
with an exponent of κ = −0.51.

571

The NLCE expansion of the bound-state gap converges up to h ≈ 0.35. For a perturbative572

calculation of the bound-state energy it does not matter if one subtracts only the ground-573

state parts from the bound-state eigenvectors or both the ground-state and single-spin flip574

part as described in Eq. (70). Interestingly, the NLCE broke down earlier when only the575
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ground-state part was subtracted so we always also subtracted the spin-flip part. Results576

are shown in Fig. 4. The reason for worse convergence in comparison to ∆ is energetic577

overlap between bound states and the two-spin flip continuum [28]. This is a well known578

problem in all sorts of effective Hamiltonian theories and for example also shows up in579

quantum chemistry as intruder state problem on finite systems [61] or in graph-based580

continuous unitary transformations (gCUT) [62]. Only a finite number of eigenstates and581

eigenvectors exist in a finite system. Energetic overlap between two different sorts of582

formerly gapped quasi-particles shows up as an avoided level crossing. These avoided level583

crossings are also connected to exceptional points in the complex plane of the perturbation584

parameter that we follow adiabatically [63]. As pointed out in [61] either one follows585

adiabatically the low-lying state and loses transferability of the expansion or one tracks586

the right states but then has a problem of smoothness of the expansion around the avoided587

level crossing. A promising solution to overcome this problem was found in [62], where588

in the region of an avoided level crossing not exact but only approximate eigenstates589

were used to track the right diabatic states as well as possible and not the adiabatic590

ones any more. They used continuous unitary transformations based on the quasi-particle591

generator in Eq. (15) [1] but using a modified generator around the anti-level crossing.592

Next to observable characteristics they took a quantity known from the CORE method593

as characteristic to identify such pseudo-particle decay. For single-particle excitations not594

coupled to the ground state this quantity behaves similarly as the minimal eigenvalue of595

Eq. (4.2)596

Wn =
∑

m<n+1

Pm

∑
m<n+1

P̄m

∑
m<n+1

Pm.

While a generalization to the generic case seems not so clear within the CORE approach597

Wn naturally shows up in our approach and can be used to identify particle-decay of higher598

energetic excitations or excitations coupled to the ground state. Indeed, Fig. 5 shows a599

graph where avoided level crossings related to the quasi-particle decay occur. As can be600

seen, the minimal eigenvalue wmin of Eq. (4.2) drops to zero as the two eigenvalues of601

the bound states and spin-flip states approach each other. While decay is expected for602

high-energy momentum modes in the thermodynamic limit the low-energy modes of the603

bound states are expected to remain stable. Hence, it could be possible to keep some604

decay channels open but to still do a linked-cluster expansion for the stable bound-state605

modes. A solution to this problem in our approach could be to not use exact projective606

eigenspaces around an avoided level crossing but only approximate eigenspaces in the spirit607

of [62], still demanding pairwise orthogonality of each space. A solution to this problem is608

beyond the scope of this paper. We stress that it is not clear if a parameter-free or even609

cluster-additive solution to this problem exists in general.610

5 Conclusions611

We described how to construct a cluster-additive transformation for excitations of a Hamil-612

tonian H = H0+λV with energies en adiabatically connected to the energies en0 of H0. The613

transformation only depends on the projectors of eigenspaces em0 ≤ en0 of H0 and the pro-614

jectors of the adiabatically connected eigenspaces of H. In that respect the transformation615

needs minimal information content compared to other genuine cluster-additive transfor-616

mations while generalizing the well-known minimal transformation, which uses projectors617

on the eigenspace en0 and the adiabatically connected space of H only, but is not cluster-618

additive in general. We also give the transformation explicitly in terms of projection619

operators, which implies basis independence and local expressibility of the perturbative620
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Figure 4: The figure shows an NLCE expansion of the bound-state gap ∆bs

in dependence of the number of nodes of the graphs taken into account. The
expansion converges only until around h ≈ 0.35. The convergence problems are
caused by avoided level crossings occurring on finite graphs. As more graphs are
taken into account in the expansion convergence becomes gradually worse. Padé
extrapolations and bare series results are also shown.
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Figure 5: The figure shows the behaviour of the minimal eigenvalue wmin,A of W2

(blue line) in the vicinity of an avoided level crossing for the calculation of the
effective Hamiltonian on a finite graph, which is plotted in the inset of the figure.
In the same plot the energy difference ∆E between the lower end of the two-
spin flip continuum and the maximum of the bound-state dispersion is plotted
(red). One clearly recognizes that wmin,A drops to a very small value as ∆E
decreases. As a blue dashed line the minimal eigenvalue wmin,B of a modified W2

is shown, where one takes the formerly lower two-spin flip continuum state for the
calculation of the bound-state effective Hamiltonian and rejects the state that was
formerly the one with the highest energy of the bound states. The plot clearly
suggests further away from the avoided level crossing the dashed blue curve would
continue the solid blue one smoothly.
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expansion following from the projector expansion of Kato (25). As an application we621

performed a low-field linked-cluster expansion for spin-flip and two spin-flip bound state622

excitations in the transverse-field Ising model on the square lattice. We did this both per-623

turbatively and non-perturbatively.624

Both in the perturbative and non-perturbative setting the method is computationally very625

efficient. The complexity of perturbative calculations is similar to the TBOT method,626

which is the most efficient method for high-order matrix perturbation theory we know of.627

Non-perturbatively the complexity is that of Krylov-based diagonalisation methods. While628

perturbatively it is hard to come up with further improvements of the method, in non-629

perturbative applications using exact eigenvectors of finite-lattice Hamiltonians problems630

arising in the vicinity of avoided level crossings still present a major obstacle. Promising631

approaches to overcome this problem were given in [62]. To find a parameter-free and632

cluster-additive way of dealing with avoided-level crossings in the construction of effective633

Hamiltonians remains an important task for the future. If this is achieved the proposed634

transformation provides a highly efficient tool to perform linked-cluster expansions for ex-635

citations in generic Hamiltonians with the possibility to describe the decay of excitations636

accurately and efficiently.637

We want to end the paper with possible applications of the introduced method. The min-638

imal transformation only allows for a perturbative linked-cluster expansion of excitations639

that are in a different symmetry sector than the ground state. In almost all low-field ex-640

pansions this is not the case. While it is possible to perform such expansions with pCUT or641

MBOT these methods are less efficient than the method we propose. Hence, it promises to642

reach higher orders in low-field expansions in general, what we already showed specifically643

for the transverse-field Ising model on the square lattice. High-field expansions of models644

where the ground state is coupled with the first excited states can also be computationally645

very demanding. An example is the Kitaev model in a field [64, 65]. The proposed trans-646

formation could help to reach higher orders for that system. Another advantage compared647

to pCUT is that we do not need an equidistant spectrum of H0. In [66] it was proposed to648

use the model-independent structure of the pCUT solution to treat systems with disorder649

or long-range interacting systems and this idea, coined white-graph expansion, was also650

successfully applied [10, 12]. Using perturbative expansions of projectors we can do the651

same with this transformation but in a more general setting of non-equidistant H0. This652

can be utilized to perform white-graph expansions for the resolvent revealing the possibility653

of long-range low-field linked-cluster expansions and low-field linked-cluster expansions in654

the presence of quenched disorder.655
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