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Abstract

Shell models are simplified models of hydrodynamic turbulence, retaining only some
essential features of the original equations, such as the non-linearity, symmetries and
quadratic invariants. Yet, they were shown to reproduce the most salient properties of
developed turbulence, in particular universal statistics and multi-scaling. We set up the
functional renormalisation group (RG) formalism to study generic shell models. In par-
ticular, we formulate an inverse RG flow, which consists in integrating out fluctuation
modes from the large scales (small wavenumbers) to the small scales (large wavenum-
bers), which is physically grounded and has long been advocated in the context of tur-
bulence. Focusing on the Sabra shell model, we study the effect of both a large-scale
forcing, and a power-law forcing exerted at all scales. We show that these two types of
forcing yield different fixed points, and thus correspond to distinct universality classes,
characterised by different scaling exponents. We find that the power-law forcing leads to
dimensional (K41-like) scaling, while the large-scale forcing entails anomalous scaling.
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1 Introduction and summary of results

Hydrodynamic turbulence is a multi-scale non-linear phenomenon which still lacks a com-
plete theoretical understanding. One of the salient stumbling blocks is the calculation of in-
termittency effects [1]. An homogeneous and isotropic three-dimensional (3D) turbulent flow
exhibits at large Reynolds number (Re) universal properties for scales in the inertial range,
that is away from the large scale L where the forcing is exerted and from the Kolmogorov
scale 11 where dissipation occurs. In this range, empirical evidence suggests that the structure
functions S, () of velocity increments behave as power-laws

Sp(r)=<|v(t,x+r)—v(t,x)’p>~rCP, r=|r|, @)

with universal exponents ¢, which are independent of the forcing mechanism. Kolmogorov
established in his celebrated 1941 theory (K41) [2,3] the exact result {3 = 1 in the limit of in-
finite Re. Then assuming self-similarity in the statistical sense, he inferred {,, = p/3. However,
the statistics of the velocity in real turbulent flows do not obey K41 theory. Accumulated evi-
dence from experiments and numerical simulations shows that the structure functions exhibit
anomalous scaling with exponents ¢, # p/3, which reveals the multi-scale or multi-fractal
nature of developed turbulence [1]. The deviations from K41 theory are referred to as in-
termittency effects, and their calculation from Navier-Stokes equation remains an unsolved
problem.

The calculation of anomalous exponents requires in general elaborated methods, such as
the Renormalisation Group (RG), conceived by Wilson [4], which has been pivotal to un-
derstand the emergence of universality and anomalous critical exponents at an equilibrium
second-order phase transition. Shortly after the work of Wilson, the analogy between the
phenomenology of equilibrium critical phenomena and fully developed turbulence — both fea-
turing scale invariance, universality and anomalous scaling — was pointed out, and motivated
the use of RG techniques for turbulence [5-7]. Let us emphasise an essential physical differ-
ence between the two. In equilibrium critical phenomena, the scale invariance with anomalous
exponents emerges at large distances £ > a, where a is typically the lattice spacing, and the
large-scale statistical properties are universal with respect to the microscopic (UV) details. In
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turbulence, the anomalous behaviour is observed at small scales ¢ < L, where L is the inte-
gral scale, and the statistics are universal with respect to the precise form of the (IR) forcing
mechanism. The standard Wilson’s RG for equilibrium critical phenomena consists in averag-
ing over small-scale (UV) fluctuation modes to build up the effective theory for the large-scale
(IR) modes. Correspondingly, it was suggested that the most appropriate RG for turbulence
should be an inverse flow, which averages over large-scale fluctuations to construct the effec-
tive theory for the small-scale modes [8,9]. Although physically appealing, this idea has only
been concretely implemented for the Kraichnan model for passively advected scalar, for which
direct RG is also successful [10,11].

In fact, disregarding this subtlelty, intensive efforts were devoted to applying standard
RG techniques to study turbulence [5-7]. It turns out that these efforts have been largely
thwarted by the absence of a small parameter to control perturbative expansions [12-14].
The usual strategy to circumvent this issue in perturbative implementation of the RG for
three-dimensional hydrodynamic turbulence has been to artificially introduce an expansion
parameter ¢ via a long-range self-similar forcing with a power-law spectrum N (k) ~ k*~4=¢
[6,7,12-15]. However, the physical case of a large-scale forcing corresponds to the uncon-
trolled limit € — 4. This raises the question of whether the actual short-range fixed point,
corresponding to a large-scale forcing, can be captured by such an expansion. This issue has
been investigated in 3D numerical simulations [16, 17], and revisited in a shell model [18],
which showed that when the self-similar forcing dominates, the statistics are Gaussian and
the scaling exponents {,, are dimensional (at least for low orders p) whereas for a large-scale
forcing the statistics are intermittent and the exponents are anomalous. Conversely, numerical
simulations in 2D turbulence found that the power-law dimensional spectrum predicted by the
perturbative RG is never observed neither in the direct nor in the inverse cascade [19, 20].

Since the work of Wilson, the formulation of the RG has deeply evolved, and matured into
a very versatile and powerful framework, which allows for functional and non-perturbative
implementations of the RG procedure (we refer to [21-24] for general reviews on FRG). In
turbulence, the FRG has yielded two important results. The first one is to show the existence
of the RG fixed point which describes developed turbulence for a forcing concentrated at large
scale, which is the relevant case for physical situations [25-27]. This fixed point yields the
exact four-fifth law and allows for the accurate computation of the Kolmogorov constant [28].
The second and prominent result derived from FRG is the expression of the general spatio-
temporal dependence of multi-point multi-time Eulerian correlations [29]. This expression is
exact in the limit of large wavenumbers, and provides not only the general form of the corre-
lations, but also the associated constants. These predictions were quantitatively confirmed in
direct numerical simulations for the two-point and three-point correlation functions [30,31],
and also for passive scalar turbulence [32,33]. Yet intermittency exponents, which are asso-
ciated with structure functions, i.e. equal-time properties, have not been computed yet within
the FRG framework, and constitute an important goal which we address in this work.

Rather than directly tackling the Navier-Stokes equation, a fruitful alternative approach to
gain insights in the statistical properties of turbulence is to conceive simplified models, which
involve a considerably reduced number of degrees of freedom. Among such models are the
one-dimensional Burgers equation [34], the Constantin-Lax-Majda model [35], or shell mod-
els [36,37]. Shell models, originally introduced by Gledzer [38], Desnyansky and Novikov [39]
are inspired by the energy cascade picture, and are formulated as an Euler-like dynamics of
a few Fourier modes v(t,k,) of the velocity field whose wavenumbers are logarithmically
spaced: k, = kogA™ with A > 1. For simplicity, v and k,, are simply taken as scalars rather
than three-dimensional vectors, such that the geometry is lost, and they do not correspond to
any exact projection of the Navier-Stokes equation [40-42]. Yet, they preserve the features of
the dynamical equations which are intuitively thought as important, such as the structure of
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the quadratic non-linearity, symmetries, and quadratic inviscid invariants. Indeed, they were
shown to generate multi-scaling, and for some values of the parameters they even quanti-
tatively reproduce the anomalous exponents measured in hydrodynamic turbulence [43-45].
This was numerically demonstrated in particular for the Gledzer-Yamada-Ohkitani (GOY) shell
model [38,43], and its improved version proposed by L'vov et al called the Sabra model [45].
The latter allows for efficient and more accurate numerical determination of the anomalous
exponents by suppressing some oscillatory behaviour of the original GOY model.

One can also derive analytical results on intermittency for some specific models, such as
the spherical shell model in the large N limit [46, 47], or shell models with a Hamiltonian
structure [48] or specifically designed solvable models [49]. Note that one can also rigoroulsy
construct shell models which preserve the exact form of the original equation of motions [42].
However, for the GOY and Sabra models whose properties most closely resemble the ones of
hydrodynamic turbulence, there is no analytical result on their anomalous scaling exponents.
Moreover, despite some early attempts [50], the existence of a fixed point describing their
universal properties has been only postulated, but never demonstrated.

In this paper, we employ FRG methods to study shell models, focusing on the Sabra shell
model, with the aim of computing its structure functions. We exploit the versatility of the FRG
framework to investigate two aspects in particular, the role of the forcing profile — large scale
vs power-law, and the influence of the direction of the RG flow — direct vs inverse. Concerning
the forcing, we study the turbulence generated by both a forcing concentrated on large scales,
termed short-range (SR), and a self-similar forcing characterised by an algebraic spectrum
of the form N(k,) ~ k,”, termed long-range (LR). Regarding the direction of the RG flow,
besides the study of the direct RG (from UV to IR), which is the conventional one, we also
formulate the inverse RG (from IR to UV), which had never been implemented before in the
FRG framework to the best of our knowledge.

Let us summarise our main results. The first one is that our analysis shows that the LR and
SR forcings yield two distinct fixed points: the LR fixed point has normal dimensional scaling,
whereas the SR one is anomalous. An important consequence is that they do not coincide even
in the limit where p — 0 (which is equivalent to ¢ — 4 for 3D turbulence). It follows that
anomalous intermittency exponents cannot be computed from taking the limit p — 0 of the
LR fixed-point. This suggests that this could also be the case for hydrodynamic turbulence.

The second result is that we find that the inverse RG is better suited to study the SR fixed
point. We explicitly compute the universal properties of the turbulent state at this fixed point,
in particular the structure functions of order p = 2, 3,4, within an approximation which con-
sists in a vertex expansion. We show that this fixed point indeed yields anomalous scaling,
ie. the exponents ¢, differ from K41 scaling, although at this level of approximation, they
are uni-fractal, akin in a f-model [51], rather than fully multi-fractal. We discuss possible
improvements of the approximation which could lead to multi-fractality.

The rest of the paper is organised as follows. The Sabra shell model and its key properties
are reviewed in Sec. 2. We then use the path integral formalism to derive the field theory for
shell models. In Sec. 3, we introduce the functional renormalisation group and expound its
formulation for shell models, both in a direct and in an inverse flow. We present in Sec. 4
the approximation studied in this work, which consists in a vertex expansion, and derive the
corresponding FRG flow equations. We describe in Sec. 5 our results for the direct RG flow.
We first recover the standard perturbative results for a LR forcing, and then show that the
presence of a SR forcing yields a crossover to a different fixed point. We explain why this fixed
point is more conveniently accessed within a inverse flow, which we implement in Sec. 6. We
compute the associated structure functions and show that they exhibit anomalous exponents,
although not multi-scaling. Technical details are reported in the Appendices.
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2 Sabra shell model and field theory

2.1 Sabra shell model

The Sabra shell model describes the dynamics of a set of complex amplitudes (v,,(t)),ez, which
represent Fourier modes of the velocity in shells of wavenumbers k,, = koA™ with A > 1. The
time evolution of these amplitudes is given by a set of non-linear coupled ordinary differential
equations [45]:

{ 0,v, =B,[v,v*]— vkﬁvn + f
1

(2)

x1 s *
Bn[V: v ] =t [akn+1vn+2V + bknvn+lvn_1 - Ckn—lvn—lvn—Z] >

where v is the viscosity and f,, a forcing to maintain a turbulent stationary state. The three
parameters a, b, ¢ must satisfy the constraint a + b + ¢ = 0 to ensure that the inviscid (v = 0)
and unforced (f = 0) version of (2) formally conserves two quadratic invariants. These are
the total energy and total “helicity” (in analogy with 3D hydrodynamic turbulence), defined

respectively as
a n
E:Zn:vnv:, H:Zn:(z) vnv;’l‘. 3)

Since the equations can be rescaled to set one of the parameters to unity, and another one is
fixed by the conservation constraint, we conform to the conventional choice of setting a =1
and b = —(1 +¢). Note that the k,, are positive and finite, but one may also define this shell
model on a wavenumber space containing the zero mode.

The model (2) possesses four symmetries, which are the invariance under time translations,
space translations, time dilatations and discrete space dilatations. Since (v,,(t)),cz represents
a sequence of Fourier modes, the translations in space correspond to phase shifts of the form
Vg — V= el y . The Sabra shell model is invariant under these shifts provided that the
phases (6,,),e7 satisfy the recurrence relation 6,5, = 6,1 + 6,,. The solutions of this equation

are of the form ;

V5
where ¢, = (1% +/5)/2 are the solutions of ¢ = 1+ ¢. As shown in Ref. [45], the indepen-
dence of the field configurations with respect to 6,, 6; implies that they must satisfy a rule
of conservation of a quasi-momentum «k, = £¢", which is that “the sum of incoming quasi-
momenta (associated with a v) is equal to the sum of outgoing quasi-momenta (associated
with a v*)”, as stated in [45]. This was identified as a key advantage of the Sabra shell model
compared to the GOY one. Indeed, it is natural to assume that the statistics of the model re-
spect this symmetry. The conservation of the quasi-momentum then entails strict constraints
on the non-vanishing field configurations, contrarily to the law of conservation of momentum
for the Fourier transform in the continuum space.

The analogy with Fourier modes should not be pushed too far nonetheless. Indeed, in
shell models, the shell variables v, are rather surrogates for the velocity increments in 3D
hydrodynamical turbulence and as such their moments are the analogues of the structure
functions. For p = 2 and p = 3, the only structure functions compatible with the conservation
of the quasi-momentum are:

6, [6o(@s0™ — o @)+ 61(0T —™)], 4)

S2(kn) = <an:;> (5)
Ss(k,) = Im(v;“ﬂvnvn_l) . (6)
For higher orders p, one defines the following structure functions:
(v, IP) if p is even
S,(ky) = { . P 7)
Im(vy, Vv [velP°)  if pis odd.

5
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The great interest of the GOY and Sabra shell models is that these structure functions exhibit a
very similar behaviour as in hydrodynamic turbulence. At high Reynolds number (large scale
forcing and small viscosity v), they display an inertial range of shell indices with universal
scaling laws characterised by anomalous exponents [36, 37,45]. For the Sabra model, all

structure functions behave as:
P
£ \3 ko ng
S (k,)=C,| — — 8
p( Tl) p(kn) (kn) b ( )

where C, are dimensionless constants. We define the anomalous exponents as ¢, = %’ +68,-
The equivalent of Kolmogorov K41 theory yields for the shell models ¢, = %, and thus 6, is
the deviation from Kolmogorov scaling. The equivalent of the exact 4/5th law [3] also holds
in these models, and one can show that the third order structure function is given by the exact

expression ) :
Sy(k,) = m(—w(%) 5), 9)

where ¢ is the mean energy dissipation rate and & is the mean helicity dissipation rate [45].
One can tune the large scale forcing in order to cancel this last contribution, or alternatively
one can decrease its impact by choosing ’%’ < 1[45]. Apart from {5 = 1 which is fixed by (9),
the other exponents are observed to be anomalous, i.e. {, # %. While the K41 dimensional
analysis and Eq. (9) hold for any values of the parameters (provided a + b + ¢ = 0), the
values of the anomalous exponents depend on the choice of parameters ¢ and A [37]. They
are quantitatively very close to the ones observed in fluid turbulence for the specific choice
¢ =—0.5and A =2 [45]. All our computations are carried out using this choice of parameters.

For fixed parameters, the behaviour in the inertial range is universal. This means that the
exponents ¢, do not depend on the viscosity v and on the precise form of the forcing f, as long
as it only acts on large scales. While one usually introduces a deterministic forcing on the first
two shells tuned to eliminate the spurious helicity flux, we rather consider, as common in field
theoretical approaches of turbulence, a stochastic forcing, which can be chosen as Gaussian
without loss of generality [50]. Its covariance is defined as

(Fa()f () = 2N (k)5 (t — )8 - (10)

For a large scale forcing, N (k,) is concentrated at the integral scale, i.e. it is non-zero for shells
with k, ~ L™!. In practice, we use the profile

Nyn=Dsh(Lk,),  h(x)=x2e @la) (11)

where Dgy is the forcing amplitude, a; and a, are dimensionless coefficients. In all our cal-
culation, we use a; = 1072 and a, = 4. For a power-law forcing acting on all scales, N (k) is
defined as

k,\"*
Np’n == DLR (k_o) . (12)

2.2 Path integral formalism

The Sabra shell model (2) in the presence of the stochastic forcing (10) takes the form of a
set of coupled Langevin equations. These stochastic equations can be cast into a path integral
formalism using the Martin-Siggia-Rose-Janssen-de Dominicis procedure [52-54], which was
implemented in the context of shell models in Ref. [46, 50]. This procedure relies on the
introduction of response fields v, and v which play the role of Lagrange multipliers to enforce
the equations of motion. Collecting the different fields in a multiplet V = (v,v*,v,v*) to
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alleviate notation, the generating functional associated with the dynamics of the shell model
is given by

Z[J]= f D[V] e S+ . [ Vandan , (13)

where we introduced the source multiplet J = (j, j*, j, j*), and Greek indices a = {1,2, 3,4}
span the fields in the multiplet, whereas n € Z refers to the shell index. The action for the
Sabra shell model is given by

S[v]= ZJ {[17;’1‘ (8tvn + vkrzlvn —B,[v, v*]) — %N(kn)f/nf/;‘:] + c.c.} , (14)

where c.c. denotes the complex conjugate. This action is general for shell models, each model
differing only in the precise form of the non-linear interaction B[v,v*]. We also consider the
generating functional YW = In Z. In the framework of equilibrium statistical mechanics, the
functional Z is the partition function of the system, and WV its free energy. In probability theory,
Z is analogous to the characteristic function, i.e. the generating function of moments, while
W is the generating function of cumulants. They are simply promoted to functionals in the
context of field theory since the random variables are here fluctuating spacetime-dependent
fields. The central interest of these functionals is that all the statistical properties of the system
can be derived from them. In particular the m-point correlation functions (generalisation of
moments), or m-point connected correlation functions (generalisation of cumulants), can be
computed by taking m functional derivatives of Z, respectively W, with respect to the sources,
and evaluating them at zero sources.

The presence of forcing and dissipation ensures that the system reaches a non-equilibrium
statistically stationary state. In the following, we thus assume that the statistics are invariant
under time translations, and we introduce the Fourier transform of the fields in time. We use
the following conventions:

f(w)EJ:[f(t)]=J

t

ei“”f(t)=J dt e’ (1)
R

dw

eIt f(e) = J S8 et fw). (15)
R

(0= F [ (w)]= f e

w

The Sabra field theory can be studied by means of RG techniques, which we introduce in the
following section.

3 Functional renormalisation group formalism

The functional renormalisation group is a modern formulation of the Wilsonian renormalisa-
tion group, which allows for functional and non-perturbative approximations [21-24]. The
general idea underlying the renormalisation group is to perform a progressive averaging of
the fluctuations of a system, may they be thermal, quantum or stochastic, in order to build
the effective theory of the system at the macroscopic scale. The RG procedure is endowed
through FRG with a very versatile framework, which is used in a wide range of applications,
both in high-energy physics (quantum gravity and QCD), condensed matter, quantum many-
body systems and statistical mechanics, including disordered and non-equilibrium problems
(for reviews see [21-24]).

In the context of turbulence, the FRG was employed to study homogeneous and isotropic
turbulence in several works [25-27,29,30,32,55,56]. As mentioned in the introduction, the
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main achievements so far are twofold: to show the existence of the fixed point describing
the universal properties of turbulence forced at large scales; to provide the expression of the
spatio-temporal multi-point multi-time Eulerian correlations, which is exact in the limit of
large wavenumbers [28]. In this work, we resort to the FRG method to study shell models of
turbulence, focusing on equal-time properties, i.e. structure functions.

3.1 Direct and inverse RG for shell models

Wilson’s RG procedure consists in achieving progressively the integration of the fluctuations
in the path integral (13). In the conventional, or direct, RG, this integration starts from the
large wavenumber (UV) modes and includes more and more smaller (IR) ones. In order to
achieve this progressive integration, one introduces a continuous wavenumber scale parameter
K, and a cut-off term which suppresses all fluctuation modes on shells k, below the RG scale
k. This cut-off term, also called regulator, takes the form of an additional quadratic term AS,
(analogous to a mass) in the path integral action, which reads for the shell model

1
AS[V]= EZJ Ve R Vg (16)
n t

where the regulator matrix, with the fields ordered as (v, v*, v, V*), reads:

0 0 0 R,
(o 0o Ry, O

Ren=|"0 Ry, 0 0 a7
Ryn 0 0

We emphasise that the vv* sector must vanish for causality reasons [57], while any contribution
involving two conjugated field or two non-conjugated fields is incompatible with the conser-
vation of quasi-momentum. One also could consider a vv* cut-off, but it is not necessary so we
choose not to include it for simplicity. The vV* term can be interpreted as a scale-dependent
damping friction term at scale x [27]. Note that we restrict to memoryless cut-off functions,
that is cut-off functions which are white in time. This choice simplifies the calculations and was
shown to yield reliable results in many applications of FRG to non-equilibrium systems [24].

In the standard direct RG, the cut-off function R, ,, is required to be very large for modes
with k,, < k such that the contribution of these modes in the path integral is suppressed, and
to vanish for modes with k,, 2 « such that the contribution of these modes is unaltered. Thus,
at a given RG scale k, only the fluctuations on shells n 2 In(x)/In(A) are integrated in the path
integral, and as k — 0, all fluctuations are progressively included. A common choice which
fulfils these requirements is the Wetterich cut-off

Ren= vki r (%) , r(x)= exza—l ) (18)
where a is a free parameter.

In order to formulate an inverse RG flow, one would like to carry out the progressive
integration of the fluctuation modes in the reverse direction, that is from the IR wavenumbers
(large scales) to the UV ones (small scales). Thus, one needs to choose a cut-off function which
suppresses the contributions of modes k,, 2 k while it does not affect modes with k,, < k. We
propose as a suitable choice the following function:

Ko (kn 2
Ren=v—r (—) , r(x)=atanh(fx?), (19)
K K
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where a and f3 are free parameters. The pre-factor is chosen to be homogeneous to viscosity x wave-
number? as required by dimensional arguments. *

3.2 Exact FRG flow equations

In both the direct and the inverse RG flow, the addition of AS,. turns Z into a scale-dependent
generating functional:

Z[J]= f D[V] e—S[V]—ASK[V]Jan,a [ Vandan ) (20)

In the FRG formalism, the central object is the effective average action T, defined as the
(modified) Legendre transform of W, = In Z,. as:

FK[U]: |:Z U(l,n‘](l,n}_WK[J]_ASK[U]J (21)

where the value of J is fixed by the relation

<V> — 5W—k[‘]]’ (22)

U
oJ

such that U corresponds to the expectation value of V. The functional T, turns out to be well-
suited to implement functional and non-perturbative approximation schemes [21, 24]. The
effective average action is solution of the exact Wetterich equation:

1 -1
aKFK = ETI.ZJ 3KRK,n(t) ' GK,n(t)a GK,n = [1—-15’2’1) + RK,H] > (23)
n t

where Flgz) is the Hessian of the effective average action. This flow equation allows one to
continuously interpolate between the microscopic theory, which is here the shell model ac-
tion (14) and the full effective theory we aim at when all fluctuations have been integrated
out. To ensure these limits, the cut-off function has to satisfy additional requirements. For the
direct flow, R, ,, should vanish when x — 0 (or k = Ajg some very small wavenumber) such
the regulator is removed and one obtains the full effective action I'y | =T, while R, ,, should
diverge (or be very large) for k — oo (or k = Ayy some very large wavenumber) such that
all the fluctuations are frozen and one recovers the microscopic action I’y , = & [24]. For an
inverse flow, the cut-off should satisfy reverse limits, i.e. R, , — oo (or is very large) when
k = A such that T, = S while R, ; — 0 when x — Ayy such that T, =T One can check
that the cut-off functions defined in (18) and (19) satisfy these requirements.

The functional T is called in field theory the generating functional of one-particle irre-
ducible correlation functions. It corresponds in the context of equilibrium statistical mechan-
ics to the Gibbs free energy. In non-equilibrium systems, it still incorporates the effects of
fluctuations at all scales, and allows one to compute all the statistical properties of the system.
Since the functionals T, and W, are related by a Legendre transform (21), the knowledge of
the set of F}Em) is equivalent to the knowledge of the set of W,Em). In particular, the structure
functions can be computed from the propagator G, and the vertices F,Em), see Sec. 3.4. The
flow equation for the Flgm) can be obtained by taking m functional derivatives of (23) with

Let us make a technical comment anticipating on the exact flow equation (23). This equation involves the
scale derivative 9, R, , of the regulator. For the choice (19), this derivative does not vanish at large wavenumber,
but rather tends to a constant. While this is not a problem for shell models, it could be detrimental in a continuous
model for the convergence of the integration over wavevectors. In this case, an alternative cut-off function should
be chosen.
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respect to the fields. For instance, this yields for the flow equation of the two-point function
I® the following flow equation

~U, Uy 5 ~ 1.v,0..2) -
aKFK,nn’ (w) = Ter aKRK,mlmz(wl) . GK,m2m3(w1) : |:§FK,nn’m3m4(w’ —w, wl) . Gk,m4m1(w1)
m; Jw;

= = =Uy,(2) 5
— F,ggl’rgli)rn4(w, 1) Gy myms (0 + 1) - I‘K’n,msmé(—w, w+wq): GK,m6m1(w1)] s
24)
where the tilded quantities are defined as
FJE‘?)‘“LL)l-“nn(wl’ ) wm) = 27'55(6()1 +- 4+ wm)f‘IETIZMrIm(wl’ T, C‘)m—l) . (25)

They depend on one less frequency than their non-tilded counterpart owing to frequency con-
servation. We recall that we are explicitly focusing on the stationary state. The vertices F,E3)

and f',g‘” are here put in the form of 4 x 4 matrices with one, e.g. N,ﬁf “’(2), respectively two, e.g.
e ala(2), legs fixed to the external fields U, and U, and external indices n and n’. The dot

thus represents a matrix product in this notation. This flow equation can also be represented
using Feynman diagrams as:

UUy
8’< 1—‘K,nn’ -

) (26)

where the vertices are given by the 1"15’"), the internal lines correspond to the propagator G,,
and the cross stands for the derivative of the regulator 9, R,. Since the propagator enters in
all the flow equations, we first determine its general structure.

3.3 General form of the propagator

The propagator G, is defined as the inverse of the Hessian of I, + AS,.. From general con-
siderations of causality, and translational invariance in space, there are only two independent
terms in the Hessian of the effective average action. Using translational invariance in time,
they take the following form in Fourier space

[%]w @) = 7 1) 27060 + )
[Llj’(](w, @) =1 n(@)8pn 278 (w + o), 27)
duy(t)iy, (t') ’
where F denotes the Fourier transform defined in (15). Thus, the Hessian of T, is given by
0 0 0 Tren(@)
P (=5, 0 0 Tren(@) 0 28)

K,nn’

0 Yk,n(_w) 0 ?K,n(w)
YK,n(_w) 0 ?K,n(_w) 0

Then, as f"gz) + R, is diagonal in shell index, its inverse is simply a matrix inverse, given by

0 &in(®) 0 gynlw)
> _ gK,n(_w) 0 gK,n(w) 0
GK,TUI/((’O) - 5nn’ 0 gK,n(_w) 0 0 (29)
gK,n(_w) 0 0 0

10



SciPost Physics Submission

with

1 _ Tin(—w)
gK,n(w) = R’ gK,n(C‘)) = - 5" (30)
V(=) + Rin [in(e@) + Ry

3.4 Expression of the structure functions

The statistical properties of the model can be computed at the end of the flow, in the limit
Kk — Ay for the direct flow or k — Ayy for the inverse one, that is once all the fluctuations
have been averaged out. In particular, if the RG flow reaches a fixed point (which is expected
from the observation of universality and scale invariance), the structure functions can be calcu-
lated from the fixed-point functions. The structure functions S, (k,) are equal-time correlation
functions. As mentioned in Sec. 3.2, all the correlation functions can be calculated from the
set of vertex functions I'™. The relations between the S, and the '™ can be simply deduced
by taking functional derivatives of the Legendre transform (21) relating their respective gen-
erating functionals W, and I}.. One has the following chain-rule relation

SW, SUq (") 8T, UyUy
_— == E E G+ r “, 31
5Ja,n(t) Jr/ ~ 5Ja (0 5Ua/ n’(t/) J x,nn “(t,t") K,n (t), (31)

neglecting the term linear in J in (21) which plays no role for higher-order derivatives, as well
as the AS, term since it vanishes at the end of the flow. The second order structure function
Sy(k,) is given by

52 W,
6Jnb

) (32)

K—Kfinal

SZ(kn) = <Vn(t)V:(t)> = f

= f gk,n(c‘))
K—Kfinal @

where kg, denotes the final RG scale, either Ayy or Ap.
Using the relation (31), one obtains for the third-order structure function

53W, }

Sg(k )— Jm< Vn—1Va Vn+1> Sm|: 5jn_1(t)jn(t)j:+1(t)

K—Kfinal

~U,UpU,
:_5mz Z f Kn 1m (wl)GK nmz(wz) Km1m2m3(w1’w2)GK n+1mg ( w1 — 602)
m; a,f,y v w1,02

(33)

Similarly, a general fourth-order structure function is defined as

54
(Ugy i, (0Upgy 1, (D), 1, ()U, 5, (8)) = [ W, ] -

6,y (W oy, ()W gy, (EW g, 1, ()

Up Up Vs =Up, Up, Upy Up Up
—ZZ J Gt (1) 2 (00) G 0 (co5)E 2 2 P4 (001, 03, 03) Gt (c04)
1

Up Up 51Up, Up ~Ups Up
+ZZ f Gt (1G22 ()T 20 (1, )G b (7 + 5)
1

=UpeUp; Up Up .
X D memam, (W1 + @, a>3)GK Tyt ( 3)GK‘;“4m:(co4) + permutations,  (34)

where we have defined w4 = —w; — wy — w3. If there are no 4-point vertices in a given
approximation, only the terms in the third and fourth lines of (34) contribute. With only these
terms, the purely local S, defined as

S4(ky) = (vnvnv:v:> (35)

11

K—Kfinal



SciPost Physics Submission

vanishes because of constraints from spatial translational invariance for the I'®). In this case,
we consider another configuration permitted by quasi-momentum conservation (see App. A)
defined as

Sa(ky) = (VpVus1Vi Vi) - (36)

When 4-point vertices are included in a given approximation, both definitions (35) and (36)
entail a non-vanishing contribution from (34). We checked that they always exhibit the same
scaling exponent.

4 Approximation scheme within the FRG

The flow equation (23) is exact, but it is a functional non-linear partial differential equation
which obviously cannot be solved exactly. In particular, as usual with non-linear equations, it
is not closed, i.e. the flow equation for a given l"lgm) depends on higher-order vertex functions
F,Emﬂ) and FIE’"J“Z) (as manifest in (24) for m = 2), such that it leads to an infinite hierarchy
of flow equations. Thus one has to resort to some approximations. The key asset of the FRG
formalism is that (23) lends itself to functional and non-perturbative approximation schemes.
The most common one is called the derivative expansion as it consists in expanding T, in
powers of spatial and temporal derivatives, while retaining the functional dependence in the
fields. However, in the context of turbulence, we expect a rich behaviour at small scales, i.e.
large wavenumbers, which is not a priori accessible through such a scheme. The alternative
common approximation scheme rather consists in a vertex expansion, i.e. an expansion of I, in
powers of the fields, while retaining a functional dependence in the derivatives, or equivalently
in wavenumbers and frequencies [21,24].

In fact, for Navier-Stokes turbulence, it was shown that, owing to the general properties
of the regulator and to the existence of extended symmetries of the Navier-Stokes field theory,
the flow equation for any F,Em) can be closed (i.e. it does not depend any longer on higher-order
¢ > m vertices) for large wavenumbers without further approximation than taking the large
wavenumber limit [28,29]. Its solution at the fixed-point yields the exact general expression
at leading order in large wavenumber for the spatio-temporal dependence of arbitrary m-point
Eulerian correlation functions. This expression gives in particular the rigorous form of effects
associated with random sweeping. However, this leading order term vanishes for equal times.
It means that it does not encompass equal-time correlation functions, in particular structure
functions. The random sweeping effect thus hides the intermittency corrections, in the sense
that the latter are contained in sub-leading terms compared to sweeping. As a consequence,
anomalous exponents have not been computed yet in the FRG framework for turbulence.

In shell models, the effect of sweeping is concentrated in the zero mode, and because of the
locality of the interactions in shell indices, it does not affect the other modes. Hence, the inter-
mittency effects are a priori more directly accessible, in the sense that they are not contained
in subleading terms compared to the sweeping because the latter is absent. The purpose of this
work is to assess this hypothesis and access intermittency effects in these simplified models.

4.1 Vertex expansion

We focus in the following on equal-time quantities, namely the structure functions, and com-
pute them within the vertex expansion scheme. Since we aim at determining the wavenumber
dependence of structure functions, we keep the most general wavenumber dependence of the
vertices, while we only retain their bare (microscopic) frequency dependence. This assumption
seems reasonable, but it would be interesting to improve on it in future work. Furthermore, we
truncate the expansion at order two in each field, i.e. we neglect vertices with more than two

12
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velocity fields or more than two response fields, which we refer to as “bi-quadratic” approx-
imation. We emphasise that in all previous FRG studies of 3D turbulence, I, was truncated
at quadratic order in the fields [25-27]. In these works, the fixed point was shown to exhibit
K41 scaling, without anomalous corrections. Here in contrast, we include vertices up to quar-
tic order, albeit restricting to power two of velocity and response velocity fields. This level of
truncation is already quite involved, although of course in principle it would be desirable to
study the effect of higher-order vertices. We show that accounting for vertices beyond the bare
one indeed yield an anomalous scaling for S,, which is already an important step.

The vertex expansion at this bi-quadratic order can be expressed in the form of the follow-
ing ansatz for the effective average action T.:

1-.2 +Fuuu+ruuu+ruuuu
K
i v 1‘* D 5
Z A A= g | ee
l—vuuu ZJ —ilu [lm+1kn+1”n+2”n+1+xmk un+1un 1 XKH 1kn 1Up—1Up— 2]+CC}
I—-uuu ZJ _lu I:’)/K n+1un+2un+1 +Y,<n n+lun— YK n—]un lun 2:|+Cc}

r.uuuu Zf ,uK RTI TR +,uK L upu ]-l—c.c.} (37)

The term I, . is the most general quadratic term compatible with causality and quasi-momentum
conservation, keeping the frequency dependence as in the bare action. It involves three renor-
malisation functions fk’jn, ,fn, ’l’n which retain a full functional dependence in the wavenum-
ber k,. Their initial condition at the beginning of the flow is

—p
L= =l A= Dablafk) < () L @9

where «;,;; = Ayy in the direct RG flow and «;,;; = A in the inverse RG flow. The condition
initial for fKD includes both a SR forcing with amplitude Dez and a LR algebraic one with
amplitude D;y. Each can be studied separately by setting the amplitude of the other to zero.

Similarly, the cubic terms present in the microscopic action with coupling a, b, and ¢ are
promoted in F””u to full functions of the wavenumber through the renormalisation process.
Their initial condltlon is thus

a _ b _ c _
XKimt,n =a, xKinit;n =b ’ xKinit;n =c. (39)

The other term I‘”L,‘(” includes all other possible cubic vertices (apart from a three-response-
field vertex) which are not present in the microscopic action but which are generated by the
RG flow. The initial condition of the corresponding renormalisation functions y¢ o yb n 2 e -

is thus zero. For all the terms contained in I}, F““” and 1"”“” the only approximation is
the simplification of the frequency sector. Indeed, in pr1nc1ples hlgher order time derivatives
could be included, that is a frequency dependence of the renormalisation functions.

For the quartic vertices, we restrict to those with at most two velocities or response veloci-
ties (bi-quadratic order). The configurations permitted by the conservation of quasi-momentum
are established and listed in App. A. This shows that there are many possible 4-point ver-
tices. The only ones which can give explicit non-vanishing contributions to the fourth-order
structure function (35) are the purely local ones (n,n,n, n) or the non-local ones of the form
(ny,nq,n9,n,). The latter would be associated with renormalisation functions depending on

13
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two wavenumbers (n, n,), which increases the complexity of the numerical resolution of the
flow. As a first approximation, we restrict ourselves in this work to the purely local contri-
bution, which are the ones contained in F“"“u with renormalisation functions u:.  and ,u
As we discuss in the following, the non- local contributions may be necessary to obtaln a full
multi-fractal behaviour. This is left for future explorations.

4.2 Derivation of the flow equations

The flow equations of the renormalisation functions can be calculated from the exact equa-
tion (23). The elements entering the right-hand side of this equation are the propagator and
the vertices. The propagator is defined by (29). Taking two functional derivatives of (37) with
respect to iy, u,, and i}, i/, one obtains

Yin(@) =ifl + £l Ten(@)=—=f2, (40)

with y,. and ¥,. defined in (27).
To obtain the expression of the vertices, one takes additional functional derivatives of (37)
with respect to the appropriate fields. For instance,

5(3)FK
| Sup, (t1)6un, (t2)6a; (t3) ]
= 1), kn, (5n3n1+15n3n2+2 + 5n3n1+25n3n2+1) 216 (wy + wy + w3)
[ 50T,
| Suy, (t1)6u;, (t5)61; (t3) ]

uui* —
FK,n1n2n3(w1’ Wy, (1)3) =F

uu*a*
K, nong

(w1, o, w3) = F

= (Xn3+1kn3+15n3n2—15n3n1 2t Xn k 5n3n2+15n3n1—1) 27‘[5(0)1 twy+ w3) .
(41)

The other vertices can be calculated in a similar way by taking the appropriate functional
derivatives of the ansatz (37). One obtains for the 3-point vertices:

tutant .. a b
K, NyN3 - lYn 5n1n3—15n1n2—2 lyn15nln3+16n1n2—1
u* i —_
FK' ,MNyN3 l'}/nl (5n1n3+15n1n2+2 + 5n1n3+25n1n2+1) * (42)

and for the 4-point vertices:

fuwac OnnOnan. O fuuce Onn,On.n, O (43)

K,M1MyN3Ny 'u’nl Nyny ¥ nzng ~ngng > K,MNyN3MNy ‘U’nl MoMy “ N3Ny = ngng *

From (40), one deduces that the flow equations of the renormalisation functions of the
quadratic part can be obtained from the flow of the two-point functions F;‘”* and F;‘“* as

aKqujn = §Re[8,(1“,i“,‘m] 3fo}}n = i I:a F:jlrlmil 8 K,n =—0 Fr:'urlm (44)
The exact flow equations for F;’ﬁ* and I‘Sf‘* are given by (24), which can be projected onto the
ansatz (37) by inserting into the flow equation (24) the explicit expressions for the propagator
G, given by (29), (30) and (40) and for the vertices I®) and T*) given by (41), (42) and (43).
The expression of these flow equations is given in App. B.
The flow equations for the other renormalisation functions can be obtained in a similar
way, by taking higher functional derivatives of the exact flow (24) and projecting it onto the
ansatz (37). The calculations become lengthy but pose no particular difficulty (see App. B).
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4.3 Resolution of the flow equations

The ansatz (37) defines a set £ of renormalisation functions

— % D A a b c a b c a b
L= {fK,Tl’ K,n’ fK,n’ XK,H’ XK,TI’ XK,H’ YK,H’ YK,H’ YK,H’ 'U'K,n’ ‘uk,n} : (45)

In the following, we consider successive orders of approximation consisting in retaining, at
a given order, only a subset £, composed of the a first functions of £. We generically study
L3, L, Lg and Lq; = L successively. The flow equations of the functions contained in the
subset L, are integrated numerically, using standard procedures detailed in App. C, from the
initial scale Ayy (respectively Ay for the inverse RG flow) to the final scale Az (respectively
Ayy). Within all approximations, and both for the direct and the inverse flow, a fixed point is
reached. We now present the results in details, for the direct flow in Sec. 5 and for the inverse
flow in Sec. 6.

5 Results for the direct RG flow

In this section, the flow is integrated from the UV scale Ay up to the IR scale Ay, starting from
the initial condition (38) and (39), and zero for all the other functions. For fKD , it turns out that
we cannot directly set Dz = 0. This is because the SR part of the forcing is only non-zero at
large scales (small wavenumbers), while the RG integration starts from large wavenumbers.
For these wavenumbers, the initial condition for fKD is effectively zero in the absence of LR
forcing, and it turns out that it is very difficult to stabilise the numerical integration starting
from f, = 0. Thus we keep a non-zero constant initial value for f,? , which is equivalent to
setting p = 0 in the LR part with a small D;z. We explain in the following that this constitutes
an important drawback of the direct RG procedure, which prevents us from fully accessing
the SR fixed point. This issue is cured by implementing an inverse RG in Sec. 6. On the other
hand, the direct RG is well-suited to study turbulence generated by a LR power-law self-similar
forcing, which we now investigate.

5.1 Fixed point with self-similar forcing

We start by presenting the results for p = 0. We obtain a fixed point within all approximation
orders. We show in Fig. 1 the evolution with the RG scale of the renormalisation functions
within the £, order, i.e. including all the vertices up to cubic order in the fields. We observe
that all the renormalisation functions gradually deform during the flow, starting from the large
wavenumbers down to the small ones, until a fixed value is attained for all the shells, once
the RG scale has crossed the integral shell. We define the scaling exponents of the quadratic
functions in the inertial range as

Vo kM D kM
K,Nn n ? K,n n ?

f,ﬁn ~ kM, (46)

We find, within all approximations, the values 0, = 2/3, np = 1, = 0 up to numerical
precision, which indicates that only f,” acquires a scaling different from its initial one 7, = 2.
This in turn yields K41 scaling. Indeed, one can infer from the expression of T, in (37),
upon inserting the scaling (46), the scaling dimensions of the frequency and of the fields. One
obtains

w ~ kgv_nl = ki/3 , l_ln ~ kg”]v—nl_nD)/z = k}l/B , Uy~ k;(nv_nl_nD)/z — k;]/B , (47)

which corresponds to K41 scaling. Pursuing the analysis of the terms 1"3”’;‘([‘ and 1"3”‘;‘([‘, and

inserting the previous scaling, one obtains for the cubic vertices f,f a ™ kg and xf a ™ krll/ 3 for
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Figure 1: Evolution of the renormalisation functions at order Lo during the direct
(from UV to IR) RG flow, starting from the initial condition at Ayy represented by a
dashed line. All the functions attain a fixed form at the end of the flow when x = Ag,
indicated by a bold line.

X = a,b,c. This is precisely the behaviour observed in Fig. 1(d) and (e). We find that the
quartic vertices also conform to K41 scaling, that is ,uff e kg/ 3. Since the structure functions
are reconstructed from the vertices and propagator as shown in (32)-(34), one expects that
they also inherit K41 scaling 2, given by

S,(ky) ~ kg(nn—znv—m+1)+3m+m—nD—2 — k;p/B. 48)

This can be checked numerically. The fixed-point profiles of all the renormalisation functions
are recorded, from which the renormalised propagator and vertices are deduced. They are
then used to compute the structure functions following the definitions given in Sec. 3.4. The
result is presented in Fig. 2(a). We obtain that the structure functions exhibit a wide inertial
range of power-law behaviour, with exponents which coincide, up to numerical precision,
with the K41 scaling, i.e. {, = p/3. Thus, this fixed point is not anomalous. We checked that
this result is very robust and persists at all orders of approximations, and when varying the
parameters. We argue in the following that this fixed point corresponds to the LR fixed point
found in perturbative RG.

5.2 Long-Range fixed point and crossover to the Short-Range one

In order to make the link with perturbative results, we consider a purely LR forcing, i.e. we set
Dgr = 0, and we vary the value of p from p =—2to p = 1. Again, we find a fixed point within
all approximations for all values of p, from which we can compute the structure functions.
The result for S, is displayed L1;1 Fig. 2(b), which shows that it behaves as a power law in the

2

whole inertial range S, ~ k;g with an exponent

2
OR= 3(+p). (49)

2The precise statement is that the scaling dimensions (in the RG scale k) of the vertices are fixed by the Ansatz.
The behaviour is wavenumber k, is then expected to be fixed by the scaling dimensions if the flow equations
are decoupling at large momentum (see [27, 28] for a complete discussion of this point). The decoupling is
automatically satisfied in shell models due to the locality in shells of the flow equations (at least for local vertices).
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Figure 2: Structure functions obtained in the direct RG flow, starting from an initial
condition ffn = Dirk,”. (a) Structure functions S, with p = 2,3,4 for p = 0, with
their exponents ¢, as a function of p in inset. This corresponds to K41 scaling. (b)
Second order structure function S, for different values of p, with their exponents
{, as a function of p in the inset. The observed scaling {IZ“R = 2(1+ p)/3 is not
anomalous.
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Figure 3: Interplay between the LR and SR forcing for high values of r, in the direct
RG flow (a), and in the inverse RG flow (b), within the £5 approximation. The large
wavenumbers k. < k,, < 17! are controlled by the LR fixed point, whereas the small
wavenumbers ky S k, < k, are controlled by the SR fixed point, where k. roughly
corresponds to the shell n = 35. The L5 approximation is chosen because it yields
a value {5 ~ 0.3 clearly distinct from the K41 one {, = 2/3, although far from the
expected value from numerical simulations.

The exponent (49) corresponds to a normal (dimensional) scaling, with no anomalous correc-
tions. Hence the purely LR fixed point is non-intermittent. Let us notice that the behaviour of
S, in the dissipation range can be derived from the large k, limit of the flow equations (see
App. B). One finds S, ~ k;(2+p ), which precisely describes the behaviour of the large shell
indices in Fig. 2(b).

We find that the LR fixed point is not anomalous. This includes in particular the case p = 0.
A question arises whether this fixed point is the same as the one which controls turbulence
generated by a large-scale forcing. As explained at the beginning of the section, we cannot
remove the LR component of the forcing because of numerical stability issues. However, we
can study the effect of increasing the ratio r = Dgg/D;g. We show in Fig. 3(a) the result for
S, obtained for the larger value of r we could attain. We observe the emergence of another
scaling regime for scales k, < k. where k. is the crossover scale from a regime where the LR
component of the forcing dominates to a regime where the SR component dominates. The
important point is that this new scaling regime features an exponent which is different from
the K41 one {, = 2/3. This evidences that the LR and the SR fixed points are different, and
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induce different scaling. In order to confirm this finding, we now turn to the study of the
purely SR fixed point. The direct RG flow does not permit this study, but it can be done within
the inverse RG, which is presented in Sec. 6. Prior to this, let us elaborate on the consequences
of this finding fro hydrodynamic turbulence.

5.3 Discussion on the analogy with 3D hydrodynamic turbulence

The early implementations of the RG relied on a perturbative expansion in the renormalised
coupling, which is controlled by the distance to an upper critical dimension ¢ = d. —d [4].
However, for the Navier-Stokes equation, there is no upper critical dimension, and the inter-
action is the advection term, whose coupling is not adjustable (it is 1). As mentioned in the
introduction, the strategy to artificially introduce a small parameter has been to consider a LR
forcing with a power-law spectrum [15]:

N(k) oc k442, (50)

This self-similar forcing yields in perturbative RG a power spectrum E(k) o< k'™2¢, and a
second order structure function scaling as S,(£) o< ¢2¢/3-2 [7]. Hydrodynamic turbulence
corresponds to € — 4, for which the convergence of the perturbative expansion is question-
able. Moreover, a freezing should occur for values € > 4 to recover universality, but such a
freezing mechanism is absent from the pertubative treatment [7]. Since in the framework
of perturbative RG, the physical situation can only be accessed as this precarious limit from
the LR forcing, the question arises as to which extent it correctly describes hydrodynamic tur-
bulence. In other words, are the multi-fractal behaviour of turbulence and the intermittency
exponents universal with respect to any forcing, including a LR one? Since this is beyond
the reach of perturbative RG, this question was investigated using direct numerical simula-
tions in 3D [16-18]. They clearly evidenced that for ¢ < 4, the probability distribution of the
velocity increments is Gaussian, and the exponents of the structure functions conform with
the perturbative prediction, while for ¢ > 4, the distribution develops the large tails and an
intermittent behaviour expected for a large-scale forcing, with anomalous exponents for the
structure functions. However, let us notice that in the simulations, the power-law forcing is
regularised, which is equivalent to the co-existence of both a LR and a SR component. Let
us mention that in contrast, in 2D turbulence, numerical simulations suggest that the dimen-
sional scaling predicted by perturbative RG is never observed, as it is always sub-dominant
compared with the dominant scaling in either the direct or the inverse cascade [19,20]. In
this work, we only focused on parameters for which the shell model mimics 3D turbulence.

For shell models, the limit p — 0 corresponds to the limit € — 4 in 3D hydrodynamic tur-
bulence. Indeed, since the Sabra shell model is zero-dimensional, using (50), we can infer the
relation between p and ¢, yielding p = e—4. Our result for S, at the LR fixed point hence coin-
cides with the scaling obtained at the pertubative fixed point, i.e. S, o< k;z/ 3o+1) = krzl—zg/ 3,
Our analysis shows that for the shell models, the LR forcing, yielding similar result as the
perturbative analysis in 3D Navier-Stokes, and the SR forcing, correspond to two distinct uni-
versality classes. While the SR fixed point is anomalous, the LR one is not, it is characterised
by K41 dimensional scaling. Our results are thus compatible with results from 3D numerical
simulations. Moreover, for a purely LR forcing, the energy spectrum does not freeze for p < 0.
Such a freezing can only occur in the presence of the SR forcing, which takes over and whose
spectrum is independent of p. As a consequence, the anomalous exponents of the SR fixed
point cannot be inferred from the p — O limit of the LR fixed point. It would be interesting to
study within the FRG if the same phenomenon occurs for the Navier-Stokes equations.
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Figure 4: Evolution of the renormalisation functions at order £y during the inverse
(from IR to UV) RG flow, starting from the initial condition at Ajz represented by a
dashed line. All the functions attain a fixed form at the end of the flow when x = Ayy,
indicated by a bold line.

6 Results for the inverse RG flow

In this section, the flow is integrated from the IR scale A;g down to the UV scale Ayy, starting
from the initial condition (38) and (39), and zero for all the other renormalisation functions.
Within the inverse RG, we can safely set D;g = O since the flow starts at the large scales
(small wavenumbers) where N , is finite. Hence the numerical integration is not impeded by
instabilities. We thus determine the statistical properties at the SR fixed point and show that
it is anomalous.

6.1 Fixed point with large-scale forcing

As for the direct RG flow, we obtain a fixed point within all approximation orders. We show
in Fig. 4 the evolution with the RG scale of the fixed-point functions within the same £y order
as for Fig. 1. In the inverse RG, both the functions f,” and fKD acquire a non-trivial scaling
at the fixed point. Comparing with Fig. 1, one can observe that this scaling builds up from
the large scales towards the smaller scales. It nicely follows the cascade picture expected in
physical space. We compute from the fixed-point functions the structure functions, which are
displayed in Fig. 5. They exhibit a large inertial range with power-law behaviour, but with
exponents ,, that do not correspond to the K41 result. The inset of Fig. 5 shows the spectrum
of {, obtained within the £y order. We find that all the exponents are anomalous ¢, # p/3.
However, the spectrum is linear, rather than convexe as expected from multi-fractality. Hence,
this scaling is similar to that of a f-model [51], i.e. this reflects an anomalous but unifractal
scaling.

We now comment on the robustness of our results. The anomalous and unifractal be-
haviour is obtained within all orders of approximation studied in this work. However, the
precise value of the correction varies with the order. We present in Table 1 the values obtained
at the successive orders L3, Lg, Lo and L. At the maximal bi-quadratic level £, the exponent
{5 =~ 0.75 is not too far from the value {, ~ 0.720 £ 0.008 obtained from numerical simula-
tions of the Sabra model [45]. Moreover, the exponent {4 is compatible with the exact result
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Figure 5: Structure functions S, with p = 2,3,4 obtained in the inverse RG flow,
starting from an initial condition (38) with D;g = 0. The exponents ¢, as a function
of p are shown in inset. This corresponds to anomalous, but unifractal, scaling.

{s {3 {4
s 0.29 0.44 0.58
Le 0.54 0.82 1.09
Lo 0.55 0.82 1.09
L 0.75 1.13 1.51
num. | 0.72£+0.008 1.0£0.005 1.256+0.012

Table 1: Exponents ¢, of the p™ order structure functions Sp(k,) obtained in the
inverse RG flow at successive orders of approximations within the vertex expansion
presented in Sec. 4.

{5 = 1. However, the convergence is slow, and there is still a relative difference of about 25%
on the exponents between the orders £ and £. While this result on its own is clearly not
sufficient to discard K41 scaling, we can show that this fixed point is distinct from the K41
one.

For this, we study as in the direct RG flow the interplay between the SR and LR fixed
point. In the inverse flow, it is the limit r — O (purely LR forcing) which is difficult to attain
for numerical stability issues, but it is still possible to approach it. We show in Fig. 3(b)
the result for S, for the smallest value of r we could reach, within the £; approximation.
It clearly confirms the existence of the two different fixed points, which yield two different
scaling regimes. Indeed, the dimensional value {, = 2/3 is found within all approximations
at the LR fixed point, both in the direct and in the inverse RG flow. In contrast, the value of
{4 at the SR fixed point varies with the order of the approximation and, although it converges
slowly, it is distinct from 2/3.

6.2 Discussion on possible improvements

The convergence within the vertex expansion implemented here is not fully satisfactory. One
could in principle include more vertices in order to refine the estimate for the {,. However, we
believe that this would not be sufficient to account for multi-fractality. Indeed, if the additional
vertices remain local, in the sense that the associated renormalisation functions depend only
on one wavenumber k,, one is bound to obtain a unifractal spectrum of anomalous exponents
{p- In fact, once the scaling of the fields and of the frequency is fixed, through the quadratic
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terms, it determines the scaling of all other possible local vertices.

To circumvent this, one could introduce non-local vertices, i.e. vertices with associated
renormalisation functions depending on more than one wavenumbers. This is possible start-
ing from the 4-point vertices. As shown in App. A, configurations such as ﬁ;“llﬁ;“lzunlunz are
compatible with the conservation of quasi-momentum, and they could be associated with two-
wavenumber renormalisation functions u,(k,, , k,,). Alternatively, one could let the renormal-
isation functions depend on frequency, as well as wavenumbers. This would probably require
to also regulate the frequency sector.

Finally, another promising route would be to compute the structure functions from com-
posite operators, rather than reconstructing them from the vertex functions. Indeed, in shell
models, the structure functions involve coinciding times, and one could consider the associ-
ated composite operators made of products of velocities at a single time. All these studies are
left for future work.

7 Conclusion and perspectives

We presented the FRG formalism to study shell models of turbulence. In particular, we showed
how to implement both a direct (conventional) RG, and an inverse one, which had been for
long advocated in the context of turbulence but hardly ever realised. We applied this frame-
work to study the Sabra shell models, within an approximation scheme called the vertex ex-
pansion, up to bi-quadratic order in the fields. This allowed us to study the effect of the range
of the forcing, from a SR forcing concentrated at large scales, to a LR self-similar one o< k,”
exerted at all scales. We showed that the LR and SR forcing yield two distinct fixed points.
The LR one is characterised by K41 scaling, with the energy spectrum continuously depending
on the exponent p, while the SR one exhibits a different scaling, which is anomalous. Within
the approximation scheme of this work, we obtained only a uni-fractal behaviour for the ex-
ponents ¢, of the structure functions, rather than the multi-fractal one. We discussed possible
improvements to overcome this limitation. Of course, the theoretical understanding of the
fundamental ingredients which lead to multi-fractality in shell models is of paramount impor-
tance, since these findings could shed some light on analogous mechansims in hydrodynamic
turbulence.

Let us make a final remark concerning the numerical cost. The integration of the flow
equations presented in this work is fast. It is in particular much faster than direct numerical
simulations of the shell model since one does not have to perform any averages: the deter-
ministic solution of the FRG flow equation directly provides the averaged statistical properties
of the system. The improvement of the approximation, through for instance the inclusion of
non-local vertices, would then lead to longer computational time to solve the associated FRG
equations. It would be extremely interesting to test which level of accuracy on the anomalous
exponents can be reached within a still competitive approximation scheme compared to direct
numerical simulation.
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A Constraints from translational invariance on 4-point configura-
tions

In this appendix, we provide a complete classification of the 4-point configurations permitted
by the conservation of the quasi-momentum. To begin, let us recall the definitions: to each
shell variable (respectively their complex conjugate) of shell index n we associate the quasi-
momentum x, = ¢" (resp. k, = —¢"), where

1++/5
2 b

= (51
is the golden mean. A generic p-point configuration is thus given by the data of p shell indices
ni,...n, € Z and p conjugation indices €4, ... €, € {—1,1}. A configuration is said to conserve
quasi-momentum if the sum of its signed quasi-momenta is zero, or in other words

p
Z €™ =0. (52)

i=1

The following of the appendix is divided in two parts. First, we derive a general formula
for a quasi-momentum conserving configuration in terms of an integer polynomial. Then, we
apply it to classify all 4-point quasi-momentum conserving configurations.

A.1 General formula

In preparation of the main statement, we have to reduce some redundancies present in the
definition above. First, we observe that the quasi-momentum conservation condition is sym-
metric in the shell variables: any permutation (ea(i), na(i))l <i<p of a quasi-momentum con-
serving configuration (e;, ni)lSiSp is also quasi-momentum conserving. This means that we

can restrict our attention to equivalence classes of configurations up to permutations. Second,

when two shell variables in a configuration have the same shell index and opposite conjuga-

tion indices, their quasi-momenta cancel each other. We call such case a trivial cancellation.

Given a p-point quasi-momentum conserving configuration, one can construct a (p + 2)-point

quasi-momentum conserving configuration by adding a trivial cancellation. In the following,

we thus consider only configurations which do not contain trivial cancellations.

There is a one-to-one mapping between equivalence class of configurations without trivial
cancellations and the integer polynomials Z[X ]. Explicitly, each coefficient of P = apXP+- - -+a,
has its sign (resp. its absolute value) given by the conjugation index (resp. the multiplicity)
of the shell variables at the shell index n. In particular, let us notice that the £;-norm of the
polynomial is equal to the number of points in the configuration (recalling that we discarded
trivial cancellations):

D
1Pl = lail =p. (53)
i=0

By the above mapping, the quasi-momentum conserving configurations (up to permuta-
tions, without trivial cancellations) are in one-to-one correspondence with the ideal in Z[X]
of the polynomials having ¢ as root. It turns out that the latter is actually a principal ideal
in Z[X], generated by the minimal polynomial of ¢, namely X? —X — 1. To show this, first
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observe that it is true when viewed as an ideal in the principal ideal domain Q[X ] [58]. Thus,
for any P = apXP +--- 4+ ay € Z[X] satisfying P[¢] = 0, there exists a Q = bp_,X 2+ ...
+b, € Q[X] such that

P=X%>-X-1)Q. (54)

Then, solving the recurrence relations
VOSHSD, an:bn_z—bn_]_—bn, (55)

(with the understanding that in the above expression b,~_s = b,,.o = 0), we find that

n
VOSn<D—2,  by=) (-"*F i, (56)
k=0

where the F,’s are the Fibonacci numbers (F; = F, =1 and F,, = F,_; + F,_,). In particular,
we deduce that in fact Q € Z[X]. In conclusion, the formula (54) with Q € Z[X] is the most
general formula such that the associated configuration is quasi-momentum conserving. Using
the solution (56), we find that (54) is equivalent to the following conditions on the coefficients
of P:

D—-1
D (1)’ "Fp_na, =0,
n=0 (57)

D
D VP e, =0,
n=0

A.2 Application to 4-point configurations

We want to find all P € Z[X] with ||P||; = 4 such that (54) holds. We can understand the
constraint on the £;-norm by asking that the |ap|,...,|ay| realize a partition of 4. From (57),
we deduce readily that partitions into one or two integers are prohibited. We are thus left
with either 4 =2+4+1+10r4 =1+ 1+ 1+ 1. Furthermore, the only polynomials of degree
D = 2 satisfying (54) are the polynomials m(X? —X — 1), m € Z of norm 3m so that for the
4-point configurations, we have D > 3. Without loss of generality, let us assume that ay # 0
and that ap > 0. This amounts in the configuration to fixing the smallest shell index and the
conjugation index of the shell variable with largest shell index.

Let us consider first the case 4 = 2 + 1+ 1. Then, evaluating P = apx? + a,X" + q, at ¢
and its conjugate root —p !, we get

app? +a,p"+a,=0,
D¥ _;‘P 0 e (58)
ap(=¢)™" +an(=p) "+ a0 =0,
Using the triangle inequality, we have in particular that
lapl < la,l" ™ +lagle™, (59)
lao| < laple™ +laple™.

As ™, 0" P P < 1, the choice |ap| = 2 (respectively |a,| = 2) cannot be a solution of
the first line (resp. the second line), such that we are left with |ap| = 1, |ao| = 1, |a,| = 2.
Inserting back theses values and isolating the first term of the r.h.s. in the above inequalities,
we obtain
1—<p7D
{D—n < —log, ——.,

s (60)
n<—log, =Y 2
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where log,, is the logarithm base ¢. The rh.s. is strictly decreasing and equal to 2 at D = 3.
Consequently, the choice D > 4 leads to a contradiction and the only remaining candidate
solutions have D = 3 and either n = 1 or n = 2. We verify that both cases are actual solutions
of (57), with polynomials given respectively by

n=1: P=X3-2X—-1
(61)

n=2: P=X3—2X2+1.

Second, let us turn to the case 4 =141+ 1+ 1. As a preliminary, we remark that the only
polynomials of degree D = 3 which are multiples of X2 —X — 1 and have |ap| = |ay| = 1
are the ones found above, such that we can assume D > 4 in the following. Evaluating
P=apX? +a,X™+a,X"+ay at p and —p !, we get

ape? +a,p™+a,p"+ay=0, €2)
ap(—=p) P + am(—=p) " +a,(—p) " +ap =0.
Using triangle inequalities, the above equations entail
1— _DS m—D+ n_DSZ m—D’
‘P_D ‘P_ Si _‘P (63)
I—p " <™+ <2077,

from which we deduce respectively that m = D — 1 and n = 1. Inserting back these values
into the inequalities, the only candidate solution is D = 4 and indeed we find the following
solution of (57):

P=X"-Xx*-X-1. (64)

To sum up, we illustrate our results by listing all 4-point configurations of the shell variable
v (up to a global conjugation and up to shifting all shell indices by the same value) which pre-
serve the quasi-momentum. The first and second line correspond respectively to polynomials
of degree 3 and 4 obtained above, and the third line corresponds to the trivial cancellations.

(vs(YvE),  (vs(vi)?vo), (65)
(vavivivg),

Vnez, <vnv:vov8‘>,

B FRG flow equations for the quadratic functions

D
K,n’

fK7L is straightforward. They can be deduced using the definition (44) from the flow equations
for the two-point functions 1“152) which are given by (24). The trace in this equation can be
computed using the explicit expressions (41), (41) and (43) for the 3- and 4-point vertices
and (29) for the propagator G,. Since within the approximation (37), the renormalisation
functions do not depend on the frequency, the only frequency dependence is the bare one
present in the propagator, so that the frequency integral can be analytically carried out. For

The calculation of the flow equations for the quadratic renormalisation functions f,” , and

24



SciPost Physics Submission

instance, at order L¢, one obtains:

kaZn
0
anqu”l: 2 [AZXKH+1XKn+1 K(n+2 ”"‘1)"‘%“%“ V(n+1’n_1)
1
+ Azxrg,n+1){1€,n+1¢)z(n + 1’ n+ 2) + ﬁxg,n—lxi,n—léz(n - 1’ n— 2)
1
2 X e (n—1,n+1)+ Azxf’n_lx,in_ltb;’(n—Z,n—1):| (66)
kZAZH
afr =222 *n+2,n+1)+ 4% yb d*(n+1,n—1
SfK,n 2 xKn+1XKn+1 (Tl+ L+ )+XK,T1XK,H K(Tl+ L )
+ A2y ¢ dMn+1 n+2)+i a ¢ @*n—1,n—2)
XK,TH—IXK,TH-I K 2 AZXK,H—IXK,H—l K 4
+x,f,nxm<1>l(n—1 n+1)+—xm o PHn—2, n—1)] (67)
ZAZH
anKl?n = 2 [(X,?,nﬂ)zlz‘l’f(n +1,n+2)
2
b 24D (Xlin 1) D
+ (o) e (= Ln+ D+ —5—2 (n—2,n—1) (68)

where we have defined

f;?i . . f;?ifxv‘
V(i,j) = —— - Reifl+ R fl | 2+ =5
) P + LD . " Fiifes

. . lel.fK?’.
f)‘.f)“_ 2RK,jf£ifKA,i+RK,if£ifKA’j (3+f/1’>f~vl>)
Ars K,lV K,] K,j7 K,
qDK(l’J): Fv (fv £A Fv £A2 Fv A Fv £
fK,i(fK,ifK,j+f;<,ij,i) fK,ifK,j+ijfKi
. f,< S fk Fii
Dr: = l\] K1 K17 K,j
<I>K(l"]):_ vy £y A Fv A£v 2 (69)
fK,ifK,j(fK,ij,i +f1<,if;<,j)
and introduced the following notations for the function:
fon=Fln+Rin (70)

and for the derivative of the regulator:

2 2
R =—2vk§(&) 8xzr((&) ) ) (71)
K K

The RG time s is defined as s = log— where K;y;; = Ayy or Ajg. Note that all these flow
equations are real for real functions and regulators. Thus, if one starts at k = Kj,;, with real
functions, they remain real along the flow. In higher-order approximations, these expressions
become lengthy, and are not written explicitly here. However they are available in the form
of a Mathematica file at this repository.

Let us notice that at the beginning of the direct RG flow for ¥ < Ayy, the renormalisation
is very weak. In fact, for a pure LR forcing, the flow equations (66), (67), and (68) behave at
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large k, i.e. when the three functions are close to their initial condition, and k, ~ x where the
flows are maximal, as:

V—KZ, 3st NDLR—K_p’ asfl N;'
(nx)P+4 o ()P o (nr)pte
The right hand sides of these flow equations is suppressed at large k,, by large powers of k7.
The flow becomes non-negligible when the RG scale reaches the order of the Kolmogorov
scale 1. Since the flow is frozen by the regulator for all shells with k,, > k, the shells in the
dissipation range beyond this scale are almost not affected by the flow, and the three functions
£l fKD and f,fL for k,, 2 1! merely reflect their initial condition. As a consequence, S, behaves
in the dissipation range as

asf];jn ~ (72)

D _Intkom) HLR7.—pP
_Jon _ nr G DT ~ kP (73)

SZ(kn) = -
2f OTnf Ox,n 2vk % "

This behaviour is clearly observed in Fig. 2(b) for large shell indices.

C Numerical integration of the flow equations

In this appendix, we provide the details of the numerical integration of the flow equations.
At a given order of the vertex expansion, one considers a subset £, of the ensemble L of
renormalisation functions entering the ansatz (37) with a denoting the number of functions
in the subset. Their flow equations form a set of coupled ordinary differential equations. The
chosen ODE integrator is a simple Euler scheme, with an adaptative time stepping. The time
step is chosen so that the evolution of the flowing function in a single time step is smaller
than one percent. The source code of our solver is available in this repository. Let us now
specify the boundary conditions. Since the flow equations couple neighbouring shells and
since we truncate at a finite number of shells, we need to prescribe the values of the functions
on the shells at the external boundary of the integration grid. In order to do so, we assume
a power law behaviour for the running functions at large wavenumbers. This is motivated by
the expected behaviour at the fixed-point. Hence, we extrapolate each running function f,f
for each RG step «, using logarithmic finite differences at the boundary point

CX = log ,fN —log lij—]. (74)
and we fix the value of the sequence at n > N following
f = FAS e, (75)

This principle is also used to extrapolate the value of the functions at shell indices smaller than
n = 0. Since the flow is computed with fully dimensional quantities, we must also specify a
starting and a finishing RG scale. For every run, we chose Ayy = 2*xky and Ajg = 27 %xk,. We
checked that this choice has no influence on the results presented in this paper. The precise
value of the parameters used for the inverse and direct RG flows differ slightly, mostly for
numerical stability reasons, but both correspond to A = 2 and ¢ = —1/2. The values of the
parameters, along with the data used to produce the plots contained in this paper, may be
found in the same repository as the source code of the numerical solver.
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