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Abstract

Charge transport in disordered two-dimensional (2D) systems showcases a myriad
of unique phenomenologies that highlight different aspects of the underlying
quantum dynamics. Electrons in such systems undergo a crossover from ballistic
propagation to Anderson localization, contingent on the system’s effective coher-
ence length. Between the extended and localized phases lies a diffusive crossover
in which the charge conductivity is properly defined.

The numerical observation of this regime has remained elusive because it re-
quires fully coherent transport to be simulated in systems whose dimensions are
sufficiently large to meaningfully split the mean-free path and localization length
scales. To address this challenge, we employed a novel linear scaling time-resolved
approach that enabled us to derive the dc-transport characteristics and observe
the three expected 2D transport regimes — ballistic, diffusive, and localized.
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1 Introduction

As first understood by P. W. Anderson [1], the existence of quenched disorder can drastically
influence how electrons wander along an applied electric field in a metallic system. As it gets
stronger, disorder eventually causes all single-particle eigenstates to exponentially localize in
space, converting the system into a bulk insulator where charge transport only occurs via the
thermally activated long-range hopping of electrons between distant localization centers [2].
While this is a generic behaviour of disordered lattices, the onset of Anderson localization as a
function of disorder strength is a process that depends crucially on the system’s dimensionality.
For one-dimensional (1D) electrons, it is well known that an infinitesimally weak amount of
disorder will be strong enough to localize all quantum states [3,4] while, in three-dimensions
(3D), a system is generally expected to remain metallic up to a very strong disorder [5–8].
Just between these two situations lie the two-dimensional (2D) systems, which formally define
the lower critical dimension for the Anderson localization transition.

In the absence of magnetic fields or spin-dependent scattering [9], it has long been es-
tablished [10, 11] that the sign of loop corrections in the single-parameter scaling equations
also leads to an absence of diffusion in disordered 2D lattices. Just as it happens in 1D,
all single-particle states are immediately localized by the presence of disorder. However, the
effects in charge transport are still qualitatively different in 1D and 2D systems despite their
apparent similarities [12–14]. In both cases, there are two different (but interrelated) length
scales that control the single-electron dynamics: i) the mean-free path (ℓ) which describes
the long-distance decay of the disorder-averaged single-particle propagator [15] and ii) the
wavefunction localization length (ξ) which is extracted from the long-distance behaviour of
the disorder-averaged two-particle propagator [16]. In 1D these two scales are basically the
same (ξ ∝ ℓ) [12], but in 2D systems they can get exponentially separated in the weak dis-
order limit (ξ ∝ ℓ exp(πkF ℓ/2) [15]) driven by angular scattering channels that are absent in
1D. This separation of scales opens up space for a sizeable crossover regime where coherent
quantum dynamics happens way below the electronic localization length and, therefore, be-
comes solely dominated by the much shorter mean-free path (i.e., ℓ < Lϕ < ξ, where Lϕ is the
electron phase coherence length). When this happens, charge transport in a 2D system shows
a diffusive character akin to that of a disordered 3D metal below its Anderson transition.
Only then, electric transport turns into a local process that makes it possible to define an
intensive conductivity - derived from the electronic quantum diffusivity via Einstein’s rela-
tion - that accurately characterizes the system’s response to an applied electric field [17–19].
Despite being a well-established result, a definitive observation of such a diffusive crossover
in numerical studies of quantum transport is a challenging problem that has been notoriously
absent from the literature. However, this matter must be addressed to guarantee that the
electrical conductivity results acquired in simulated 2D systems [20–32] can be appropriately
understood from a physical perspective. The aim of this work is to demonstrate that such
a crossover can indeed be directly observed in numerical studies of quantum transport in
disordered Hamiltonians.

Since the 1980s, quantum transport in solid-state models has been studied by one of two
complementary approaches: a mesoscopic approach (the so-called Landauer-Büttiker formu-
lation [33–37]) or a bulk response approach (Kubo’s formula and its non-linear generaliz-
ations [29, 38–42]). The latter is a very general formulation of quantum transport which,
in principle, could be used to accurately describe the electrodynamic properties of arbitrary
samples independently of them being coupled to leads or not [21, 43]. Additionally, it can
be entirely formulated in terms of lattice Green’s functions [39, 40, 42]. Their mathematical
convenience sparked the development of very efficient real-space algorithms[25,44,45] that are
able to numerically compute bulk conductivities of independent electron models with a linear
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complexity in the number of orbitals. However, despite its practicality, the bulk description
of transport has important drawbacks that become especially relevant when attempting to
capture non-local mesoscopic effects. For a start, it implicitly assumes there is a well-defined
local conductivity in the system, something that does not hold true unless it behaves diffus-
ively. Secondly, when such numerical calculations are performed in finite lattices, an effective
linewidth must always be assigned to the system’s energy levels to smooth out their discrete
spectra [13, 44–48]. This technical detail means that, by design, the method is effectually
computing a space average of local conductivities that were determined for different phase
coherent regions within the sample [46,49,50]. The space averaging of the conductivity has a
crucial impact on the results obtained within the non-local mesoscopic regime or deep in the
localized regime [49, 51, 52]. Therefore, any result from bulk transport calculations is only
physically accurate if the system is in a diffusive transport regime.

In contrast, the mesoscopic approach [33,34,53] provides a way to analyse quantum charge
transport across a sample as a wave scattering phenomenon without any assumption of loc-
ality. In its simplest form, the Landauer-Büttiker approach assumes that the mesoscopic
sample is connected between two electrical leads (clean semi-infinite conductors) with the
conductance of the entire sample, G, being determined by the sample’s quantum transmis-
sion in the energy band comprised by the electrochemical potentials of the two leads [37].
Being semi-infinite, the leads function as free fermionic baths coupled to the sample which
provide the continuous spectrum necessary to eliminate the mean-level spacing. Due to these
two factors, the mesoscopic formulation can precisely characterize all the system’s transport
regimes and makes it possible to distinguish them from the conductance’s behavior as the
disorder strength or system dimensions are changed. A localized regime, for example, will
exhibit log-normal sample-to-sample fluctuations in the conductance, with a typical value
that decreases exponentially to zero as the distance between the two leads increases [54, 55].
Regarding the diffusive regime, it is distinguished by a conductance with Gaussian fluctu-
ations and an average value that scales as G ∝ S/L, where S is the sample’s cross-sectional
dimension and L is the distance between the leads [56].

Unfortunately, despite its wide scope, the efficiency of mesoscopic transport calculations
poses a severe limitation on its application for studying transport in very large systems, a
particularly critical point when trying to access 2D diffusive transport regimes. In practice,
these calculations are performed through the so-called Caroli-Mier-Wingreen equation [35,57],
which is an exact Green’s function representation of the Landauer-Büttiker formula amenable
to a real-space formulation that requires the semi-infinite leads to be imposed as non-hermitian
boundary conditions on the lattice Hamiltonian (surface-green’s functions). These boundary
conditions can be computed using iterative decimation [58] or eigenchannel decomposition
algorithms [36, 59, 60] (see Lewenkopf and Mucciolo [61] for a review), while the sample’s
transmission coefficient is obtainable via the real-space Recursive Green’s function method
(RGFM) [36]. Implementations of the RGFM are generally very memory-efficient algorithms
but feature an asymmetric scaling with the system dimensions: typically an O

(
S3 L

)
time

complexity. A more favourable (but more memory expensive) approach is found in the Kwant
transport code [60, 62], which relies on a nested dissection algorithm [63] that shows an
O
(
S2 L

)
scaling instead. In both cases, the unfavourable non-linear scaling with the cross-

sectional dimension is a bottleneck that generally prevents the use of a mesoscopic approach
to reach and observe the diffusive crossover regime in simulated 2D samples.

Recently, some proposals [64–66] have been made on how to avoid the limitations of
mesoscopic transport approaches by means of altered spectral methods that allow electrical
contacts to be embedded on the simulated system [67]. Instead, we take on a different path
and tackle the problem by a time-resolved approach in which steady-state transport properties
are determined from the stabilized quantum dynamics of the system (coupled to truncated
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leads) after being biased by an external potential. Time-resolved approaches to quantum
transport have seen an increase in popularity, ever since their usefulness for the study of dc-
transport was clearly demonstrated in 1D systems [68,69]. In addition, these techniques can
also be used to study more complex electrodynamic effects such as transient current dynamics
[70,71], mesoscopic Bloch oscillations [72,73] and non-linear optical effects [74–78] (including
novel non-linear photo-galvanic effects [79–82]) in simulated tight-binding systems. In this
paper, we extend the methodology from [68] to investigate all transport regimes of a wide 2D
nanoribbon within a two-contact transport setup. To enable the observability of a diffusive
crossover regime, we further refine the time-dependent approach to integrate the effectiveness
of stochastic trace evaluation techniques [44,68] with a bandwidth compression scheme (space-
modulation of the hopping) inside the finite leads [83]. Together, these increments allow the
accurate simulation of sufficiently wide nanoribbons to demonstrate the 2D diffusive crossover
regime.

This paper is structured as follows: Section 2 presents the main components of our toy-
model Hamiltonian and provides technical information on the methods used for measuring
the charge current and performing the time-evolution of the many-electron system. The
bandwidth compression scheme is described in detail in Section 3, initially for 1D systems and
then expanded for 2D. The main findings of the paper are presented in Section 4, where the
outcomes of our simulations clearly show a 2D diffusive crossover. Lastly, we summarize our
findings and offer a future direction for this work in Section 5.

2 Details on models and methods

The aim of this work is to study time-dependent quantum transport in a two-dimensional
two-terminal system whose geometry we can control. We follow [68] by splitting the system
into the sample and finite leads. Even though the leads are finite, their properties are tailored
as to accurately reproduce semi-infinite ideal leads. Both the disorder and electric field E
exist exclusively inside the sample. The electric field is uniform and is adiabatically engaged
from t = 0, leading to a potential difference ∆V = EL across the leads (see Fig. (1) (b)) and
giving rise to a current.

2.1 Equilibrium Hamiltonian

The underlying Hamiltonian for both the sample and the leads is the two-dimensional square
lattice tight-binding Hamiltonian of hopping parameter w. The sample has length L and
width S, and is connected to the left and right leads of length Ll and width S (see Fig. (1) (a)).
Before the electric field is turned on, the Hamiltonian can be expressed as a sum of five terms,

H0=HL +HR +HS + VLS + VSR, (1)

where HL (HR) stands for the Hamiltonian of the left (right) finite contact, HS describes
the sample, and VSL (VSR) describes the boundary hoppings coupling the sample to the left
(right) contact. The sample term is written as

HS =

Ll+L−1∑
x=Ll

hx +

Ll+L−2∑
x=Ll

ux,x+1, (2)

where the Hamiltonian of a single slice is described as

hx =
S−1∑
y=0

ε (x, y) |x, y⟩ ⟨x, y| − w
S−2∑
y=0

[|x, y + 1⟩ ⟨x, y|+ H.c.]. (3)
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Figure 1: a) Geometry used in our calculations: two-dimensional tight-binding
lattice divided into disordered sample and left and right leads, with applied po-
tential V (x). The sample’s longitudinal length is noted by L, whereas its width
is described by S. Both finite sized contacts possess a lateral length of Ll sites.
b) Longitudinal cross-section of the spatial profile of the applied potential.

The term describing the electronic hopping, w, between neighbouring slices is

ux,x+1 = −w
S−1∑
y=0

[|x+ 1, y⟩ ⟨x, y|+ H.c.], (4)

where ε(x, y) is an onsite disordered potential whose values are drawn out of a box distribution
in the interval [−W/2,W/2] and the lattice parameter was set to unity. In order to mimic
the consequences of connecting the central device to semi-infinite leads we employ a spatial
modulation of the leads’ hoppings and onsite energies (see Section 3 for a detailed explanation).
For this reason, we distinguish between vertical (ty) and horizontal (tx) hoppings such that
the Hamiltonian of the left lead can be written as

HL =

Ll−1∑
x=0

hL;x +

Ll−2∑
x=0

uL;x,x+1 (5)

with

hL;x =

S−1∑
y=0

U (x, y) |x, y⟩ ⟨x, y|+
S−2∑
y=0

ty (x, y) [|x, y + 1⟩ ⟨x, y|+ H.c.] (6)

and

uL;x,x+1 =
S−1∑
y=0

tx (x, y) [|x+ 1, y⟩ ⟨x, y|+ H.c.]. (7)

The right contact is modelled after

HR =

2Ll+L−1∑
x=L+Ll

hR;x +

2Ll+L−2∑
x=L+Ll

uR;x,x+1 (8)

with

hR;x =

S−1∑
y=0

U (x, y) |x, y⟩ ⟨x, y|+
S−2∑
y=0

ty (x, y) [|x, y + 1⟩ ⟨x, y|+ H.c.] (9)

and

uR;x,x+1 =

S−1∑
y=0

tx (x, y) [|x+ 1, y⟩ ⟨x, y|+ H.c.]. (10)

Finally, the connection between the three parts of the system is given by the boundary hop-
pings, which are defined as
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VSR=−w
S−1∑
y=0

[|Ll + L, y⟩ ⟨Ll + L− 1, y|+ H.c.] (11a)

VLS=−w
S−1∑
y=0

[|Ll, y⟩ ⟨Ll − 1, y|+ H.c.] . (11b)

Before we describe the systematic approach that was taken to simulate the quasi-steady
state of the current’s time-evolution (see Section 2.2 for details), it is worth noting how the
mesoscopic approach referenced in the Introduction would be applied to the study of quantum
transport within a sample described by Eq. (2).

The Landauer-Büttiker Method

For our specific context we consider the two-terminal Landauer formula, which relates the
steady-state current traversing from the left to the right lead with the energy integral of the
central sample’s quantum transmittance, T (ε). More precisely, we have

ILand
L→R=

e

2πℏ

∫ +∞

−∞
dε

[
fF

(
ε+

∆V

2

)
− fF

(
ε− ∆V

2

)]
T (ε), (12)

where fF(x) = 1/ (1 + exp ((x− µ) /kBT )) is the Fermi-Dirac distribution. Despite the integ-
ration over energies being performed from −∞ to +∞ the difference between the Fermi-Dirac
functions will severely reduce the effective range of this computation. The integral’s range is
reduced to a window centered around the Fermi energy, being controlled by the temperature,
T and the potential bias, ∆V . From here on forward, the transmission band will be defined to
be this particular region within the system’s spectrum. In the limit T → 0K, it corresponds
to a window centered around the Fermi energy, spanning from −∆V/2 up to ∆V/2. In the
absence of interactions, the quantum transmittance of the sample can be expressed within
the non-equilibrium transport formalism of Kadanoff-Baym [84] and Keldysh [85], yielding
the well-known Caroli formula [35]:

T (ε) = Tr
[
Ga

ε · ΓR
ε ·Gr

ε · ΓL
ε

]
, (13)

where G
a/r
ε =

[
ε∓ i0+ −HS − ΣL

ε − ΣR
ε

]−1 is the sample’s advanced/retarded single-particle
Green’s function in the presence of both leads. Each lead dresses the single-particle states
of the sample by a self-energy, ΣL/R

ε , whose anti-hermitian part also defines the level-width
operators ΓR

ε .

2.2 Non-Equilibrium Time-Evolution

To study the dynamics of the system in Fig. (1) (a), we assume that it starts from a thermal
equilibrium with temperature, T and common chemical potential, µ. This is described by the
single-particle density matrix

ρ0 =
1

1 + exp
[
H0−µ
kBT

] , (14)

which is driven out of equilibrium by a potential ramp

V (x) =


1/2 x < Ll

1
L+1

(
Ll − 1

2 + L
2 − x

)
Ll ≤ x ≤ Ll + L− 1

−1/2 x > Ll + L− 1

. (15)
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such that ∆V × V (x) gives rise to a potential difference of ∆V between the leads as shown
in Fig. (1) (b). The corresponding operator for this potential bias is

V = −e
Ll+L−1∑
x=Ll

S∑
y=1

V (x) |x, y⟩ ⟨x, y| , (16)

such that the full time-dependent Hamiltonian is

H (t) = H0 +∆V f (t) V, (17)

where the temporal profile f (t) encapsulates the full time-dependence of the perturbation.
Ultimately, we want to obtain the current traversing the sample, which requires summing up
all the contributions of the local currents along a cross-section. Let Ix,y be the operator that
represents the electrical current flowing from site (x, y) to (x+ 1, y):

Ix,y =
ew

iℏ
(|x+ 1, y⟩ ⟨x, y| − |x, y⟩ ⟨x+ 1, y|). (18)

The expectation value of this operator provides the current Ix,y (t) flowing from site (x, y) to
(x+ 1, y) at time t and is expressed as the following trace:

Ix,y (t) = Tr [ρ (t) Ix,y] (19)

with ρ (t) being the density matrix evaluated at an arbitrary instant. Since the scope of this
paper is to compute a linear response electrical coefficient, from this point forward we will
consider a linearized expression for the density matrix. If the perturbation is suddenly turned
on at t = 0, the resulting current Isud

x,y , up to linear order in ∆V can be computed as

Isud
x,y (t) =

∫ t

0
dt′İsud

x,y

(
t′
)
, (20)

where the time derivative of Isud
x,y is defined as

İsud
x,y

(
t′
)
=

∆V

iℏ
Tr

[
Ut′ [V, ρ0] U†

t′ Ix,y
]
, (21)

where Ut′ = e−
i
ℏH0t′ is the time evolution operator of the unperturbed system from time 0

to t′. The trace is evaluated with methods that are based on the Kernel Polynomial Method
(KPM) [44, 48, 86] (see Section 2.3). If the profile f (t) is chosen such that f (0) = 0 and
f (t→ ∞) = 1, we will obtain a local current,

Ix,y (t) =

∫ t

0
dt′ḟ

(
t− t′

)
Isud
x,y

(
t′
)
, (22)

whose profile is the convolution between a smoothing filter and the time-dependent current
obtained with partition-free initial conditions. From here on forward, the presented time-
dependent results were computed with f (t) = 1− e−

t
τ , where τ is an adiabatic parameter.

2.3 Chebyshev Time-Evolution Method

While Eq. (21) formally tells us how to calculate the current crossing the transverse section
of the sample, as a function of time, it still requires the calculation of Ut and ρ0, which are
nontrivial functions of H0. The trace is replaced by the average over the expectation value
of an ensemble of random vectors, and the operators are replaced by a Chebyshev series
expansion in powers of the Hamiltonian. Since this series only converges on the open interval
between -1 and 1 on the real number line, the Hamiltonian has to be shifted and rescaled
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such that its eigenvalues lie within this interval. We define H̃0 = (H0 − λ) /∆ as the rescaled
Hamiltonian, λ as the shift which makes the spectrum symmetric and ∆ as the spectrum
range of the Hamiltonian. In practice, ∆ is slightly larger than this to ensure the openness of
the interval. In our case, we can set λ = 0 because the spectrum is symmetrical. With this
in mind, the density matrix and the time evolution operators are expanded as

ρ0 =
∞∑

m=0

µFmTm

(
H̃0

)
(23)

Ut =

∞∑
m=0

µUm (t)Tm

(
H̃0

)
, (24)

where Tm(x) is a Chebyshev polynomial of the first-kind, and the Chebyshev moments, µFm
and µUm (t), are defined as

µFm =
2

1 + δm,0

∫ 1

−1
dx

Tm(x)

π
√
1− x2

[
1 + exp

(
x−µ/∆
kBT/∆

)] (25)

µUm (t) =
2

1 + δm,0
(−i)mJm(w∆ t/ℏ), (26)

where Jm (x) is a Bessel function of the first kind. The coefficients of the Fermi function con-
tain the full information about the temperature and chemical potential of the initial thermal
state. In a similar way, the time dependence of the time evolution operator is entirely captured
in the µUm (t) coefficients.

The trace in Eq. (21) when evaluated in real-space can be reduced to the computation of
the following matrix elements due to the fact that the current operator is local:

İsud
x,y (t)= − 2∆V

ew

ℏ2
Re

[
⟨x, y| Ut V U†

t ρ0 |x+ 1, y⟩

− ⟨x+ 1, y| Ut V U†
t ρ0 |x, y⟩

]
.

(27)

Each of these terms can be computed by using the series expansion of ρ0 and Ut and the
recursive properties of the Chebyshev polynomials. More precisely, given an arbitrary state
|ψ⟩, we define |ψm⟩ from the action of the Chebyshev operator Tm on |ψ⟩ and we use the
recursive properties of these polynomials to relate the different |ψm⟩ among themselves, as
such:

|ψm⟩ ≡ Tm

(
H̃0

)
|ψ⟩ = 2H̃0 |ψm−1⟩ − |ψm−2⟩ with |ψ0⟩ = |ψ⟩ and |ψ1⟩=H̃0 |ψ⟩

Therefore, the truncated approximations of the action of ρ0 and Ut on |ψ⟩ simply read

ρ0 |ψ⟩ =
Mf−1∑
m=0

µFm |ψm⟩ and Ut |ψ⟩ =
Mt−1∑
m=0

µUm (t) |ψm⟩ , (28)

where Mf (Mt) is the truncation order for the expansion of the ρ0 (Ut) operator. The calcu-
lation of Ix,y (t) requires the evaluation of İsud

x,y (t) along a discrete set of times tn = nδt in the
integration interval from 0 to t. This process would require computing the time evolution op-
erator for all times tn. To avoid this, we instead compute İsud

x,y (tn) in increments of δt reusing
the objects that had already been used for İsud

x,y (tn−1). This procedure can be summarized as
follows (see Fig. (2) for a diagrammatic representation):

1. Define the four Chebyshev vectors:∣∣Ψ0
1

〉
≡ |x, y⟩ ,

∣∣Ψ0
2

〉
≡ |x+ 1, y⟩ ,

∣∣Θ0
1

〉
≡ ρ0 |x, y⟩ ,

∣∣Θ0
2

〉
≡ ρ0 |x+ 1, y⟩ (29)
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Figure 2: Schematics of the operations required to compute the first term of a
local current’s time-derivative.

2. Time evolve all four vectors in a series of time-steps (sized δt):∣∣∣Ψtn+1

1

〉
= Uδt

∣∣Ψtn
1

〉∣∣∣Ψtn+1

2

〉
= Uδt

∣∣Ψtn
2

〉∣∣∣Θtn+1

1

〉
= Uδt

∣∣Θtn
1

〉∣∣∣Θtn+1

2

〉
= Uδt

∣∣Θtn
2

〉
(30)

3. At each time-step evaluate the time-derivative of the current as follows:

İsud
x,y (tn) = −2∆V

ew

ℏ2
Re

[〈
Ψtn

1

∣∣V ∣∣Θtn
2

〉
−
〈
Ψtn

2

∣∣V ∣∣Θtn
1

〉]
(31)

4. Repeat the procedure until time t has been reached, and at the end numerically integrate
İsud
x,y (tn). The result will be the linear current from site (x, y) → (x+ 1, y).

Reducing Numerical Complexity

If the unperturbed Hamiltonian is represented as a sparse matrix in some basis (usually in
real-space), the numerical calculation of either expression in Eq. (28) involves only sparse
matrix-vector operations and, thereby, has an O (MN) time complexity, where N is the
dimension of the Hamiltonian and M is the truncation order for that operator. Note that the
numerical evaluation of İsud

x,y (t) requires a number of operations proportional toN×(TMt+Mf ),
where T is the number of points used in the time discretization. For fixed T , Mf and Mt, the
time complexity is O (N). The complete transverse current current requires S independent
calculations, one for each y, totalling a time complexity of O (NS) and making it unfavourable
for wide systems with large S. This complexity can be brought down to O (N) with the
use of random numbers, in a similar fashion to KPM. The linear combination of position
operator eigenstates with uncorrelated random coefficients (noted as |ξx⟩) with variance one
(ξyξy′ = δyy′), Eq. (32), is a core component for the stochastic measurement of the trace in
Eq. (19)

|ξx⟩ ≡
S∑

y=1

ξy |x, y⟩ . (32)

Furthermore, the definition of a translation operator by a unit cell along the longitudinal
direction (T ), which acts on single-particle position eigenstates as

T |x, y⟩ = |x+ 1, y⟩ (33)

enables this stochastic procedure to be expressed as

Ix (t) ≡
S∑

y=1

Ix,y (t) =
2ew

ℏ
Im ⟨ξx| ρ (t) T |ξx⟩. (34)
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Figure 3: In (a) we represent the hopping term for two different 1D tight-binding
chains. Whereas the blue plot corresponds to an unchanged system, on the red
curve we are altering the value of the hopping term at half the sites of the chain.
In (b) we compute the density of states (DoS) for these two models. On one hand,
we retain the DoS for the unchanged system (with half of the total number of
states), while on the other hand we have the density of states of a system whose
hopping term is tasy. This result shows that we are capable of increasing the DoS
on a region within the energy spectrum that is solely controlled by tasy.

Since ⟨ξx| (. . . ) |ξx⟩ is a random number, it has a variance associated with its distribution. To
get a sufficiently small error bar, an average across a large number R of random vectors |ξx⟩
needs to be performed. For this procedure to be more advantageous relative to summing Ix,y
over y, R has to be smaller than S [87].

3 Bandwidth Compression Schemes

As it was shown in [68], the finite dimension of the Hilbert space imposes constraints on the
time-dependent simulations with finite-sized leads. In particular, the duration of the quasi-
steady-state plateau (Tr) is limited by the reflection time of the Fermi level states at the
lead’s terminations, Tr=2ℏLl/

√
w2 − ε2F , with εF being the system’s Fermi energy. This is a

problematic feature of time-dependent simulations with finite-sized leads since Tr may prove
to be too short for transients to die out, making it impossible for the current to converge to
the Landauer quasi-steady state. An intuitive solution is to increase the size of the finite leads,
and consequentially reduce the mean-level spacing within the transmission band, increasing
Tr. However, due to the number of operations being proportional to the number of Hilbert
space elements, whenever we increase the size of the leads we will also raise the required
computational effort. Therefore, we introduce an alternative procedure that decreases the
mean-level spacing within the transmission band and, after the initial transient dies out,
mimics a de facto steady-state that would be reached on the limit of semi-infinite leads. We
will discuss how this comes about in the following sections, building up the intuition from the
1D case.

3.1 Reflection Time Enhancement in 1D systems

As previously stated the main purpose of the introduction of a bandwidth compression scheme
is to reduce the mean-level spacing within the transmission band. In order to motivate this
procedure, we can look at a one-dimensional toy model. Let us consider, as depicted in
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Figure 4: Schematics of the bandwidth compression introduced by the hopping’s
modulation within a one dimensional system. The density of states increases
in the neighbourhood of the Fermi energy, and the separation between the its
maxima is approximately 4tasy, where tasy corresponds to the chosen asymptotic
value of the hopping term.

Fig. 3 (a), a tight-binding chain where the first half of the system is characterized by a constant
hopping, t and the second half by tasy. If one computes the density of states (DoS) for this
partitioned system we will see that, although we maintain the signatures of the original system,
with local maxima at −2w and 2w, we are adding to this DoS, the DoS of the tight-binding
chain with hopping tasy. Consequently, this change of the hopping term leads to an increase
of the DoS in a region of the system’s spectrum that is limited by −2tasy and 2tasy. Therefore,
it is anticipated that a heuristic construction of tasy allows for a reduction of the transmission
band’s mean-level spacing. Complementary to this parameter, we introduce a sewing function
that should be able to glue the two different asymptotic regimes that we are looking for. On
the one hand, it has to retain the hoppings set to unity inside the sample and on another
hand, deep within the leads’ profile it should equate to tasy (ensuring the dense population of
the transmission band). A possible candidate for such parametrization is

f (x; s;σ) =
1

2

(
erf

[
s+ σ − x

σ

]
− erf

[
−s+ σ + x

σ

])
, (35)

where {s, σ} are two free parameters that may be tuned to optimize the results.
The construction of the spatial modulation scheme can be attained by directly constraining

the upper limit of the local half-bandwidth, VT , as

VT ≡ min (εF + 2tasy, 2w) , (36)

where the minimum with 2w is done in order to prevent the appearance of states outside the
original bandwidth. The lower bound for this parametrization is similarly obtained from

VB ≡ max (εF − 2tasy,−2w) , (37)

such that, at each point, the difference between VT and VB is the system’s local bandwidth.
The spatial dependency of the hopping term was chosen to be

tx (x) =
VT (x)− VB (x)

4
, (38)

where
VT (x) = VT + (2w − VT ) f (x; s;σ)

VB (x) = VB − (2w + VB) f (x; s;σ)
. (39)
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Figure 5: Representation of the current time-evolution for the 1D limiting case.
The simulations were performed with εF = −0.2w,L = 128, τ = 100, β =
1024w−1 and W = 0.3w for (a) Ll = 4096 and (b) Ll = 512.It is shown that
a decrease in the asymptotic value of the hopping enables the extension of the
current’s plateau. Whenever the chosen value of tasy is too small, we are no longer
able to ensure that all the states covering the transmission band contribute to the
maintenance of the quasi-steady state. Consequently, in (b) an earlier reflection is
observed when tasy = 0.

The sole application of Eq. (38) will only increase the density of states close to zero energy.
Consequently, as one has to decrease the mean-level spacing around the system’s Fermi energy,
the local potential term should also possess a spatial modulation, that ensures the correct
population of the transmission band. Employing the spatial dependencies shown in Eq. (39)
and considering that the lead’s modulated profile should not introduce states whose energy
is not comprised within the original system’s bandwidth, one can build a modulation of the
local onsite energies as

U (x) =
VT (x) + VB (x)

2
, (40)

such that Eq. (38) and Eq. (40) will progressively compress the total bandwidth around the
Fermi energy, as one observes in Fig. 4. The application of this bandwidth compression scheme
is responsible for increasing the time-dependent current’s reflection time, as it is shown in
Fig. 5, where we have represented the current’s time-evolution for the same mesoscopic setup
but we consider modulation profiles whose asymptotic values were gradually smaller. Ac-
cording to Fig. 5 (a), choosing smaller values of tasy systematically increases the reflection
time, without affecting the value of the quasi-steady-state current. However, this improve-
ment comes to a halt once tasy is so small that the asymptotic bandwidth of the modulated
leads becomes smaller than the transmission band1. At this point, the quasi-steady state of
transport begins to decay, as it is observed in Fig. 5 (b).

3.2 Extension to 2D systems

Analogous to subsection 3.1 smooth boundary conditions in 2D systems must compress the
density of states of the system within the transmission band. If one introduces the bandwidth
compression scheme leaving tx (x) and U (x) defined by Eq. (38) and Eq. (40), while keeping
the vertical hoppings, ty, unchanged and set to w we would not be able to resolve the cur-
rent’s quasi-steady state. This statement is verified in the blue and green plots of Fig. 6(a).
Complementary to this information, in Fig. 6 (b) we show that are not able to increase the
density of states on the transmission band. Instead each local maxima is centered around

1Due to the temperature dependence of the Fermi-Dirac distributions a suitable choice for the hopping’s
asymptotic value is tasy = 11kBT .
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Figure 6: (a)Time-dependent transverse current on a disordered nanoribbon for
different simulation setups: bare leads, modulated on the xx direction and modu-
lated on both directions. In (b) it is shown that only when ty is very small - deep
within the leads’ profile - we are able to compress the energy levels close to the
Fermi energy. The simulations were performed with εF = −0.2w, S = 8, L =
128, ∆V = 10−6w and W = 0.2w for Ll = 512.

εF − 2w cos ky, where ky are the allowed wave-numbers of a hard-wall tight-binding chain. In
order to understand why this is happening we may look at the Hamiltonian of a clean system.
Since the spatial dependence of the longitudinal hoppings is independent of the y coordinate,
we can factorize this Hamiltonian as

H =
∑
ky

H1D (ky)⊗ |ky⟩ ⟨ky|, (41)

where
H1D (ky) =

∑
x

tx (x) |x+ 1⟩ ⟨x|+ H.c. +
∑
x

[U (x)− 2w cos ky] |x⟩ ⟨x|. (42)

Therefore, the introduction of smooth boundary conditions along the longitudinal hoppings
alone, will compress each strip of the nanoribbon in an independent manner, controlled by the
diagonal term in Eq. (42). The motivation towards the solution that we have implemented is
best realized by restricting the possible functional forms of the vertical hoppings, ty (x, y) to be
functions of x alone, ty (x, y) → ty (x), while maintaining tx (x) and U (x) defined by Eq. (38)
and Eq. (40). Additionally, we considered that ty (x) should be constructed from Eq. (38),
whose asymptotic value, ty,asy, should be set as a small constant2. The red plot in Fig. 6 (a)
and (b) confirms that this prescription is able to extract the Landauer conductance from a
time-resolved approach in 2D systems and increase the density of states in the transmission
band.

To justify the physical grounds for this heuristic solution we begin by looking at an exact
eigenstate of the modulated lead, |ψα⟩, with energy εα. The projection of such state onto a
quantum state for which ky is a good quantum number,

∣∣λky〉 , will be a sinusoidal function

ψα,ky (x) ≡
〈
λky |ψα

〉
= A sin (kxx+ ϕ), (43)

where A is the wavefunction’s amplitude, ϕ is its phase and kx is the allowed wave-number
along the longitudinal direction. The bandwidth compression scheme for 2D systems can be
seen as a way to have all (or most) eigenstates of the system with finite leads concentrated in

2We chose to fix it to tasy/16. Setting ty,asy = 0 would imply that ky stopped being a good quantum
number at the beginning of a lead, since the Fermi surface for an eigenstate of energy, ε, would be solely
defined by kx, 2tasy cos kx = ε.
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Figure 7: (a)Representation of kx (x) for a set of fixed transverse momenta, ky.
In (b) and (c) we observe cross-sectional cuts of (a) at x = Ll/4 and x = 3Ll/4.
The green data sets shown in (c) verify that this approach is also valid for the case
in which the leads are connected to a disordered sample. All panels were computed
with LL = 512, whereas the disordered data was evaluated with S = 16 and
W = 1.5w.

energies that cover the transmission band, while having {kx, ky} locally well defined near the
sample, where the hopping is constant. Therefore it is expected that the projected eigenstate
to have a well-defined kx in that region and its value is such that it occupies the Fermi surface.
Although the presence of modulation does not permit the definition of kx as a good quantum
number, we still aim at defining a local value for it using the following procedure.

The propagation of a projected eigenstate from the beginning of the left lead up to the
sample can be expressed through the transfer matrix, Tky

x , as[
ψx+1

ψx

]
= Tky

x

[
ψx

ψx−1

]
(44)

with

Tky
x =

[
εF−2ty(x) cos ky−U(x)

tx(x)
− tx(x−1)

tx(x)

1 0

]
. (45)

Therefore, knowing the projected wave-function in two adjacent sites, x and x+ 1, we could
extend the projected eigenstate, by the multiplication of the transfer matrix associated to
each lattice site. In fact, if one wishes to obtain the wave-function, M sites to the front, it is
equivalent to the repeated application of the transfer matrix[

ψx+M

ψx−1+M

]
=

M−1∏
i=0

Tky
x+i

[
ψx

ψx−1

]
(46)

To define a local kx (x) we construct an extended state from the successive multiplication by
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the matrices, Tx, [
ψx+M

ψx−1+M

]
=

[
Tky
x

]M [
ψx

ψx−1

]
(47)

Since these matrices have constant hoppings they generate semi-infinite states that are har-
monic functions and have a well-defined kx. This will be our definition of kx: it is the one
generated by the local transfer matrix, Tky

x .
In Fig. 7 (a) we show the spatial dependency of kx, as one constructs and fits these extended

states at each lattice site. The different realizations of the colour palette marks a choice of
ky and as we have previously stated, within the regions in which the hoppings and onsite
potential are severely compressed, we do not have a correlation between kx and ky. This
characteristic is evident by the lack of coherence between the distribution of colours for the
regions of the plot that are to the left of Ll/4. The progression along the profile of the lead
brings about a smooth change of kx that terminates on a constant value. This is precisely
the one permitted by the condition that each pair, {kx, ky}, belongs to the Fermi surface of
the infinite lead, as one gets closer to the central device. This conclusion is also pinpointed at
Fig. 7(b) and (c) where we see cross-sectional cuts of panel (a). In (b) we show that the pairs
{kx, ky} do not lie within the Fermi surface. Contrastingly, in (c) we are sufficiently close to
the sample and each value of kx that was previously scattered along the Brillouin zone is now
correctly mapped towards the Fermi surface.

This was not only verified for a modulated lead but also for the full system with modulated
leads connected to a disordered sample. Taking the eigenstates within the transmission band
and projecting them on ky, we get kx values that are on the Fermi surface, as seen in the
green diamonds of Fig. 7(c).

4 Emergence of a Diffusive Transport Regime

Using the setup described earlier, we analyse the conductance, G (L, S) of disordered systems
as a function of their longitudinal length, L, and width, S, at a fixed Anderson disorder
strength, W = 0.9w. The time-resolved approach described in Section 3 is crucial to measure
the conductance for larger systems, S ≥ 2048, whereas an implementation of the RGF method
was employed for systems with smaller cross-sections. In the diffusive regime the conductance
should scale as G = σS/L, where σ is the system’s conductivity. Therefore, by studying
the scaled conductance, g ≡ GL/S, one can unmistakably identify the system’s diffusive
behaviour: it occurs when g, as a function of L for fixed S, remains constant, matching the
conductivity.

Each curve in Fig.8 shows the rescaled conductance’s scaling behaviour with the device
length, for fixed S. Additionally, each panel features vertical dashed lines indicating estima-
tions of both the mean-free path, ℓ, and localization length, ξ. The latter is only displayed
in (a) because, only for this particular set of parameters, ξ falls within the range of the sim-
ulated device lengths. The mean-free path was estimated by studying the disorder-averaged
Green’s function, Gr, of a large periodic disorder sample, with identical hoppings and disorder
strength to Eq. (2). This quantity was obtained from the relation between the disordered-
averaged Green’s function and its clean counterpart [88], Gr

cl,∣∣〈Gr (x,x′, εF
)〉∣∣ =

∣∣Gr
cl
(
x,x′, εF

)∣∣ e−|x−x′|
2ℓ , (48)

where ⟨. . . ⟩ represents disorder averaging and Gr (x,x′, εF ) = ⟨x|Gr (εF ) |x′⟩. We have ap-
proximated the measurement of the mean-free path in the thermodynamic limit by employing
twisted boundary conditions in both directions. By doing so, Gr was averaged over different
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Figure 8: Disordered-averaged scaled conductance as a function of the mesoscopic
devices geometries, for a fixed Anderson disorder strength, W = 0.9w. In (a)
we have fixed εF = −3.985w, whereas in (b) we have εF = −3.8w and in (c)
εF = 0.0w. Only at half-filling, the mean-free path and localization length scales
are sufficiently far apart, so that we are able to observe the formation of a diffusive
plateau.

512× 512 disordered supercells, while Gr
cl was solely averaged over different twist-angle con-

figurations. Thereafter, the mean-free path was computed by fitting the exponential decay
shown in Eq. (48). Whenever charge transport is compatible with the ballistic regime ⟨g⟩
becomes exponential in logL. This dependency is observed throughout the plots in Fig. 8,
for L < ℓ. The fitted values of ℓ mark the end of the ballistic behaviour and for L > ℓ the
ballistic-diffusive crossover begins.

The estimation of the localization length can be directly made from the conductance
scaling behaviour, since for a localized system, G ∼ S exp (−2L/ξ). The vertical line shown in
Fig.8 (a) was extracted from the normalized conductance curve with the highest cross-section,
S=1024. It is shown that due to the closeness between the mean-free path and localization
length scales we are not able to observe the formation of a diffusive plateau. From this panel
to (b) we move from εF = −3.985w to εF = −3.8w, which increases the distance between ℓ
and ξ. Despite this, the separation between these scales is still not sufficient for a sizeable
diffusive regime to be observed. We further note that the plot with S = 8192 doesn’t span all
values of L. Currently the simulation of non-equilibrium currents on localized samples is still
at an early stage of development. We have observed that the initial transient associated with
the non-equilibrium current significantly increases as one moves into the localized regime.
This particular challenge will be the focus of future publication.

The localization length was drastically increased in Fig. 8(c) where we moved to the
half-filling case, εF = 0.0w. For small S, we find quasi one-dimensional behaviour. As L
is increased, the conductance decreases slower than 1/L, causing an initial increase in the
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Figure 9: Direct comparison between the scaling behaviour, at half-filling, between
the conductance (a) and the Kubo-Greenwood conductivity (b). The plots are
normalized by the extracted Landauer conductivity, GLand.

disordered-averaged normalized conductance, ⟨g⟩. For sufficiently large L, a localized regime
takes over and ⟨g⟩ drops to zero. In quasi one-dimensional systems where S < ℓ < ξ, it is
commonly accepted that the proximity between the mean-free path and localization length
scales hinders the development of the diffusive regime. As S increases, the mean free path
grows; simultaneously, the localization length also increases at a much faster pace due to the
exponential dependence. This separation manifests itself in the broadening of the maximum
of ⟨g⟩. For sufficiently large S (S ≳ 512), several things happen:

1. ξ becomes large enough that the localized regime is unobservable within the range of
parameters we were able to simulate.

2. As ℓ converges to the two-dimensional value with increasing S, all the curves collapse
into the same curve.

3. A diffusive regime develops for L ≳ 2048, where ⟨g⟩ is constant and equal to the con-
ductivity σ.

Another common way to determine the sample’s zero temperature longitudinal conduct-
ivity is through perturbation theory using the Kubo-Greenwood formula [13, 89] in a large
periodic and disordered system without leads:

σxx(E) =
e2πℏ
Ω

Tr[δ(E − Ĥ)V̂xδ(E − Ĥ)V̂x], (49)

where V̂x is the velocity operator in the longitudinal direction. To try to establish a close
connection to our time-dependent results, we chose a system with the exact same geometry,
hopping and disorder parameters as the sample in Eq. (2). The transverse direction has open
boundary conditions, while the longitudinal one has twisted boundary conditions. For finite
systems, the resolution of the Dirac-Delta should be larger than the mean-level spacing to
obtain physical results. Therefore, the common procedure is to study the conductivity as a
function of the spectral resolution [13]. This makes this formulation a very powerful tool from
a numerical standpoint, since it allows for an algorithm that scales linearly with the size of
the system [86,90].

In Fig. 9 (a) we reprised two plots from Fig. 8, while in (b) we represented the Kubo-
Greenwood conductivity’s scaling with the spectral resolution, η, computed with KITE [48].
When this quantity is determined by Eq. (49), we do not have access to a concrete length
scale. It is common to define an effective length scale, ℓη, as ℓη = ℏvF /η, where vF is the
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Fermi velocity. A comparison of the results shown in Fig. 9 reveals that for small values of the
length scale σxx grows, resembling the ballistic regime’s behaviour. For intermediate-length
scales, a plateau appears, suggesting a diffusive regime. The conductivities extracted from (a)
and (b) agree on the order of magnitude but show a 4% difference.

We have already discussed the dependence of the localization length on the cross-section
of the system. We present the results with two different cross-sections, S = 256 and S = 8192,
associated with localization lengths that differ by orders of magnitude. In the two-terminal
setup, Fig. 9(a), we see a clear difference in the rescaled conductance for L > 512, revealing
the two quantum transport regimes: the localized (S = 256) and the diffusive (S = 8192).
From the Kubo-Greenwood results, Fig. 9(b), both geometries present an undistinguishable
behaviour, exposing the difficulties of the Kubo-Greenwood formalism to capture localization
effects in mesoscopic systems.

5 Conclusion and Outlook

In this paper, we obtained the conductance of a disordered sample connected to leads, in
a two-dimensional tight-binding square lattice, as a function of its geometry. The methods
developed in this work enabled us to accurately obtain the conductance of samples with cross-
sections ranging from one to several thousand unit cells, allowing a clear separation of scales
between the localization length and the mean free path. Thus, a diffusive regime is observable
across a wide range of geometries and a two-dimensional conductivity can be defined. Our
method shows perfect agreement with the Landauer formula and very good agreement with
the Kubo-Greenwood formula in the diffusive regime. Owing to the long transients that
emerge in wide localized devices, the application of this technique to the precise measurement
of conductance in systems over the diffusive-localized crossover has not yet been realized.

Our method explicitly includes the leads in the Hilbert space of the simulation and captures
the temporal profile of the current as an electric field is applied adiabatically inside the sample.
The conductance is extracted from the developed non-equilibrium quasi-steady state. In order
to extend this quasi-steady state and allow for a more accurate reading without any additional
computational effort, a spatial modulation is applied to the leads’ hoppings that closely mimics
the semi-infinite lead limit. The expectation value of the current is obtained by resorting to
a stochastic evaluation of the trace, replacing a sum over local currents by an average over
expectation values of random vectors on cross-sectional currents. The numerical complexity
thus becomes linear in the cross-sectional width, rather than quadratic, and the trade-off
between the error bar and numerical complexity proves beneficial for wide (width > 1000 unit
cells) samples. The time evolution of the system is performed via a Chebyshev expansion of
the density matrix and the time evolution operators, leveraging the sparsity of the real-space
Hamiltonian while being numerically exact and scaling linearly with the size of the Hilbert
space both in time and space complexity.

This new approach is the result of several developments in real-space simulation methods
and offers a clear picture of transport in two-dimensional disordered systems. It is easily gen-
eralizable to more complex models, and can also be used to compute several other quantities,
such as local charge and spin density, as time-dependent quantities. Even though we have
focused exclusively on the non-equilibrium quasi-steady state, the transient regime is also
accessible and should provide valuable information about the systems being studied.
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