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Abstract

The role of the QCD θ-parameter is investigated in pure Yang–Mills theory in
the spacetime given by the four-dimensional Euclidean torus. While in this setting
the introduction of possibly unphysical boundary conditions is avoided, it must
be specified how the sum over the topological sectors is to be carried out. To
connect with observables in real time, we perceive the partition function as the
trace over the canonical density matrix. The system then corresponds to one of
a finite temperature on a spatial three-torus. Carrying out the trace operation
requires canonical quantization and gauge fixing. Fixing the gauge and demand-
ing that the Hermiticity of the Hamiltonian is maintained leads to a restriction
of the Hilbert space of physical wave functionals that generalizes the constraints
derived from imposing Gauß’ law. Consequently, we find that the states in the
Hilbert space are properly normalizable under an inner product that integrates
over each physical configuration represented by the gauge potential one time and
one time only. The observables derived from the constrained Hilbert space do not
violate charge-parity symmetry. We note that an exact hidden symmetry of the
theory that is present for arbitrary values of θ in the Hamiltonian is effectively pro-
moted to parity conservation in this constrained space. These results, derived on a
torus in order to avoid the introduction of boundary conditions, also carry over to
Minkowski spacetime when taking account of all possible gauge transformations.



Contents

1 Introduction 2

2 Topological quantization on the four-torus 5

3 Canonical quantization of gauge theory 9

4 Gauge redundancies and gauge fixing 11

5 Fixing the transition function and normalization of physical states 13

6 Constraints on the quantum states 16

7 Gauß’ law constraint 21

8 Gauge covariance with respect to general changes of the transition
function 22

9 Generalization to Minkowski spacetime 25

10 The hidden parity symmetry of QCD in the presence of a θ-term 26

11 Conclusions 31

A Path integral over the gauge-fixed field configuration space 33

1 Introduction

The present paper concerns the topological term in Yang–Mills theory and the possibility
of its observable effects [1–3] when the theory is canonically quantized. As a pure gauge
theory, it is specified by the following Euclidean Lagrangian

L =
1

2g2
trFµνFµν −

i

16π2
θ trFµνF̃µν , (1)

where Fµν = F a
µνT

a with F a
µν ≡ ∂µA

a
ν − ∂νA

a
µ + fabcAb

µA
c
ν is the field strength tensor

and F̃µν ≡ 1
2
εµναβFαβ (ε1234 = 1) is the Hodge dual of Fµν . We use the convention

Tr(T aT b) = δab/2, [T a, T b] = ifabcT c for the Lie algebra generators T a and the structure
constants fabc, and we consider SU(2) for simplicity so that T a = τa/2 with τa being the
Pauli matrices. The last term in Eq. (1) is odd under charge-parity (CP ) conjugation.
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Through the remainder of the present text, we colloquially refer to Yang–Mills pure
gauge theory with the gauge group SU(2) as quantum chromodynamics (QCD).

Before outlining matters of canonical quantization, we recall for comparison some
salient points about the theory (1) when evaluated as a path integral in an infinite
spacetime volume Ω. The partition function is then given by

Z =

∫
DA e

− lim
Ω→∞

∫
Ω d4xL

. (2)

There are a priori no boundary conditions imposed on the path integral. However,
configurations of finite action are classified into different topological sectors characterized
by integer ∆n—the winding number. We refer to this as topological quantization. The
integer ∆n comes as a consequence of the limit Ω → ∞. This limit must therefore be
taken before the sum over the sectors ∆n is carried out. One then finds that there is
no CP violation in the correlation functions [4]. Furthermore, leaving the boundary
conditions in infinite spacetime unspecified allows the contours of path integration for
different ∆n to be connected by configurations of infinite action so that there exists a full
integration contour over all ∆n in the sense of the Cauchy theorem. For the individual
sectors ∆n, the contours can be constructed using steepest descent methods [5].

These points stand in opposition to the main share of literature on this topic (see e.g.
Refs. [3] and [6] for a seminal paper and a recent review) in which the limits are taken the
other way around and boundary conditions corresponding to field operator eigenstates
that are pure gauge configurations are imposed on finite surfaces. These surfaces are
only taken to infinity after the sum over ∆n is carried out. In that approach, topological
quantization does not follow from the definition of the partition function (2) but from the
boundary conditions that are imposed ad hoc. Moreover, the field configurations with
fixed boundary conditions on finite surfaces but different ∆n cannot be continuously
connected through segments of a contour in the gauge field configuration space which
do not contribute to the path integral and arise from a nonsingular deformation of
the original integration contour. Therefore, for these boundary conditions, there is no
integration contour that would allow the application of the Cauchy theorem to the path
integral. Calculationally, one finds in that order of limits, i.e. Ω → ∞ after summation
over ∆n, there is CP violation in the correlation functions. For other recent works that
question the existence of CP violation in QCD, see for example Refs. [7–9].

Given this context, it is therefore of interest to understand whether the vanishing of
CP violation persists in systems that can be quantized in finite volume without imposing
unphysical boundary conditions. These can be avoided by choosing manifolds without
boundary. The apparently simplest case is to take the three-torus T 3 for the spatial
hypersurfaces on which canonical quantization is to be carried out. For path integral
quantization, we need to specify the range of the temporal coordinate x4 (in the notation
used for Euclidean time). In order to project on the ground state, one should take the
range of x4 to infinity. This way, we do not need to specify boundary conditions on the
spatial hypersurfaces T 3 at x4 → ±∞. However, then we are back to the discussion on
the partition function (2) in infinite spacetime volumes [4, 10].
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It is therefore of interest to compactify time as well. A way to achieve this without
specifying ad hoc boundary conditions is to impose periodicity in x4 so that the spacetime
becomes T 4. Such a setup is physical as the resulting partition function corresponds
to the one of a canonical ensemble kept at a temperature T where the range of x4
corresponds to 1/T . Now, for the theory (1) on T 4 once again the field configurations
decompose into equivalence classes of integer ∆n. While this is a well-known fact, we
review the reasons for this topological quantization in Section 2 in order to relate it to
the topological aspects that come into play in the subsequent discussion of canonical
quantization, a central subject of the present paper.

To compute observables at finite temperature, we need an expression for the parti-
tion function that corresponds to Eq. (2) but now for T 4 instead of an infinite Ω. The
answer is not as straightforward as it may seem. On T 4, there are no continuous de-
formations that connect sectors of different ∆n and consequently, these do not lie on
a single Cauchy contour. Furthermore, fixing the winding number ∆n o T 4 leads to
a well-defined Euclidean quantum field theory for each ∆n so that there is a priori no
necessity for summing over ∆n. We therefore need a more detailed reasoning to deter-
mine whether we need to sum over the topological sectors and how we must weigh the
contributions in such a sum, in particular in terms of phase factors.

A unique way of specifying the finite-temperature partition function is to refer to its
definition as

Z = tr e−H/T , (3)

where H is the Hamiltonian and the trace is over the physical states in the Hilbert
space. We thus need to gather enough facts about the Hilbert space in order to derive
the partition function. In particular, to carry out the trace operation, we must establish
in what sense the states are normalizable and that we can fix the gauge in order not
to sum over redundant states. While we are focusing here on canonical quantization,
we note that when the observables obtained in this approach are independent of the
particular gauge fixing, one can derive an expression for the path integral in which
the gauge symmetry along with Lorentz invariance becomes manifest again [11]. Upon
evaluating path integrals, gauge fixing is then in practice reintroduced in a different way
using the standard functional methods, i.e. the Faddeev—Popov procedure.

To identify the Hamiltonian and the Hilbert space, we review some of the basic
facts on canonical quantization of QCD theory in Section 3. In Section 4, we specify in
what sense states should be normalizable after gauge fixing and make provisions in our
notation for excluding fluctuations and derivatives from the Hamiltonian in the direction
of gauge redundancies.

A particular set of gauge transformations that we discuss in Section 5 are those that
change the transition functions. The latter are required to construct the maps from
T 3 into the vector potential A in the temporal gauge. When we fix these transition
functions, the remaining gauge transformations must be periodic over T 3 and hence
decompose again into integer equivalence classes. In particular, those periodic transfor-
mations that are not continuously connected with the identity are referred to as large
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gauge transformations. The set of large gauge transformations (corresponding to n ̸= 0
below) can be generally expressed as

{Gn} = Zn ⊗ {G0} , (4)

where Zn is the additive group of integers and {G0} is the set of so-called small gauge
transformations that are connected with the identity. At this point, one can introduce
wave functionals that are eigenstates of large gauge transformations Gn with exp(inθ(i))
as their eigenvalues. The superscript here allows to write expressions involving wave
functionals with different eigenvalues exp(inθ(j)) with θ(i) ̸= θ(j) and also indicates that
these eigenvalues are in the first place distinct from θ in the Lagrangian (1).

However, we note that the states for different θ(i) based on a gauge-fixed inner product
are not orthogonal. In turn, when relaxing the gauge fixing in the inner product we
encounter the problem noted in Ref. [12] that the states are not properly normalizable.
To resolve these issues, we pursue the direction that the Hilbert space with different θ(i) is
too large. The correct value of θ(i) is uniquely determined by demanding that (i) one can
fix the gauge; (ii) the operators corresponding to observables remain Hermitian; and (iii)
the observables are the same in different gauges. In Section 6, we derive the constraints
on the wave functionals that follow from these requirements. As a familiar example on
which to apply this reasoning, in Section 7 we review that imposing Gauß’ law restricts
the Hilbert space to states that are gauge singlets with respect to transformations that
leave the transition functions invariant. In turn, we can use the requirement of gauge
invariance to restrict the Hilbert space to states that observe Gauß’ law.

In Section 8 we make the analogous argument for transformations changing the tran-
sition function. As it turns out, this indeed determines the value of θ(i) so that the
gauge-fixed inner product can be used without problem on the remaining Hilbert space.
The allowed value for θ(i) is the one that complements the CP -odd phase from the Hamil-
tonian so that there remain no CP -violating effects. While the results to that point have
been derived on a torus in order to avoid dealing with boundary conditions, in Section 9,
we show that the same reasoning applies to Minkowski spacetime as well when one does
not restrict gauge transformations at spatial infinity, and we also show how the results
for the wave functionals explain CP conservation in amplitudes evaluated over finite
time intervals without periodic temporal boundary conditions. In Section 10, a new
discrete symmetry of the Hamiltonian operator is identified. It can be used to show that
for the gauge fixed Hamiltonian, energy eigenstates in the physical Hermitian subspace
can always be constructed as eigenstates of the usual parity. Conclusions can be found
in Section 11.

2 Topological quantization on the four-torus

While it is not necessary to consider T 4 in order to show CP conservation in canonical
quantization on the spatial T 3, the canonical density matrix in its path integral repre-
sentation on T 4 is an object of special interest. In that context, it is essential that the
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winding number ∆n is an integer on T 4, i.e.

∆n =
1

16π2

∫
T 4

d4xFF̃ ∈ Z . (5)

Proofs of the topological quantization (5) can be found e.g. in Ref. [13]. In order to see
in what way topology on T 3 and T 4 are related, we show here explicitly how Eq. (5)
holds.

To that end, we recall that the integrand can be written as a total divergence,

1

16π2
trFµνF̃µν = ∂µKµ , (6)

where

Kµ =
1

4π2
ϵµναβtr

[
1

2
Aν∂αAβ −

i

3
AνAαAβ

]
. (7)

We recall that for SU(2), tr(T aT bT c) = ifabc/4 so that the above expression can be
written in terms of the components of the gauge fields as

Kµ =
1

16π2
ϵµναβ

[
Aa

ν∂αA
a
β +

1

3
fabcAa

νA
b
αA

c
β

]
. (8)

Next, consider the hypercube with edges of length ai, i = 1, . . . , 4 from which we
can obtain T 4 by gluing the opposite three-faces together. On the opposite three-faces
of the hypercube, the vector potential must match modulo a gauge transformation. For
example,

Aµ(ε, x2, x3, x4) =U
−1
1 (x2, x3, x4)Aµ(a1 − ε, x2, x3, x4)U1(x2, x3, x4)

+ iU−1
1 (x2, x3, x4)∂µU1(x2, x3, x4) , (9)

and accordingly for the remaining pairs of three-faces. Here, ε is an infinitesimal length
that we have introduced in order to formulate this matching condition.

Equation (9) is routinely imposed when putting gauge fields on a torus [14] and
does not appear to require more explanation than given above. When we insist on
stating it in a bit more technical terms, we can take an open cover {Uα} of T 4. Gauge-
covariant quantities on T 4 can then be defined with the help of transition functions
tαβ : Uα ∩ Uβ → SU(2). In particular, for x ∈ Uα ∩ Uβ, there is the compatibility
condition

Aβ
µ = t−1

αβA
α
µtαβ + it−1

αβ∂µtαβ , (10)

where Aα,β
µ are the gauge potentials defined in the respective Uα,β. For consistency, the

transition functions have to satisfy the cocycle condition: For x ∈ Uα ∩ Uβ ∩ Uγ it must
hold that tαγ = tαβtβγ.
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Figure 1: Illustration of a cover of T 2 (the region enclosed by the solid line) using four
open sets (regions enclosed by dashed lines and denoted as Uα with α = 0, 1, 2, 3) of
which overlapping regions (shaded regions in color) have a minimal area when δ, ε → 0
(keeping δ > ε in taking the limit) [15].

To arrive at Eq. (9), it is advantageous to reduce the overlapping regions of the open
sets Uα to a minimal “volume” [15]. For T n the minimal number of the open sets for such
a covering is 2n. One can illustrate this for T 2 as an example, as shown in Figure 1. Note
the identification for opposite edges and faces so that the four squares at the corners are
identified as one single open set U3, the opposite rectangles are identified as U1 and U2

respectively. The respective overlaps between U0 and Uα, 1 ≤ α ≤ 3 (e.g. the two lines
in blue for α = 1) have disconnected parts. From the figure, one can see that δ > ε but
eventually, one should take δ, ε→ 0 to have a minimal area for the overlapping regions.

For T 4, we take U0 as the open set that covers the hypercube just without its bound-
aries. Fifteen more sets U1, . . . ,U15 can be arranged along the cells (three-faces), faces
(two-faces), edges (one-faces) and vertices (zero-faces) of the hypercube so that one ob-
tains a complete cover. For definiteness, let the Ui for i = 1, . . . , 4 be the sets covering
the cells with xi = 0 along with their opposites xi = ai up to the infinitesimal shell along
the faces (analogues of U1,2 in the T 2 example in Figure 1). Then shrink U1, . . . ,U15 so
that they cover just infinitesimal neighbourhoods of the cells, faces, edges and vertices.
Analogous to the case of T 2 the identification of xi with xi + ai determines the number
of open sets needed to cover the full T 4. Note that in this construction, the intersections
U0 ∩ Uα, 1 ≤ α ≤ 15 are not connected, as illustrated on the example of T 2. The tran-
sition functions over each pair of opposite cells of the hypercube can then be composed
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from the transition functions on the disjoint subdomains according to e.g.

U1(x2, x3, x4) = t10(ε, x2, x3, x4)t01(a1 − ε, x2, x3, x4) (11)

so that Eq. (9) follows.
Then we choose a gauge so that the gauge potential is periodic in the three spatial

directions [16], i.e., Aµ(x + aiêi) = Aµ(x) for i = 1, 2, 3. This can be accomplished
because we do not impose boundary conditions on the allowed gauge transformations on
the three-faces at x4 = 0, a4. As a consequence of this gauge choice, the net flux of Kµ

through the opposite three-faces x1,2,3 = 0 and x1,2,3 = a1,2,3 vanishes. In addition, we
can impose the temporal gauge so that

A4 = 0 (12)

everywhere. In Minkowski spacetime, this gauge condition reads A0 = 0.
Now consider the opposite three-faces at x4 = 0 and x4 = a4. Given the gauge choices

made thus far, all of the total flux of Kµ through the surface of the hypercube must go
through these two three-faces. Let

F4 = [0, a1]× [0, a2]× [0, a3] (13)

be the set pertaining to these three-faces on which U4 is defined corresponding to Eq. (9).
We can conclude that U4(y) = 1 for y ∈ ∂F4 because of the periodicity of the gauge
potential in the spatial directions that is assumed here. Therefore, we can identify the
points in ∂F4 so that in this sense, the three-face is homeomorphic with S3. Now given
the winding number

ν(U ;S) =
1

4π2
εijk

∫
S

d3x
1

6
tr
[
U−1(∂iU)U

−1(∂jU)U
−1(∂kU)

]
, (14)

the transition functions U4(x) therefore constitute homotopy classes with integer winding
number, i.e. ν(U4;F4) ∈ Z for U4 = constant on ∂F4.

It remains to be shown that this implies Eq. (5), in particular when the field configu-
rations on the three-face F4 are not a pure gauge. Consider the Chern–Simons functional

W [A] =
1

4π2
εijk

∫
S

d3x tr

[
1

2
Ai∂jAk −

i

3
AiAjAk

]
(15)

over some three-dimensional hypersurface S. Now for a gauge transformation on S

A′ = UAU−1 + iU∇U−1 =: AU (16)

the difference between the Chern–Simons functionals is [16]

W [A′]−W [A] = ν(U ;S) +
i

8π2
εijk

∫
S

d3x ∂jtr
[
Ak(∂iU

−1)U
]
. (17)
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In Eq. (16), we have introduced the shorthand notation AU , which we shall frequently
use through the remainder of this work. Substituting U = U4 and S = F4 in Eq. (17),
this is the difference between the Chern–Simons numbers that flows through the three-
faces at x4 = 0 and x4 = a4. As we have made use of the gauge freedom so that U4 is
constant on ∂F4 and that A is periodic on F4, tr[Ak(∂iU4)U

−1
4 ] is periodic on F4 and

the integral vanishes by Gauß’ theorem. Furthermore, the Chern–Simons flux through
the remaining faces vanishes and ν(U4, F4) ∈ Z. Hence, using Eq. (6), we recognize that
∆n = W [A′]−W [A] ∈ Z, i.e. Eq. (5) holds. Since Eq. (5) is manifestly gauge invariant,
we can change the above construction to general gauges without changing this result.

3 Canonical quantization of gauge theory

Canonical quantization of non-Abelian gauge theory is reviewed in e.g. Ref. [17] which
includes many details. This section contains a summary of the main points that are
relevant in the present context.

To this end, we start by casting the Euclidean Lagrangian (1) to Minkowski spacetime

L =− 1

2g2
trFµνF

µν +
1

16π2
θ trFµνF̃

µν . (18)

Note that we do not introduce different notations for the gauge field in the Euclidean
and Minkowski spacetimes. To make our conventions explicit, we put a superscript “E”
on the Euclidean gauge field AE

µ just for now. Then the Minkowskian gauge field Aµ can
be obtained from the Euclidean gauge field AE

µ via AE
i = Ai, A

E
4 = −iA0 together with

the conventional Wick rotation x4 = it.
In the following, we make occasional use of the covariant derivative

Dµ = ∂µ − iAa
µ

τa

2
. (19)

In terms of this operator, the field strength tensor

Fµν = F a
µν

τa

2
(20)

can be expressed as

[Dµ, Dν ] = −iFµν . (21)

In canonical quantization, as long as we are not interested in the time evolution, we
are concerned with T 3 instead of T 4. However, the discussion in the previous section
is related to the present context because we can, without loss of generality, take F4 as
the spatial hypersurface T 3 that the quantum field is defined on. And U4 can here be
identified as a gauge transformation for the gauge field on the same spatial hypersurface
T 3.
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The most straightforward approach to canonical quantization of Yang–Mills theory
appears to go through the temporal gauge (12), in which the non-Abelian electric and
magnetic fields are given by

gEa =− ∂

∂t
Aa , (22)

gBa =∇×Aa − 1

2
fabcAa ×Ab . (23)

In terms of these, the canonical momentum conjugate to Aa is

gΠa ≡ g
∂L
∂Ȧa

= −Ea +
g2

8π2
θBa . (24)

The coordinates Aa, Πa are canonical and satisfy the corresponding Poisson brackets.
This is the main advantage over imposing more restrictive gauge conditions, where one
would need to generalize to Dirac brackets. While this is possible for the Abelian case,
such procedure appears to face prohibitive complications for non-Abelian theories. On
the other hand, using the above set of canonical coordinates requires extra steps when
quantizing the theory. Since the temporal gauge leaves substantial gauge freedom in
the form of the transformation (16), unphysical states and gauge redundancies must be
eliminated subsequent to quantization. The present procedure may therefore colloquially
be referred to as “first quantize then constrain” (modulo the constraint (12) that is
imposed before quantization). We therefore yet need to specify how to narrow down the
Hilbert space to physical states and eventually to fix the gauge completely.

The operators corresponding to the canonical coordinates in temporal gauge must
observe the commutation relations:

[Aa,i(x),Πb,j(x ′)] = iδijδabδ3(x− x ′) , [Πa,i(x),Πb,j(x ′)] = 0 . (25)

These commutators hold for

Πa =
δ

iδAa
+ θΠ

g

8π2
Ba . (26)

Here, θΠ is an arbitrary constant that is real for Πa to be Hermitian.
Do not confuse Eq. (24) with Eq. (26). The former is a general relation while the

latter is just a representation of the operator Πa (in the “coordinate representation”,
i.e. when acting on wave functionals Ψ[A]). Note that the only constraint imposed on
the canonical formalism at this point is A0 = 0, which can simply be satisfied without
leading to complications in the commutation relations because this coordinate is not
dynamical. In particular, we have not imposed periodicity of A(x) and therefore should
not assume this or any other constraint before making a consistent restriction to a gauge-
fixed subspace.

Combining Eqs. (24) and (26) yields the operator Ea,

Ea = −
(
g

δ

iδAa
− g2

8π2
(θ − θΠ)B

a

)
. (27)
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Substituting the above into the Hamiltonian density, one obtains

H =
1

2

[
(Ea)2 + (Ba)2

]
=

1

2

[(
g

δ

iδAa
− g2

8π2
(θ − θΠ)B

a

)2

+ (Ba)2

]
. (28)

The Hamiltonian

H =

∫
d3xH (29)

acts on states represented through wave functionals Ψ[A]. However, since we have not
fixed the gauge prior to quantization, the Hilbert space of all functionals is too large, i.e.
it contains unphysical states as well as gauge redundancies. In the following sections, we
review how the unphysical states are eliminated.

4 Gauge redundancies and gauge fixing

As reviewed in Section 3, the quantized theory defined through the canonical commu-
tation relations (25) may yet allow for unphysical states and entails gauge redundancies
that must be removed by gauge fixing. In the present section, we therefore introduce
some notations in order to deal with this matter.

We first get back to the point that there is still some residual gauge freedom. As
different gauges are redundant descriptions of the same physical system, it is possible
to fix the gauge in such a way that there is a one-to-one correspondence between the
functions A(x) and classical physical configurations, i.e. that there is a complete gauge
fixing. This implies that we can express the inner product of two states as

⟨Ψ|Φ⟩ =
∫
A
DAfA[A]Ψ∗[A]Φ[A] , (30)

where the subscript on the integral indicates complete gauge fixing. That is, we integrate
over a manifold A on which each gauge inequivalent configuration is being represented
one time and one time only. The factor fA[A] is generally present in order to main-
tain the gauge covariance of the fixed integration measure, i.e. the measure DAfA[A]
is translation invariant when restricted to A. For example, when fixing the gauge by
inserting a gauge condition as an argument of a delta-function, fA(A) would be given by
the absolute value of the inverse determinant of the gauge condition. That being said,
we could also decide to integrate over redundant configurations if the corresponding in-
tegration volume is finite so that we can still properly normalize the states. Nonetheless,
it should always be possible if not advantageous to use an inner product as in Eq. (30)
that does not extend over redundant configurations. In turn, noting that Eq. (30) can
represent a physical transition amplitude, it should be gauge invariant, so that extend-
ing the integration over an infinite measure of gauge redundant configurations leads to
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unphysical infinite answers. In particular, were there no gauge fixing, the inner product
of Eq. (30) would lead to states of infinite norm, in contradiction with the postulates of
quantum mechanics.

The restriction of the Schrödinger equation to a certain subset of field configurations
is naturally defined through bases of the field configuration space {Aa(x)}. Let Ga(x;σ)
be a basis for the configuration space, where σ is the multiindex that labels the particular
basis modes. Then, a derivative in the direction of Ga(x;σ) can be defined as

δ

δA(σ)
Ψ[A] =

∫
d3y

∑
i,a

Ga
i (y;σ)

δ

δAa
i (y)

Ψ[A] . (31)

The operator δ/δA(σ) may be understood as a derivative with respect to the correspond-
ing coefficient in the expansion of Aa(x) in the basis Ga(x;σ). That is, writing

Aa
i (x) =

∫
σ

∑
c(σ)Ga

i (x;σ) , (32)

one has

δ

δA(σ)
=

δ

δc(σ)
. (33)

The derivative δ/δc(σ) is then an ordinary derivative in the case of discrete values of σ
and a functional derivative in the case of continuous values.

Note that the basis Ga
i (y;σ = {j, b,x}) = δ3(y − x)δijδab reproduces the standard

derivative δ/δAj
b(x). If the basis is orthonormal, i.e. if the following identity is satisfied,∫

σ

∑
Ga

i (x;σ)G
b
j(y;σ) = δ(3)(x− y)δabδij, (34)

we can conversely write

δ

δAa
i (x)

Ψ[A] =

∫
σ

∑
Ga

i (x;σ)
δ

δA(σ)
Ψ[A] . (35)

When we identify some basis modes Ga(x;σgauge) with infinitesimal gauge transfor-
mations of a given configuration Aa(x), we can fix in the Schrödinger equation the gauge
with respect to such transformations by omitting the derivatives δ/δA(σgauge). In the
following, we apply this to transformations generated by Gauß’ law, which are periodic
over the torus as well as to more general aperiodic transformations that change the
transition function.
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5 Fixing the transition function and normalization

of physical states

To derive the Hamiltonian (28), no extra gauge fixing in addition to the temporal gauge
has been applied. This is the assumption that we are going to work with in the subsequent
sections. Before going ahead, in this section we consider what happens when we fix the
transition function because this way one may arrive at constructions on the three-torus
that correspond to the θ-vacua usually discussed for infinite space. While the temporal
gauge imposes no restriction on the transition function (9), let us consider here Ui = 1

for i = 1, 2, 3. This way, the gauge potential is restricted to be periodic on the three
torus and U4 = 1 on ∂F4.

It is essential to note that other choices of the transition functions are also possible
and generally lead to non-periodic gauge potentials A on T 3 even though the physical
configuration remains periodic. The assumption made in the present section, that one
can simply ignore field configurations that are not periodic in A when restricting the
form of the wave functionals, is something that should therefore be verified. Fixing the
gauge and thereby the transition function before quantization corresponds to constraints
that are difficult to implement in non-Abelian gauge theories. In Section 6, we therefore
derive how to restrict the Hilbert space in order to allow for gauge fixing subsequent to
quantization.

Considering again Eq. (17) with S = F4, U = U4 and assuming U4 = 1 on ∂F4, we
recognize that for a gauge transformation (16) under the imposed constraint of periodic
vector potentials, W [A′] − W [A] ∈ Z. We emphasize that this constraint that leads
to topological quantization in this sense is a choice that one does not necessarily have
to make. Going ahead notwithstanding this point, for a gauge transformation U

(1)
4 so

that W [A′]−W [A] = 1, using the fact that it commutes with the Hamiltonian H, one

concludes that there are eigenstate wave functionals Ψθ(i) [A] of H and U
(1)
4 so that

Ψθ(i) [A(U
(1)
4 )n

] = einθ
(i)

Ψθ(i) [A] (36)

with some real θ(i) and where we use the notation introduced in Eq. (16). According to
the Bloch theorem, these can be written as

Ψθ(i) [A] = ψθ(i) [A]eiW [A]θ(i) , (37)

with Eq. (15) for W [A], S = F4, and ψθ(i) [A] = ψθ(i) [A
′].

So far, there are three angles that appear in the canonical quantization of QCD: θ
in the Lagrangian, θΠ in the canonical field momentum operator and θ(i) in the wave
functionals. (When introducing fermions, which we do not consider in the present work,
there is an additional angular parameter from the Dirac mass.) The combination θ− θΠ
should appear in the Lagrangian of the path integral when one constructs the latter
from the Hamiltonian (28). One might think that the freedom to choose θΠ could be
used to remove the theta parameter. However, the path integral should be weighted by
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wave functionals that arise from the projection from the initial and final physical states
onto the gauge configurations (see Eq. (81) below). Therefore, the theta parameter
usually discussed in QCD, where one often does not distinguish the additional angular
parameters, corresponds to θ − θΠ − θ(i) which is an invariant (because θΠ − θ(i) is
invariant) [17]. However, as we shall show, a consistent canonical quantization of the
QCD on T 3 implies that the spectrum contains only states for which the invariant θ −
θΠ − θ(i) vanishes. As a consequence, the path integral formulation for the same theory,
i.e. QCD in a finite volume, can only have a vanishing theta parameter. In Section 9,
we also discuss how this result carries over to infinite volume, i.e., R3, when we discard
the hypothesis (79).

Now take two states Ψ
(a,b)

θ(i,j)
of this type, where a, b are labels for states in orthonormal

bases of the subspaces with fixed θ(i), θ(j), respectively. We may then note that∫
DAΨ

(a)∗
θ(i)

[A]Ψ
(b)

θ(j)
[A] =

∞∑
ν=−∞

∫
0≤W [A]<1

DAe−i(θ(i)−θ(j))(W [A]+ν)ψ
(a)∗
θ(i)

[A]ψ
(b)

θ(j)
[A]

=2πδ(θ(i) − θ(j))

∫
0≤W [A]<1

DAe−i(θ(i)−θ(j))W [A]ψ
(a)∗
θ(i)

[A]ψ
(b)

θ(j)
[A]

=2πδ(θ(i) − θ(j))δab , (38)

where we have assumed the normalization∫
0≤W [A]<1

DAψ
(a)∗
θ(i)

[A]ψ
(a)

θ(i)
[A] = 1 . (39)

As advertised above, the properties given by Eqs. (36), (38) are analogous to those
of the so-called θ-vacua that are commonly discussed in the literature,

|θ⟩ =
∑
n∈Z

einθ|n⟩ . (40)

In the equation above, the |n⟩ are eigenstates of the operator corresponding to W [A]
with integer eigenvalues, and hence in direct relation to classical states of minimal energy
given by pure gauge configurationsA = iU−1∇U , for which Eq. (17) implies thatW [A] =
ν(U ;S) ∈ Z. This means that the wave-functionals Ψ|θ⟩[A] = ⟨A|θ⟩ corresponding to
the states of Eq. (40) only have support in classical minima of the energy functional. In
ordinary quantum mechanics, it is well known that in the case of multiple classical vacua
the wave functions of the stationary states have support away from the classical minima,
so that the states (40) are not expected to correspond to physical stationary states and
therefore are in fact not “vacua”. Despite the analogies with the states (40), our present
discussion is more general, as we never assume that the wave functionals Ψθ(i)(A) have
support in classical field configurations of minimal energy only.

Going back to the general wave functionals Ψθ(i)(A), a particular gauge fixing may
be imposed such that the condition 0 ≤ W [A] < 1 is obeyed along with additional
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constraints. But then with the corresponding gauge fixed inner product as in Eq. (30),
there is no sum over ν so that states with θ(i) ̸= θ(j) are no longer orthogonal.

At this point, one may see two apparent ways of resolving this conflict.

(a) We dismiss the requirement that there should be a gauge fixed inner product as in
Eq. (30). Instead, we take (38) as an inner product even though we integrate over
gauge-redundant configurations, which as mentioned before leads to states that are
not properly normalizable. They are therefore not members of a Hilbert space, and
taking these as physical states would be in conflict with the postulates of quantum
mechanics.

(b) We stick with the inner product (30). To avoid a contradiction, only states Ψθ(i)

with a particular value of θ(i) (modulo 2π) can be in the Hilbert space. We will
show that only one value of θ(i) (modulo 2π) is admissible, namely the one that
leads to the prediction of no CP violation in the strong interactions.

The way we have put things here anticipates that in the present work, we take the
view that Option (b) is the correct path to pursue. Nonetheless, we have to take due
account of the fact that the vast majority of papers (see e.g. Ref. [18] for a review), save
Refs. [12, 19], follow Option (a), propose the use of inner products over gauge redundant
configurations and are not concerned with nonnormalizable states that are considered as
unphysical in different contexts. (At best, in quantum mechanics, momentum eigenstates
in a translation-invariant background, which are not normalizable, constitute a basis of
the physical Hilbert space. They can be used to construct normalizable wave packets
which are the physical states. When taking a trace over momentum eigenstates, the
ensuing factors (2π)3δ3(0) can be identified with the infinite volume V . It is not clear
and may not be possible to interpret the improper normalization of the θ-vacua in a
corresponding way. In particular, wave-packet constructions, even if the wave packets
are strongly peaked about a certain value of θ(i), are in conflict with gauge invariance.)
In addition to these objections, we therefore show explicitly that the restoration of gauge
covariance after fixing the transition function requires that θ(i) takes values in accordance
with CP conservation.

To make such an argument, we recall that, as stated above, any transition function
U4—also one that is not constant—on ∂F4 may be imposed as a partial gauge fixing
before quantization. In order to restore gauge covariance, we may therefore consider the
family of states that is obtained by having all possible transition functions U4 on ∂F4,
thus composing a Hilbert space with an extended basis. In this extended space, the
Hamiltonian must act consistently, i.e. a simultaneous covariant gauge transformation
of the Hamiltonian and its energy eigenstates should not change the eigenvalues. In
other words, changing the transition function should not change the spectrum. This
condition leads to a restriction of the possible values of θ(i), which turns out to resolve
the aforementioned issues with normalization and gauge fixing. A more direct way to
obtain a gauge covariant construction with respect to the transition functions is of course
to fix the latter only after quantization, which is the order in which we work in Sections 7
and 8.
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Before proceeding, we comment on the case when space is R3 and infinite as opposed
to T 3 and finite. For infinite space, one may have reasons to adopt the hypothesis that
the gauge potentials must fall faster than 1/r at large distances, which in turn limits the
gauge transformations in Eq. (16) to those with U(|x|) → constant for |x| → ∞ [17]. As
a consequence, the points at infinity can then be identified so that space can be viewed
as homeomorphic to the three-sphere S3, for which ν(U, S3) ∈ Z. In particular, there

are transformations U (1) with ν(U (1), S3) = 1 so that Eq. (36) holds for U
(1)
4 = U (1).

When we assume that gauge transformations that are not constant for |x| → ∞ are
not permissible, we can also not discern which value of θ(i) gives the correct basis states
by studying the gauge-covariant behaviour of the states and the Hamiltonian under the
restricted gauge transformations. But as we recall, for infinite spacetime, correlation
functions computed in the functional approach turn out to be independent of θ and do
not exhibit CP violation [4]. (The four-dimensional volume of space is to be taken to
infinity before summing over the topological sectors in the four-dimensional spacetime.)
The choice of θ(i) is then of no consequence for the predictions of observables. We can
just fix it and therefore obtain a Hilbert space based on a gauge fixed inner product (30).
We shall return to the case of infinite R3 in Section 9, subsequent to presenting the main
results.

Now, to further pursue Option (b) we need to work out the covariant behaviour of
the states under gauge transformations. Considering gauge transformations that change
the transition function, this will fix the value of θ(i) to be discussed in Section 8. Trans-
formations that keep the transition function invariant are related with Gauß’ law, as we
recall next.

6 Constraints on the quantum states

Gauge fixing as stated in Section 5 corresponds to the choice of a constrained hypersur-
face A for the field configurations A(x) so that each gauge-inequivalent configuration
appears one time and one time only. Under the induced inner product (30) without
restricting the gauge configurations to a certain space A, the space of square-integrable
functionals Ψ, denoted here by C, is generally no longer a Hilbert space. However, since
in the present case the choice of A corresponds to the removal of gauge redundancies,
we can expect that for given A, there is a subspace ⊂ C that qualifies as a Hilbert space
also for the inner product (30) and that is constituted by physical states.

To identify this subspace, we first notice that the independence of probabilities on
the choice of A requires the following form of the wave-functional for a state labeled
with (a):

Ψ(a)[A] = Ψ
(a)
g.i.[A] exp(iφ(a)[A]) , (41)

where Ψ
(a)
g.i.[A] is gauge-independent and φ(a)[A] is a real functional. That is, gauge

transformations can induce at most a phase change in the wave functionals, as such
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phases cancel when computing physical transition or probability amplitudes defined from
inner products of wave functions.

Furthermore, the Hamiltonian as well as the operator −iδ/δA that it is built from
should remain Hermitian operators. This leads to∫

A
DAfA[A]Ψ

(a)∗
g.i. [A] exp(−iφ(a)[A])

δ

iδA(σ)
Ψ

(b)
g.i.[A] exp(iφ(b)[A])

=

∫
A
DAfA[A]

(
δ

iδA(σ)
Ψ

(a)
g.i.[A] exp(iφ(a)[A])

)∗

Ψ
(b)
g.i.[A] exp(iφ(b)[A]) . (42)

Note that the above equality must hold for any pair of states such that Ψ(a) and Ψ(b) are
not necessarily orthogonal here. Therefore, it must be that φ(a)[A] = φ(b)[A] = φ[A].
For the terms with derivatives acting on φ[A], the above equation holds because φ[A] is
independent of (a). This explains the Hermiticity of all derivatives in the directions σ =

σgauge because the remaining factor Ψ
(a)
g.i.[A] is gauge invariant. For all other directions σ

the variational derivative is equivalent to one that is tangential to A. By the translation-
invariance of D[A]fA[A] on A, the above relation then follows from partial integration

and vanishing boundary terms involving |Ψ(a)∗
g.i. [A]|2. In some directions in field space,

there arise improper boundaries when the physical field strengths become unbounded
and the wave functional goes to zero. In other particular directions boundaries occur for
finite physical fields from e.g. the constraint 0 ≤ W [A] < 1. The configurations on such
gauge-equivalent locations on the hypersurfaces W [A] = 0 and W [A] = 1 are related by

gauge transformations which leave |Ψ(a)∗
g.i. [A]|2 invariant, so that the contributions from

the hypersurfaces cancel. We conclude

Ψ(a)[A] = Ψ
(a)
g.i.[A] exp(iφ[A]) , (43)

and note that φ[A] is the only piece that still may depend on the choice of A.
We proceed to show that there are indeed solutions for the wave functional that

factorize into a piece Ψ
(a)
g.i.[A] that is gauge independent and another piece p[A] that may

be gauge dependent but is universal for all states, i.e.

Ψ(a)[A] = Ψ
(a)
g.i.[A] p[A] , (44)

which is a more general form of Eq. (43) and hence a necessary condition. For this
purpose, we use the fact that

δ

δA(x)
W [A] =

g

8π2
B(x) , (45)
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in order to carry out the following change of basis:

Ψ′[A] =e−i(θ−θΠ)W [A]Ψ[A] , (46)

H ′ =e−i(θ−θΠ)W [A]Hei(θ−θΠ)W [A] =
1

2

∫
d3x tr

[
−g2 δ2

δA2
+B2

]
=− g2

2

∫
σ

∑ δ2

δA2(σ)
+

1

2

∫
d3x trB2 . (47)

Now in the Hamiltonian H ′, as opposed to Eq. (28), there are no cross terms B(x) ·
(δ/δA(x)), as we make explicit within the last expression in Eq. (47). In what follows,
we thus refer to the basis of the Hilbert space given by Ψ′[A] as the diagonal basis. To
separate field directions related to gauge transformations, it is useful to write∫

σ

∑ δ2

δA2(σ)
=

∫
σgauge

∑ δ2

δA2(σgauge)
+

∫
σ∥

∑ δ2

δA2(σ∥)
. (48)

The directions parameterized by the δA(σ∥) correspond to field variations Ga
i (x;σ∥) (cf.

Eq. (31)) orthogonal to gauge transformations. Note that in general, δA(σ∥) is not
tangent to the constrained surface A as such tangents may be linear combinations of
δA(σ∥) and δA(σgauge). However, δA(σ∥) can be projected onto A, upon which a gauge

transformation is added. As Ψ
(a)
g.i.[A] is gauge independent by definition, integrating the

Schrödinger equation in directions δA(σ∥) from a point A ∈ A also amounts to finding
the solution at A + δA ∈ A where δA is δA(σ∥) projected on A. It should be kept in
mind here that the separation into δA(σgauge) and δA(σ∥) depends on the point A ∈ A.

In the basis of Eq. (46), the functional Schrödinger equation is manifestly separable
and can be solved by a product ansatz. In

Ψ′(a)[A] = Ψ′(a)
g.i.[A] p′[A] , (49)

we take

δ

δA(σgauge)
Ψ

(a)
g.i.[A] = 0 ,

δ

δA(σ∥)
p′(a)[A] = 0 (50)

and first solve the eigenvalue problem for the factor p′[A]∫
σgauge

∑ δ2

δA2(σgauge)
p′[A] =µ p′[A] , (51)

where µ is real due to Hermiticity. The first equality in Eq. (50) is in accordance with the
general requirement (44) from gauge invariance. The Schrödinger equation corresponding
to a state with energy E(a) then gives−g

2

2

∫
σ∥

∑ δ2

δA2(σ∥)
+

1

2

∫
d3x trB2

Ψ′(a)
g.i. =

(
E(a) +

g2µ

2

)
Ψ′(a)

g.i.. (52)
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where we have used Eqs. (50) and (51).
The solutions to Eq. (51) however cannot be of the form p′[A] = exp(iφ[A]) assumed

in Eq. (43) unless φ[A] ≡ 0. This is because the solutions only depend on the gauge
transformation and they can be written as product functions with respect to the par-
ticular directions σgauge. That is, they give rise to a one-dimensional representation (a
“character”) of the gauge group

exp(iφ[AU3 ]) = exp(iφ[AU2 ]) exp(iφ[AU1 ]) , where U3 = U2U1 , (53)

so that in particular φ[AU2U1 − AU1U2 ] = 0. For a simple non-Abelian gauge group,
this is only possible if φ[AU ] ≡ 0, i.e. only trivial characters are allowed. Hence, the
derivatives in the directions of particular generators of gauge transformations must be
constant for solutions to Eq. (51).

Note that this argument can also be used to prove that the eigenfunctions of the
Laplacian on a sphere of two or more dimensions, i.e. the spherical harmonics, cannot
be pure phases over the whole sphere except for the constant solution with eigenvalue
zero.

In summary, in the diagonal basis (47) for the Hamiltonian, the only permitted
eigenvalue of ∫

σgauge

∑ δ2

δA(σgauge)2
(54)

under the condition that gauge transformations only induce pure phases on the wave
functional is µ = 0, and the phases must be constant. That is

δ

δA(σgauge)
Ψ′[A] =

∫
d3y

∑
i,a

Ga
i (y;σgauge)

δ

δAa
i (y)

Ψ′[A] = 0 . (55)

In the diagonal basis of Eq. (46), this fixes the wave functional to be invariant under all
gauge transformations that are continuously connected with the identity.

Note that in the Hilbert space of functionals with the property (55) it is possible
to evaluate the action of H ′ (i.e. in the diagonal basis) entirely in terms of derivatives
δ/δA(σ) pointing in directions that are tangential on any chosen A without changing
the spectrum of the Hamiltonian by this restriction. To isolate these directions in the
individual terms that add up to the Hamiltonian, the absence of the cross term between
the magnetic field and the functional derivative in Eq. (47) has been necessary.

As a consequence of the above, we can state that only derivatives

lim
ε→0

1

ε
(Ψ′[A+ ε∆A]−Ψ′[A]) (56)

for ∆A that are tangential on A may contribute to observables such as the Hamiltonian.
As follows from the line of reasoning in this section, this principle is equivalent to main-
taining Hermiticity of the corresponding operators in the space of physical states. We
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would therefore like to see whether the principle can also be phrased in terms of some
notion of tangential derivatives in the case of H in the general basis. For this purpose,
define

DAΨ[A] = i

(
δ

iδA
− (θ − θΠ)

g

8π2
B

)
Ψ[A] . (57)

The operator DA is of the same form as the momentum operator (26). It therefore
satisfies the commutation relations (25) with the field operatorA which is the appropriate
algebraic property to use it as a generator of translations in A. When we denote the
associated translation operator as T [∆A], it acts on Ψ[A] as

T [∆A]Ψ[A] = exp {−i(θ − θΠ) (W [A+∆A]−W [A])}Ψ[A+∆A] (58)

as can be seen when using Eq. (45) and considering infinitesimal translations, for which

T [ε∆A]Ψ[A] ≈ exp

(
−i(θ − θΠ)

g

8π2

∫
d3y ε∆A ·B

)
Ψ[A+ ε∆A]

≈Ψ[A] +

∫
d3y ε∆A ·DAΨ[A] , (59)

or, alternatively, ∫
d3y∆A ·DAΨ[A] = lim

ε→0

T [ε∆A]Ψ[A]−Ψ[A]

ε
, (60)

i.e. DA is indeed a generator of T . Now in terms of DA and Ψ, the condition (55) can
be written as

δ

δA(σgauge)
Ψ′[A] =

∫
d3y e−i(θ−θΠ)W [A]

∑
i,a

Ga
i (σgauge,y)[DA]

a
iΨ[A] = 0, (61)

while the Hamiltonian can be expressed as follows,

H =
1

2

∫
d3x tr

[
−g2D2

A +B2
]
. (62)

The condition of Eq. (61) can be interpreted in terms of generalized derivatives D/DA(σgauge)
in the directions of gauge transformations, with

D

DA(σ)
≡

∫
d3y e−i(θ−θΠ)W [A]

∑
i,a

Ga
i (y;σ)[DA]

a
i . (63)

In terms of the wave functionals Ψ, these may only have nonvanishing derivatives for
D/DA(σ∥) associated with Ga

i (y;σ∥) orthogonal to the infinitesimal gauge transforma-
tions Ga

i (y;σgauge).
Hence, provided the condition (61) or, equivalently, Eq. (55), there are only con-

tributions to the Hamiltonian H from changes in the wave functional Ψ[A] under the
translations T [∆A] for ∆A that are tangent on any given A. As long as this condition
is satisfied for some translation operator T and the Hilbert space is restricted corre-
spondingly, the observables do not depend on the choice of A and gauge fixing following
Eq. (30) is thus possible.
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7 Gauß’ law constraint

The presence of some of the unphysical states in the spectrum of the Hamiltonian is
not a problem of quantization in the first place but can be traced to the fact that the
canonical equations of motion for the Hamiltonian (28) do not contain Gauß’ law. As
it turns out, imposing Gauß’ law, one restricts the Hilbert space in such a way that the
unphysical states are removed and that it allows for gauge fixing. These matters are well
known for gauge theory in Minkowski spacetime [17]. Here, we shall review these points
in view of what happens on the three-torus T 3. We add to the discussion the point of
view that one can also argue conversely that gauge invariance implies that the physical
states when constrained according to the criteria derived in Section 6 satisfy Gauß’ law.

In the temporal gauge, Hamilton’s equations do not yield Gauß’ law. It can be
enforced at the level of the quantized theory by imposing

(D · E)aΨ[A] = 0 (64)

on the physical states represented by the wave functionals Ψ[A]. (Explicitly, (D ·E)a =
∇ · Ea + fabcAbEc.) In general, there will be states that do not observe this condition.
Those will be removed from the Hilbert space of physical states.

For this construction to make sense, the condition (64) must define a subspace that is
invariant under the time evolution. To show this is the case, one takes the gauge trans-
formations (16) for symmetries with pertaining Noether charges. For an infinitesimal
generator Ω(x) of the transformation (defined as U(x) = eiαΩ(x) with Ω† = Ω such that,
for α ≪ 1, Ai

U(x)− Ai(x) = αDiΩ(x)), the Noether charge is given by

Q(Ω) =

∫
V

d3x tr
[
Πi(DiΩ)

]
=

1

g

∫
V

d3x tr

[(
−Ei +

g2

8π2
θBi

)
DiΩ

]
=
1

g

∫
V

d3x tr

[
ΩDi

(
Ei − g2

8π2
θBi

)]
+

1

g

∫
∂V

dai tr

[
Ω

(
−Ei +

g2

8π2
θBi

)]
. (65)

Here, we have integrated by parts, V denotes the integration volume, ∂V its boundary
and a a normal surface element. In the present case, we take V = F4, which can be
identified with the cube that yields T 3 when its opposite faces are identified.

We shall assume for now that the surface term in Eq. (65) vanishes. This is guaranteed
if Ω(x) = 0 for x ∈ ∂V . SinceDiEi Ψ = 0 for the states that observe Eq. (64) andDiBi =
0 per Eq. (23), it follows that Q(Ω)Ψ = 0. Since Q(Ω) is the operator corresponding
to the Noether charge associated with gauge transformations, it is a generator of the
latter in the Hilbert space of wave functionals. So under gauge transformations that are
connected with the identity and that are generated by some Ω that vanishes on ∂V , the
Ψ satisfying Eq. (64) are invariant. Since the Q(Ω) are Hermitian, states with a common
eigenvalue of Q define a subspace of the Hilbert space of wave functionals Ψ[A]. And
Furthermore, since these are Noether charges,

[H,Q(Ω)] = 0 (66)
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so that these subspaces have bases made up from eigenstates of the Hamiltonian and are
thus invariant under time evolution. As Ω(x) is arbitrary (up to the boundary condition
Ω(x) = 0 on ∂V ), the states that satisfy Gauß’ law (64) indeed constitute a subspace
that is invariant under the Hamiltonian evolution. The requirement Ω(x) = 0 on ∂V is
equivalent to that U4(x) is constant there.

We can also turn the argument around, i.e. instead of imposing Gauß’ law to derive
how the states behave under gauge transformations we can obtain Gauß’ law by imposing
gauge invariant observables as discussed in Sections 4 and 6. To that end, we now
consider gauge transformations in directions that we label with σGauß (to be understood
here as σGauß ≡ σGauß[Ω]), that have Ω = 0 on ∂V and therefore give no boundary term
in Eq. (65). Note that we can relate this with Q(Ω) from Eq. (65) as

δΨ[A]

δA(σGauß)
= −iQ(Ω)Ψ[A] , (67)

for Ω normalized as DiΩ(x) = Gi(x, σGauß).
First, Eq. (55) for σgauge = σGauß reads

δ

δA(σGauß)
Ψ′[A] = 0 . (68)

Next note that W [A] is invariant under gauge transformations U connected with the
identity that are constant on the surface ∂F4,

δ

δA(σGauß)
W [A] = 0 . (69)

To see this, we apply the Gauß theorem to the surface term in Eq. (17)) as

− i

8π2
εijk

∫
S

d3x ∂jtr
[
Ak(∂iU)U

−1
]
= − i

8π2

∫
∂S

dajεijktr
[
Ak(∂iU)U

−1
]
= 0 . (70)

for S = F4. As both a and ∇U are normal vectors on ∂S, the scalar triple product is
zero.

Now combining Eq. (69) with Eq. (68) and recalling Eq. (46), we obtain

δ

δA(σGauß)
Ψ[A] = 0 . (71)

By Eq. (67), this also means Q(Ω)Ψ[A] = 0. As Ω is an arbitrary function vanishing on
∂V , by Eq. (65), Gauß’ law (64) is implied. This means that Gauß’ law is a result of
gauge invariance in non-Abelian gauge theory and cannot be violated by any means.

8 Gauge covariance with respect to general changes

of the transition function

Now, we turn to generators Ω that do not vanish on ∂V . Taking for V = F4, the pertain-
ing transformations in general change the transition function on ∂F4. This implies that
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U4 now can change in a general way, i.e. it is not fixed on ∂F4. We label these trans-
formations with σ∂F4 . The discussion is in large parts similar to the one for generators
vanishing on ∂V from Section 7 but there are also crucial differences.

First, we notice that we can still associate with Ω the Noether charges Q(Ω) in
Eq. (65). In the present case, in contrast to Section 7, we can no longer assume that the
surface term vanishes.

Once again, we can perceive Ω as a generator of a gauge transformation—there is no
principle forcing us to have periodic gauge potentials even on the torus. In particular, no
such restriction has been imposed in the canonical quantization carried out in Section 3.
Therefore, we can determine what gauge invariance tells us about the form of the wave
functionals Ψ[A]. Again, this can be done by imposing that one can consistently fix
the gauge by choosing a manifold A, that the operators corresponding to observables
remain Hermitian under the inner product (30) and that the observables do not depend
on the particular choice of A. As worked out in Section 6, this requires that we can omit
derivatives in the direction of transformations generated by Ω from the Hamiltonian, i.e.
Eq. (55).

We first carry out the transformation given by Eqs. (46) and (47). Equation (55)
with σgauge → σ∂F4 reads

δ

δA(σ∂F4)
Ψ′[A] = 0 . (72)

One essential difference with the discussion in Section 7 is that this relation now en-
tails information on the behaviour of the wave functional under translations of the field
by the transition function U

(1)
4 in Eq. (36). Since the transition functions are not re-

quired to be constant on ∂F4, the same holds true for the allowed gauge transformations.
Crucially, with gauge transformations unrestricted, and with general transformations in
a simple gauge group being continuously connected with the identity, the usual large
gauge transformations that are constant on ∂F4 and change W [A] by an integer are
therefore connected with the identity, which allows to relate these with the infinitesimal
generators Ω.

Any transition function U
(1)
4 that changes W [A] by one unit can therefore be com-

posed from a sequence of infinitesimal transformations 1 + iΩK , K = 1, 2, . . .. The ΩK

generally do not vanish on ∂V = ∂F4 even though U
(1)
4 does. In fact, it is essential that

some ΩK do not vanish on the boundary because otherwise they could not compose a
transition function that changes W [A]. But then the invariance of Eq. (72) of the wave
functional under infinitesimal transitions implies that it is also invariant under large
gauge transformations,

Ψ′[A
(U

(1)
4 )n

] = Ψ′[A] where n ∈ Z . (73)

From the above, we conclude that in the primed basis the wave functional is gauge
invariant,

Ψ′[A] = Ψ′
g.i.[A] . (74)
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Another essential difference with the case of transformations that vanish on ∂V = ∂F4

is now that there is no relation corresponding to Eq. (69) when taking σ∂F4 instead of
σGauß. Hence, the invariance (72) does not assure that δΨ(A)/δA(σ∂F4) = 0. In fact,

since U
(1)
4 adds one unit to W [A], from Eq. (46) we can conclude that

Ψ[A
(U

(1)
4 )n

] = ein(θ−θΠ)Ψ[A] . (75)

Hence, in the original basis the phase acquired by the states under large gauge transfor-
mations is tied to the CP -odd parameters in the Hamiltonian. Using Eqs. (46) and (47),
this phase can be simultaneously removed from the Hamiltonian and the wave functional
so that there remains no CP -odd parameter.

We have thus seen how gauge invariant observables determine the eigenvalue in
Eq. (36). This leads to a restriction of the Hilbert space that now consists of nor-
malizable states under the inner product (30), in contrast to Eq. (38). To demonstrate
this necessary restriction of the Hilbert space we have used the fact that the transition
functions (and hence the gauge potentials) are not required to be constant on ∂F4.

Equation (75) does not depend on whether the Euclidean time is compact or not.
Therefore, it applies for the spectrum of QCD on a three-torus at both zero and finite
temperatures. Of course, at zero temperature, one could deduce the CP conservation
from the perspective given in Refs. [4, 10].

It has been noted in Ref. [20] that gauge invariance of the wave function corre-
sponding to Eq. (74) can explain the absence of parity violation. However, the gauge
transformations in that work are postulated and not derived.

Since the Hamiltonian H ′ as in Eq. (47) is equivalent to an ordinary Hamiltonian
without a θ-term, we can therefore conclude that the partition function corresponding
to finite temperature field theory is given by

Z =
∞∑

∆n=−∞

∫
DA∆ne

− 1
2g2

∫
T4 d4xtrFµνFµν−SE,g.f.−SE,ghost , (76)

where SE,g.f., SE,ghost are the gauge-fixing and ghost contributions and an additional inte-
gral over the ghost fields should be understood. The derivation of the partition function
from the canonically quantized theory is outlined in Appendix A. Here, the phase θ from
the Lagrangian (1) does not appear, having been cancelled by the correlated phases of
the wave functionals of the states in the physical Hilbert space, leading to a partition
function that is manifestly CP conserving. This is in contrast to the partition functions
usually implemented in lattice studies, such as in Refs. [21–25], where CP -violation is
sought after or found by calculating the path integral in finite volume and weighting the
individual topological sectors with exp(−iθ). According to the present analysis, such
setups do not correspond to an evaluation of the trace of the canonical density matrix
over the states in canonically quantized QCD.
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9 Generalization to Minkowski spacetime

Throughout the previous sections of this article we have concentrated on the case of the
torus in order to illustrate how the conclusion about CP conservation in QCD is not
necessarily restricted to an infinite spacetime or zero temperature. In contrast to this, in
Ref. [4], the lack of CP violation in QCD in Minkowski spacetime at zero temperature
is derived from a path integral formalism, in which the infinite spacetime limit is tied
to the necessity of guaranteeing that the partition function of QCD is evaluated at the
correct ground state, which requires sending the time interval to infinity.

Estimating the dependence of the vacuum partition function ⟨0|e−iHT |0⟩ on the CP -
odd parameters without taking T → ∞ requires knowledge of the phase of the vacuum
wave functional [5], which becomes possible with the results of this work, enabling an
independent derivation of the results of Ref. [4].

The canonical quantization in Minkwoski spacetime goes along the same lines as
on the torus. As before, one can define a physical Hilbert space by restricting the inner
product to a gauge-fixed surface A. By demanding independence of the observables with
respect to the choice of A, one concludes that the wave functionals are as in Eq. (46),

Ψ[A] =ei(θ−θΠ)W [A]Ψ′[A] , (77)

with Ψ′[A] being invariant under gauge transformations that are continuously connected
to the identity,

δ

δA(σgauge)
Ψ′[A] = 0 . (78)

The crucial observation is that, since gauge transformations are a redundancy, one should
ensure invariance of physical observables with respect to arbitrary gauge transformations,
without restrictions. This is in contrast to common assumptions [1, 17, 26] which restrict
gauge transformations in the gauge A0 = 0 to those satisfying

U(|x|) → constant for |x| → ∞ . (79)

Under the latter restriction, the functional W [A] in Minkowski spacetime changes by
integer values under large gauge transformations (U (1))n that cannot be connected with
the identity, which would then not fall under the constraint of Eq. (78), thus allowing
for CP -odd phases associated with the transformation properties of Ψ′ under the action
of U (1). As mentioned before, Eq. (79) is only a hypothesis that is discussed e.g. in
the classic review [17]. Furthermore, the constraint (78) has not been imposed on the
derivation of the canonical momentum (26). Therefore, we cannot exclude transforma-
tions not satisfying Eq. (78) in the canonical formalism prior to eventually fixing the
gauge by choosing the manifold A. Motivated by the analysis for the torus case, we
therefore lift the restriction of Eq. (79). Once this is done, all gauge transformations can
be connected to the identity, and demanding Eq. (78) leads to the same conclusion as
for the torus, namely

Ψ′[A] = Ψ′
g.i.[A] ⇒ Ψ[A] = ei(θ−θΠ)W [A]Ψ′

g.i.[A] . (80)
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Again, there is no CP violation, as is apparent when working in the primed basis in
which the states are invariant under gauge transformations and the Hamiltonian does
not depend on θ. When working in a general basis, the θ dependence of the Hamiltonian
is exactly correlated with the phases of the physical states, leading to cancellations in
observables.

To make contact with the path integral results of Ref. [4], we can proceed as in the
case of the torus and estimate the vacuum partition function at zero temperature as

⟨0|e−iHT |0⟩ =
∫

DA1(x)

∫
DA2(x)Ψ

(0)∗[A2]⟨A2(x)|e−iHT |A1(x)⟩Ψ(0)[A1]

=

∫
DA1(x)

∫
DA2(x)Ψ

′(0)∗
g.i. [A2]⟨A2(x)|e−iH′T |A1(x)⟩Ψ(0)′

g.i. [A1] ,

(81)

where the superscript (0) indicates the ground state. The result is a path integral with θ
omitted from the Lagrangian, and with boundary conditions weighted by gauge-invariant
vacuum wave functionals, which are θ-independent as they solve Schrödinger equations
with the Hamiltonian H ′. In Ref. [4], the vacuum partition function was estimated
without the need to know the wave functionals Ψ0[A] by leaving the boundary conditions
free and setting T → ∞, which eliminates the contamination of excited states for an
amplitude of the form ⟨A2|e−iHT |A1⟩ with arbitrary A1,2. This procedure should give a
result equivalent to Eq. (81) up to a normalization factor, and indeed the θ-dependence
of the resulting partition function is shown to be an unphysical global factor which drops
out of observables. Hence, the results of this article show that the limiting procedure
of Ref. [4], which is justified purely from the point of view of the path integral, is
indeed projecting into the correct physical vacuum state, whose wave functional has a
phase correlated with the θ-term in the Hamiltonian, leading to a cancellation of the
θ-dependence in physical observables.

10 The hidden parity symmetry of QCD in the pres-

ence of a θ-term

Given the previous results about CP conservation in the strong interactions, it is natural
to wonder whether there is an explanation in terms of a symmetry of the theory, which
differs from the usual parity transformation

P : x → −x, A(x) → AP (x) = −A(−x) . (82)

It turns out that such symmetry does exist. The Hamiltonian of Eq. (28) commutes
with a modified parity operator P̂ with P̂ 2 being equal to a phase. From this symmetry,
we can deduce that energy eigenstates of the form (75), upon which the gauge-fixed
Hamiltonian acts as a Hermitian operator, can be found to be also eigenstates of the
usual parity P .
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To construct P̂ , we start by considering large transformations U (1) which change
W [A] by one unit, either on the three-torus or on a hypersurface of constant time in
Minkowski spacetime,

W [U (1)A] = W [A] + 1 . (83)

Note that in this section, we use a shorthand notation different from Eq. (16), i.e.

UA := UAU−1 + iU∇U−1 , (84)

which we find here more suitable to display the order of the parity and gauge transfor-
mations. Under the parity transformations (82), one has

W [AP ] = −W [A] , (85)

as follows from Eq. (15). Then one has

W [U (1)(U (1)AP )P ] =W [(U (1)AP )P ] + 1 = −W [U (1)AP ] + 1

= − (W [AP ] + 1) + 1 =W [A] .
(86)

The functionalW [A] is invariant under gauge transformations U (0) that are continuously
connected with the identity and that go to 1 at the boundary. By “boundary” here we
refer either to ∂F4 on the torus, or the region |x| → ∞ on a spatial hypersurface in
Minkowski spacetime. WithW [A] = W [U (1)(U (1)AP )P ] as in Eq. (86), it follows that for
a generic U (1), A and U (1)(U (1)AP )P are related to each other by a gauge transformation
connected with the identity. As in the class of large gauge transformations U (1) there is
a freedom to multiply by transformations U (0), we can always find a representative Ũ (1)

such that

Ũ (1)(Ũ (1)AP )P = A . (87)

With this definition, one can consider the following operator on wave functionals,

P̂ Ψ[A] = ei(θ−θΠ)(2W [A]−1)Ψ[Ũ (1)AP ] . (88)

The transformation P̂ can be seen to be physically equivalent to an ordinary parity
transformation, where the parity transformed gauge field AP is gauge transformed by
Ũ (1). This additional gauge transformation should not affect physical observables. The
relevance of P̂ is that it commutes with the Hamiltonian. Indeed, starting from Eqs. (28)
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and (88) one can write

H(P̂ Ψ[A])

=

∫
d3x

1

2

[(
g

δ

iδAa
− g2

8π2
(θ − θΠ)B

a

)2

+ (Ba)2

]
ei(θ−θΠ)(2W [A]−1)Ψ[Ũ (1)AP ]

=

∫
d3x ei(θ−θΠ)(2W [A]−1)1

2

[(
g

δ

iδAa
+

g2

8π2
(θ − θΠ)B

a

)2

+ (Ba)2

]
Ψ[Ũ (1)AP ]

=

∫
d3x ei(θ−θΠ)(2W [A]−1)H[AP ]Ψ[Ũ (1)AP ] = ei(θ−θΠ)(2W [A]−1)(HΨ)[Ũ (1)AP ]

=P̂ (HΨ[A]) .

(89)

In the equation above, when going from the second to the third line we made use of
Eq. (45), while, going to the fourth line, we used parity invariance of the magnetic field
and, in the fourth line, gauge invariance of the Hamiltonian density, H[A]Ψ[AŨ(1) ] =
H[AŨ(1) ]Ψ[AŨ(1) ].

The final property of P̂ to be stated here is that P̂ 2 evaluates to a constant phase,
again reflecting that under P̂ 2 one should get a state which is physically equivalent to
the original one. To see this, we use successive applications of the definition of Eq. (88),
leading to

P̂ 2Ψ[A] = P̂ (ei(θ−θΠ)(2W [A]−1)Ψ[Ũ (1)AP ])

= ei(θ−θΠ)(2W [A]−1)ei(θ−θΠ)(2W [Ũ(1)AP ]−1)Ψ[Ũ (1)(Ũ (1)AP )P ] .
(90)

With W [Ũ (1)AP ] = 1 +W [AP ] = 1−W [A], and using Eq. (87), one gets

P̂ 2Ψ[A] = Ψ[A] . (91)

Given Eq. (91), the allowed eigenvalues of P̂ are ±1, similar to an ordinary parity
transformation. A consequence of [P̂ , H] = 0 is that the P̂ , H can be diagonalized
simultaneously. Hence, an eigenstate of H can always be written as a sum of eigenstates
of P̂ .

Let us now derive the representation of P̂ in the primed basis. From Eq. (77), one
has

P̂Ψ[A] = P̂ ei(θ−θΠ)W [A]Ψ′[A] = ei(θ−θΠ)(2W [A]−1)ei(θ−θΠ)W [Ũ(1)AP ]Ψ′[Ũ (1)AP ]

= ei(θ−θΠ)W [A]Ψ′[Ũ (1)AP ] .
(92)

Since in the primed basis,

P̂ ′ = e−i(θ−θΠ)W [A]P̂ ei(θ−θΠ)W [A] (93)
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one then obtains

P̂ ′Ψ′[A] = Ψ′[Ũ (1)AP ] . (94)

From Eqs. (88) and (94), it follows that ordinary parity transformations can be written
as follows:

Ψ[AP ] = e−i(θ−θΠ)(1+2W [A])(P̂Ψ)[(Ũ (1)P )−1A] ,

Ψ′[AP ] = (P̂ ′Ψ′)[(Ũ (1)P )−1A] .
(95)

Above, we defined U (1)P (x) ≡ U (1)(−x), while in the derivation we made use of the fact
that Eqs. (17) and (14) imply

W [(Ũ (1)P )−1A] = W [A] + 1 . (96)

Equation 95 has a profound implication: ordinary parity is equivalent to the P̂ sym-
metry of the Hamiltonian, up to non-dynamical phases and gauge transformations. The
issue of whether parity is conserved or not is then tied to how gauge transformations
act on the physical Hilbert space, as argued next. First, as gauge transformations com-
mute with the Hamiltonian, while at the same time they are a redundancy that should
not affect physical observables, one expects that physical states should be simultaneous
eigenstates of the Hamiltonian and gauge transformations, with the eigenvalues under the
latter being pure phases. In this physical basis, it is not guaranteed that P̂ is diagonal:
while P̂ commutes with H, it does not necessarily commute with gauge transformations.
Hence, a logical possibility is that physical states are not eigenvectors of P̂ , and in that
case Eq. (95) would imply that the states would not have a well-defined quantum num-
ber under parity, leading to apparent parity violation. On the other hand, if P̂ were to
commute with gauge transformations, physical states would be simultaneous eigenstates
of H, gauge transformations and P̂ , and then from Eq. (95) it would follow that the
states would be eigenstates under ordinary parity, with the latter being conserved.

Consider then a physical state in the primed basis, assumed to transform with a
phase under gauge transformations,

Ψ′[UA] = eiθΨ[U ]Ψ′[A] . (97)

To simplify the notation, we shall define ordinary parity and local gauge transformation
operators acting on wave functions in the primed basis as follows,

PΨ′[A] ≡Ψ′[AP ], UΨ′[A] ≡Ψ′[UA] . (98)

By considering the parity transform of Eq. (97), one has

PUΨ′[A] = PΨ′[UA] = Ψ′[UPAP ] = eiθΨ[UP ]Ψ′[AP ] = UPΨ′[AP ] = UPPΨ′[A] , (99)
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which implies

PU = UPP . (100)

With the notation of Eq. (98), we can write the operator P̂ ′ in Eq. (94) as

P̂ ′ = Ũ (1)P . (101)

From the latter result, as well as from Eqs. (100), (98) and (97), it follows that

P̂ ′UΨ′[A] = Ũ (1)UPPΨ′[A] = ei(θΨ[UP ]+θΨ[Ũ(1)])Ψ′[AP ] ,

UP̂ ′Ψ′[A] =UŨ (1)PΨ′[A] = ei(θΨ[U ]+θΨ[Ũ(1)])Ψ′[AP ] .

From the previous identities, one can conclude that for generic phases θΨ[U ] ̸= θΨ[U
P ],

[P̂ ′, U ] ̸= 0, and parity is not conserved. However, Eq. (97) implies that the physical
states are in a one-dimensional representation of the gauge group. As mentioned in
Section 6, if the gauge group is simple and non-Abelian as in QCD, only trivial repre-
sentations are allowed, so that θΨ[U ] = 0, [P̂ , U ] = 0 and states have a well-defined,
conserved parity. While the discussion above assumed on reasonable grounds that quan-
tization allows for Eq. (97), the results of Section 6 provide explicit proof that this is the
case. As we have seen, the constraints that remove the gauge redundancy in the Hilbert
space amount to Ψ′ being invariant under all gauge transformations, in particular under
Ũ (1). Then Eq. (95) leads to

Ψ′[AP ] = ±Ψ′[A] for physical states, diagonal basis ,

Ψ[AP ] = ±e−2i(θ−θΠ)W [A]Ψ[A] for physical states, general basis,
(102)

where we have used P̂ 2 = P̂ ′2 = 1 and thus P̂Ψ = ±Ψ, P̂ ′Ψ′ = ±Ψ′, the invariance of Ψ′

under gauge transformations and Eq. (96). That is, in both the diagonal and the general
basis, up to a phase the states are eigenvectors of parity, which thus remains conserved
under time evolution. In the primed diagonal basis one recovers the usual ±1 eigenvalues
of P , while in the general basis, the states acquire an unobservable, θ-dependent phase.

To conclude this section, let us discuss how this parity symmetry can be seen from
the path integral formulation once the projection to physical states has been correctly
taken into account. To that end, we recall that a proper path integration should weigh
the boundary conditions with the vacuum wave functionals, as in Eqs. (111) and (81).
While a parity transformation of A → AP is not a symmetry of the Lagrangian, so that
the integrand exp(iS) acquires a phase, this is compensated by the phases acquired by
the wave functionals under parity, as in Eq. (102). Consider for example the partition
function of Eq. (81), where we replace the transition amplitude with an appropriate
gauge-fixed path integration with boundary conditions fixed by A1 and A2,

⟨0|e−iHT |0⟩ =
∫

DA1(x)

∫
DA2(x)

∫ A2

A1

DA(t,x)Ψ(0)∗[A2]Ψ
(0)[A1]e

i(S[A]+Sg.f.+Sghost) ,

(103)
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where we have suppressed the notation of the functional integral over the ghost fields.
The θ-term in the action S has to be correlated with the CP -odd quantity θ − θΠ
appearing in the Hamiltonian of Eq. (28). In the following, we choose θΠ = 0, which
leads to the usual path integral with

S ⊃ Sθ =
θ

16π2
tr

∫
d4xFµνF̃

µν . (104)

Choosing a gauge A0 = 0 and with A → 0 for |x| → ∞, Sθ becomes

Sθ[A] = θ∆n = θ(W [A2]−W [A1]) . (105)

Under parity, W [A] changes sign, so that

eiS[A
P ] = e−2iθ(W [A2]−W [A1)]eiS[A

P ] . (106)

The extra phase in eiS[A
P ] is exactly cancelled by the rephasings of the wave functionals

in Eq. (103) under parity transformations, as follows from Eq. (102) with θΠ = 0. Hence
the partition function is invariant under parity, regardless of θ. When one estimates
the partition function without knowledge of Ψ(0)[A] by sending T → ∞ and keeping
boundary conditions free, as in Ref. [4], the partition function should be invariant under
parity up to a change of the unphysical normalization factor, which is indeed the case
for the results of Ref. [4]. Again, the limiting procedure of that reference can be justified
by requiring consistency with the results of the canonical formalism.

11 Conclusions

On T 3, The existence of eigenstates of the Hamiltonian of the Bloch form (36) relies
on fixing the gauge so that the transition function U4 = 1 on ∂F4 = ∂W3. This then
implies that the vector potentials A are periodic on T 3. As this is not a general gauge,
we have to check that the conclusions drawn from fixing the gauge in this way are
gauge invariant and correspond to expectation values of Hermitian operators. These
considerations reveal that the phase θ(i) associated with the periodicity of the Bloch state
is pinned in such a way that it cancels the phase θ−θΠ in the Hamiltonian. Furthermore,
we can use an inner product that does not extend over gauge redundant configurations.
As a consequence, the finite temperature field theory for the Lagrangian (1) does not
yield CP -odd correlation functions.

This constraint on θ(i) also determines the Hilbert space of physical wave functionals.
Within this space, the absence of CP violation can be understood in terms of an exact
symmetry of the QCD Hamiltonian which exists for arbitrary values of θ and can be
viewed as a deformation of the ordinary parity symmetry by additional unphysical phases
and gauge transformations.

We have focused here on the three-torus, in order to avoid a discussion of boundary
conditions that one has to carry out at spatial infinity in Minkowski spacetime. If one
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does not adapt the common assumption that the relevant pure gauge configurations at
infinity must satisfy U(|x|) → constant for |x| → ∞, the reasoning for the torus applies
also to Minkowski spacetime, which is complementary to the findings for path integrals
in infinite volume [4]. It would also be interesting to relate the present conclusions to
spacetimes with a cosmological horizon, as discussed in Refs. [9, 27].

In either case, Minkowski spacetime or three-torus, and in contrast to the usual θ-
vacua, the Hilbert space of physical states is by construction restricted in such a way that
these are properly normalizable. It thus turns out that the topological configurations
in QCD pose no obstacle to a straightforward quantum-mechanical interpretation of
squared amplitudes as probabilities.
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A Path integral over the gauge-fixed field configu-

ration space

In this appendix, we derive the path integral formulation for the partition function (3)
on T 4 in the constrained configuration space A. The partition function is defined as a
trace over the physical Hilbert space,

Z =
∑
a

⟨Ψ(a)|e−βH |Ψ(a)⟩

=
∑
n

∫
DA1(x)

∫
DA2(x)⟨Ψ(a)|A1(x)⟩⟨A1(x)|e−βH |A2(x)⟩⟨A2(x)|Ψ(a)⟩ . (107)

Above, |Ψ(a)⟩ represent the physical states in the constrained Hilbert space, and we have
inserted the spectral resolution of the identity in the full unconstrained space in terms
of projectors into eigenvectors |A(x)⟩ of the field operators in the Heisenberg picture,

1phys =

∫
DA(x)|A(x)⟩⟨A(x)|Pphys . (108)

In the previous equation, Pphys is a projector into the space of physical states |Ψ(a)⟩.
In particular, Pphys|Ψ(a)⟩ = |Ψ(a)⟩, which allows us to drop the projectors in Eq. (107).
The inner product ⟨•|•⟩ is defined over the full unconstrained field space, and so it also
integrates over all gauge-equivalent configurations. We can identify the inner products
with our wave-functionals,

⟨A(x)|Ψ(a)⟩ = Ψ(a)[A] = ei(θ−θΠ)W [A]Ψ′(a)[A] = ei(θ−θΠ)W [A]Ψ′(a)
g.i.[A] , (109)

where we have used Eqs. (46) and (74). From Eq. (109), and using

e−i(θ−θΠ)W [A1]⟨A1(x)|e−βH |A2(x)⟩ei(θ−θΠ)W [A2]

=⟨A1(x)|e−i(θ−θΠ)W [A]e−βHei(θ−θΠ)W [A]|A2(x)⟩ = ⟨A1(x)|e−βH′ |A2(x)⟩ (110)

we obtain

Z =
∑
a

∫
DA1(x)

∫
DA2(x)Ψ

′(a)∗
g.i. [A1]Ψ

′(a)
g.i.[A2]⟨A1(x)|e−βH′|A2(x)⟩ . (111)

One can recognize
∑

aΨ
′(a)∗
g.i. [A1]Ψ

′(a)
g.i.[A2] as a projector into the physical eigenstates in

the diagonal basis, ∑
a

Ψ′(a)∗
g.i. [A1]Ψ

′(a)
g.i.[A2] = P ′

phys(A1,A2) . (112)

As seen in Section 6, in the diagonal basis the physical eigenstates satisfy Eq. (55),
i.e. they are gauge invariant. And as seen in Section 7, the invariance under gauge
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transformations with parameters Ω(x) that go to zero at the boundary can be enforced
by imposing Gauß’ law on the physical states. Therefore, one can take P ′

phys to be
proportional to a projector PGauß enforcing Gauß’ law. Further, when considering an
inner product over the unconstrained field space, one should reflect the fact that field
configurations related by gauge transformations are physically equivalent. Hence, one
may take

P ′
phys(A,A

′) ∝
∫

DU(x)δ(AU −A′)PGauß(A,A
′) ≡ PU(A,A

′)PGauß(A,A
′) . (113)

With this choice, the partition function in Eq. (111) becomes

Z ∝
∫

DU(x)DA(x)PGauß(A,A)⟨A(x)|e−βH′|AU(x)⟩ . (114)

The amplitude ⟨A(x)|e−βH′|AU(x)⟩ corresponds to a path integration —with paths going
fromAU(x) at τ = 0 toA(x) at τ = β— by following the standard procedure of inserting
at each point in time spectral resolutions of the identity in the unconstrained field space
in terms of eigenstates of the field operators. To compensate for using the unconstrained
field space, one must insert P ′

phys in each amplitude. As seen explicitly in Ref. [11],
the factors of PGauß can be expressed in terms of integrations over field components
A0, with the result that the action appearing in the path integration is promoted from
the A0 = 0 gauge-fixed result to the standard action, which is invariant under space-
time dependent gauge transformations. Due to this emerging gauge-invariance under
arbitrary transformations, and due to the fact that given a space-dependent U(x) one

can always find a space-time dependent Ũ(t,x) that interpolates between U−1(x) at an
initial time and the identity at a final time, one has

P ′
phys⟨A(x)|e−∆τH′ |A′

U(x)⟩ = P ′
phys⟨A(x)|e−∆τH′ |A′(x)⟩. (115)

This renders the gauge group integrations trivial, so that up to gauge group volume
factors the result is

Z ∝
∫

DA(x)PGauß(A,A)

∫
A(x)

DA(t,x)e−S′
E

=

∫
periodic,Gauß

DA(t,x)e−S′
E , (116)

where now one has to consider generic periodic field configurations with no temporal
component at τ = 0, β, which must satisfy Gauß’ law. The subscript A(x) indicates the
boundary conditions at t = 0, β. As the Hamiltonian H ′ in the primed basis does not
depend on θ, the action appearing in the path integral has no θ term. Note that the
periodic boundary conditions do not imply that there is no sum over topological sectors:
while the periodicity condition implies that the sum of the topological flux through
the spatial volumes at τ = 0 and τ = β is zero, topological flux can still permeate
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through the timelike surfaces of the torus, and per the reasoning given in Section 2, the
topological charge remains quantized on the four-torus. The θ-independent path integral
in Eq. (116) still has redundancies associated with the four-dimensional gauge invariance,
which give an overall factor associated with the integration over the gauge group. The
latter, although immaterial as it cancels in physical observables, can be removed with
the usual procedure of gauge-fixing, leading to a partition function

Z =

∫
periodic,Gauß

DA(t,x) e−S′
E−Sg.f.−SE,ghost . (117)
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