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Algebraic/Dirac spin liquids (DSLs) are a class of critical quantum ground states that do not have
a quasi-particle description. DSLs and related spin liquid phases often arise in strongly frustrated
quantum spin systems, in which strong correlations and quantum fluctuations among constituent
spins persist down to zero temperature. In this work, we analyze Mott insulating phases of SU(3)
fermions on a kagome lattice which may realize a DSL phase, described at low energies by (2 + 1)d
quantum electrodynamics (QED3) with Nf = 6 Dirac fermions. By analyzing the action of physical
symmetries on the operators of the QED3 theory, we conclude that the low energy DSL is a quantum
critical point that can be accessed by tuning a single microscopic parameter. Aided by the emergent
symmetry and anomalies of the low energy effective theory, we conjecture and present supporting
arguments that the SU(3) Kagome magnet DSL is an unnecessary quantum critical point, lying
completely within a single phase.

I. INTRODUCTION

Quantum spin liquids are a class of quantum phases
of matter that have appealing features from long-range
quantum entanglement to the absence of Landau order
[1–9]. These phases host a wide variety of correlated
phenomena, including emergence of anyons, fractional-
ized excitations, and emergent gauge theory.

Gapped spin liquids, many of which possess intrinsic
topological order, and certain classes of gapless spin liq-
uids, such as the Kitaev spin liquid with non-interacting
Majorana fermions [10], are amenable to a quasiparti-
cle formulation at low energy. However, there are types
of quantum spin liquids that admit no quasi-particle de-
scription. An example of such a quantum spin liquid is
when the infra-red (IR) theory is a conformal field the-
ory (CFT) fixed point at low energy. Perhaps the sim-
plest example is the spin-1/2 antiferromagnetic Heisen-
berg model in one dimension, which is described by the
SU(2)1 CFT [11–13].

In (2 + 1)d, the simplest known example is the U(1)
Dirac spin liquid (DSL) [7–9, 14–16], described by cou-
pling Nf gapless Dirac fermions ψ to an emergent U(1)
gauge field a,

LDSL =

Nf∑
i=1

ψii /Daψi +
1

4e2
fµνf

µν , (1)

where fµν = ∂µaν − ∂νaµ. For sufficiently large Nf (≥ 4
according to numerical calculations), this theory flows in
the IR to a CFT [17]. The existence of an IR CFT for
Nf ≥ 4 is also consistent with bootstrap studies [18–
22]. The most important local operators in this theory
are built from monopole operators, which insert q units
of 2π U(1) flux into the system at a spacetime point.
At the CFT fixed point, the scaling dimension of the
fundamental monopoles (q = 1) is given by [23]

∆1 = 0.265Nf − 0.0383 +O(1/Nf ), (2)

from a 1/Nf expansion. For the DSL we examine in this
work, Nf = 6 and ∆1 ∼ 1.55. Therefore, the monopole
is a relevant operator and requires special analysis. If the
fundamental monopole is allowed by microscopic symme-
tries, the DSL will be unstable to monopole proliferation.
Note that at sufficiently large Nf ≳ 12, the monopoles
will all be irrelevant [23, 24]. Thus the DSL will be a
stable [14] quantum spin liquid phase of matter for suffi-
ciently large-Nf .

A large body of calculations and simulation suggest
the DSL to be the ground state for a variety of lattice
spin systems [8, 25–28]. Furthermore, there are many
material platforms that have shown evidence [29–35] for
realizing a DSL state. Fundamentally, these platforms
are described as electronic Mott insulators where the
quantum spin liquid is formed by interactions between
localized spin moments in a lattice. Attempts to move
beyond this paradigm by generalizing the spin symmetry
to SU(N) in electronic spin systems have been challeng-
ing. Such generalizations usually involve pairing spin and
orbital degrees of freedom so locally, electrons can carry
a representation of SU(N) for N > 2 even, but the re-
sulting quantum spin-orbital liquids are often not fully
SU(N) symmetric. Moreover, spin-orbit coupling can
break the individual spin and orbit-space symmetries, al-
though there are special cases in which strong spin-orbit
coupling actually leads to enhanced symmetry [36]. How-
ever, as noted earlier, the stability of the DSL state and
resulting low energy CFT is greatly enhanced for larger
N (in the systems relevant to our study, Nf ∝ N), mo-
tivating the study of SU(N)-symmetric spin liquids for
larger N .

Concretely, an SU(N) spin liquid can potentially be
realized in ultracold atomic systems by manipulating nu-
clear spins. Through loading N -color atoms on optical
lattices, one can can simulate SU(N)-symmetric inter-
actions in a defect-free and fully controllable environ-
ment, providing an experimental platform to engineer
and probe exotic phases not yet discovered (or maybe
even accessible) in real materials hosting electronic sys-
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tems. More generally, ultracold gases of alkaline-earth-
like atoms prepared in the lowest two electronic states
can obey SU(2I + 1) symmetry, where I is the nuclear
spin [37–42]. With atoms such as 87Sr, the nuclear spin
is as large as 9/2, leading to an SU(10) symmetric sys-
tem. Furthermore, by choosing an appropriate initial
state and using the fact that the total number of atoms
with a given nuclear spin m is conserved, atoms with
large I such as 87Sr can realize the interactions of atoms
with lower I, such that an SU(N) symmetric system for
any N ≤ 2I + 1 can be simulated [39].

In this work, we will focus on Mott insulators of an
SU(3) fermion system with one atom per site on the
kagome lattice, which can be programmed on a cold
atoms platform [43, 44]. To realize SU(3) symmetric
interactions, one can use alkaline-earth-like atoms with
nuclear spin I ≥ 1, such as 173Yb(I = 5/2). We will
study a Dirac spin liquid that can potentially occur in
such a Mott insulator, and ask where it is situated in the
phase diagram.

Through analyzing the quantum numbers of rele-
vant monopole operators, we show there is a relevant
monopole operator that transforms trivially under all mi-
croscopic symmetries. Therefore, this DSL is unstable,
as the presence of this monopole will lead to an instabil-
ity, possibly towards various symmetry breaking orders.
However we argue that there is only a single such rele-
vant operator at the QED3 fixed point that is allowed by
the microscopic symmetries. Thus this fixed point will
appear as a quantum critical point in the phase diagram
of the SU(3) Kagome magnet.

We further argue that the DSL on the kagome lattice
is likely an “unnecessary" quantum critical point (QCP)
[45]. Unnecessary QCPs describe transitions within a sin-
gle phase of matter, in contrast to a conventional QCP
that describes the phase transition between two different
phases upon the tuning of a relevant perturbation. For
other examples, see Refs. [45–50]. In our previous work,
we showed that the Dirac spin liquid also plausibly de-
scribes an unncessary QCP within the Neel (or valence
bond solid) phase of spin-1/2 square lattice magnets [49].
Thus the present work adds the SU(3) Kagome lattice
DSL as another example of such unnecessary QCPs.

Our arguments will rely on an analysis of the rela-
tion between the microscopic symmetries of the lattice
model and the emergent symmetries of the IR contin-
uum field theory. We will analyze the ’t Hooft anomalies
of the latter and the constraints they impose on the low
energy physics of the perturbed QED3 theory. We will
find that the continuum field theory defined by the per-
turbing the DSL CFT with its single relevant symmetry-
allowed operator has an anomaly that precludes it from
flowing to a trivial gapped phase. Further, the anomaly
even precludes any gapped symmetric phase even allow-
ing for the possibility of topological order, a phenomenon
known as symmetry-enforced gaplessness [51]. We con-
jecture that the endpoint of the renormalization group
(RG) flow away from the DSL is a symmetry broken

phase. We show that the same such phase will be ob-
tained for either sign of the relevant perturbation, which
then establishes that this DSL is an unnecessary critical
point.

Our works adds to the growing number of examples of
unnecessary quantum critical points which may thus be
not an uncommon phenomenon in quantum many body
physics.

The rest of this paper is organized as follows. In Sec. II
we introduce the kagome lattice mean field ansatz and
discuss aspects of the U(1) DSL state, focusing on the
low energy effective field theory and the pivotal role of
monopole operators in the critical theory. In Sec. III, we
will explain the connection between the lattice symme-
tries and the emergent symmetries of the infrared con-
tinuum QED3 theory. Analyzing the embedding of the
lattice symmetries into the continuum to constrain trans-
formation properties of the monopole operators, we will
conclude the DSL is unstable due to a monopole trivial
under all symmetries. The resulting DSL is then not a
stable phase, but a quantum critical point. In Sec. IV
we calculate the quantum anomalies of the QED3 QCP,
both in the absence and presence of monopole prolifera-
tion. Through the nature of the anomaly, we argue that
the DSL is a unnecessary quantum critical point, tuned
by the proliferation of the singlet monopole. This was
previously found in the Nf = 4 DSL on the square lat-
tice [49], so we find that unnecessary criticality may be
a feature common to critical points described by QED3.
We conclude in Sec. V with some discussion and further
outlook.

II. CANDIDATE DSL ON ON THE KAGOME
LATTICE

As discussed in the previous section, by externally
trapping ultracold alkaline-earth atoms, one can realize
SU(3)-symmetric interactions on the kagome lattice. A
model Hamiltonian that describes such systems is given
by the 3-flavor Hubbard model [39, 41],

H = −
∑
⟨r,r′⟩

3∑
α=1

(trr′c†rαcr′α+h.c.)+U
∑
r

(
3∑

α=1

nrα

)2

.

(3)
where U > 0 captures a finite repulsive on-site density-
density interaction and α labels the SU(3) spin index.
The kagome lattice has a three-site unit cell, and we
adopt a convention in which the primitive lattice vectors
are defined as

R1 = 2ax̂, R2,3 = 2a

(
±x̂+

√
3ŷ

2

)
, (4)

leading to a hexagonal reciprocal lattice with corners at
K =

(
2π
3a , 0

)
and K ′ = −K.

Focusing on 1/3 filling, what are the expected phases
as we tune U? In the the free limit U → 0, one obtains
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a simple tight binding model. Taking a uniform hopping
amplitude trr′ = t,

H = −t
∑
⟨r,r′⟩

3∑
α=1

(c†rαcr′α + h.c.), (5)

we find a flat upper band and two lower bands that in-
tersect at Dirac points at K and K ′. At 1/3 filling, the
Fermi level then passes right through the Dirac points,
yielding a Dirac semimetal state. The tight binding spec-
trum ϵ(k) of Eq. (5) is outlined in Appendix A and shown
in Figure 1. As short range interactions are irrelevant
at the Dirac semimetal fixed point, we see the Dirac
semimetal is a stable phase for weak Hubbard coupling
U .

For sufficiently large U , the resulting state is a Mott
insulator. The large U limit is described by an SU(3)

(a)

(b)

FIG. 1: (a) Dispersion of the tight binding spinon
Hamiltonian, Eq. (5), with t = 1. The Brioullin zone
path is shown in (b). We observe an upper flat band
and lower bands which intersect at Dirac points at K
and K ′.

FIG. 2: A schematic illustration of the ground state in
the U → ∞ limit, known as a simplex VBS state, with
each collection of SU(3) spins forming a trimer singlet
that covers the entire kagome lattice. The ground state
preserves C3 and lattice translation symmetries, with
C6 (and consequently, lattice inversion) spontaneously
broken.

antiferromagnetic Heisenberg Hamiltonian,

Heff ∼ t2

U

∑
⟨r,r′⟩

Pr,r′ , (6)

where Pr,r′ permutes the fermions between two nearest
neighbor sites r and r′. Each site hosts an SU(3) spin
transforming in the fundamental representation 3.

Numerical studies [52–55] support that the ground
state will be be a valence bond crystal (VBS)-like state
that preserves C3 and lattice translations, as a single unit
cell can realize an SU(3) singlet state, ⊗33 = 1⊕82⊕10.
This ground state of trimers, shown in Figure 2, is a spe-
cific case of the more general N -simplex solid state for
SU(N) antiferromagnets, in which N -site SU(N) sin-
glets cover the plaquettes of an N -partite lattice [40, 56],
generalizing the valence bond solid state as that singlets
do not populate two-site bonds, but instead N -site clus-
ters.

As such a trimerized state on the kagome lattice
spontaneously breaks inversion symmetry, the resulting
ground state manifold is doubly degenerate. At interme-
diate U/t ∼ 1, the perturbatively obtained antiferromag-
netic Hamiltonian is no longer a suitable description of
the system as higher order ring-exchange terms become
important [57]. The ground state is not well understood.
One possibility is that there is a direct Gross-Neveau
transition between the Dirac semi-metal and the VBS
state driven by opening a fermion bilinear mass gap. Here
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however, we will explore an alternate possibility in which
near the Mott transition, a Dirac spin liquid may appear,
and instead of electrons, fractionalized SU(3) fermionic
“spinons” hop on the kagome lattice with zero background
flux. This is the state we will study, and to do so, we
employ the parton decomposition of SU(3) spins S into
fermionic spinons f by writing

SAr =

3∑
α,η=1

f†r,αT
A
αηfr,η, (7)

where r is the site index. The f
(†)
r,α are second quan-

tized spinon field operators at site r with SU(3) flavor
α ∈ {1, 2, 3}. Note that the f operators transform as
SU(3) fundamentals, while the TA are the matrix rep-
resentation of the Hermitian SU(3) generators acting on
the fundamental representation, normalized by the con-
dition Tr[TATB ] = 1

2δ
AB . A is an adjoint index, which

ranges in {1, 2, . . . , 8}.
In order to reproduce the physical Hilbert space, the re-

lation in Eq. (7) comes with an additional constraint that∑
α f

†
r,αfr,α = 1. We then perform a mean field decom-

position of the Hubbard Hamiltonian, keeping all spinon
hopping terms while preserving the constraint only at the
expectation value level.

The result is a mean field Hamiltonian of fermionic
particles on a kagome lattice at 1/3 filling,

H = −t
∑
⟨r,r′⟩

3∑
α=1

(f†rαfr′α + h.c.), (8)

or one atom per lattice site. Note in the above, the
fermionic f operators represent the fractionalized SU(3)
spinons, not the physical electrons. Each site hosts three
degenerate atomic states (which can be interpreted as
spin states, orbitals, etc.) originating from the three
fermion flavors. The dispersion is the same as in Eq. (5)
and Figure 1.

We observe that the decomposition in Eq. (7) as real-
ized in Eq. (8) has a U(1) gauge redundancy generated
by the constraint

∑
α f

†
r,αfr,α = 1 that maps each fR by

a site-dependent phase factor, fr → eiφrfr. In order to
restore gauge invariance, we will introduce an emergent
U(1) gauge field aµ that will appear in the low energy
field theory [58].

A. Low energy field theory

Performing an expansion of the momentum-space
Hamiltonian around the Dirac points, H(±K + q) −
H(±K), and with a suitable redefinition of the fermion
fields, we obtain an effective low energy Dirac Hamilto-
nian

HDirac = vF

∫
d2q

(2π)2
ψ†
αa(qxτ

1 + qyτ
y)ψαa. (9)

The first index labels the SU(3) spin, the second index
labels the Dirac node (±K), and we have made the spinor
index implicit.

Focusing on the 6 Dirac nodes near the Fermi energy
coming from the 3 spin degrees of freedom and 2 valleys,
one can describe the low energy excitations with the ef-
fective Lagrangian,

L = LQED3
+∆L =

6∑
i=1

ψi /Daψi −
1

4e2
f2µν +∆L, (10)

where ψ are two component Dirac fermions with flavor
index i ∈ {1, 2, . . . , 6} and (γ0, γ1, γ2) = (−iτ3, τ2,−τ1)
are the gamma matrices in (2 + 1)d. The adjoint Dirac
fermion is ψ

α
= (ψ†)α(−iγ0). Lastly, we have defined

fµν = ∂µaν − ∂νaµ to be the curvature of the emergent
U(1) gauge field a.
LQED3

is exactly the Lagrangian for (2+1)d quantum
electrodynamics (QED3) with Nf = 6 Dirac fermions,
which includes minimal coupling of the emergent gauge
field to the spinons, in addition to a Maxwell term for the
gauge field. ∆L includes additional operators in QED3

that are allowed by the microscopic symmetries of lattice
Hamiltonian.

B. Monopole operators

As mentioned in the introduction, in the absence of
∆L, Eq. (1) flows to an interacting CFT fixed point
[14, 17, 23, 59–62]. However, the most relevant oper-
ators in the renormalization group sense are the low-
est charge monopole operators with scaling dimension
[23, 24] ∆1 ∼ 1.55 + O( 1

Nf
) for Nf = 6. The presence

of these monopoles is therefore the most important fac-
tor affecting the stability and proximate phases of the
DSL. To determine if monopoles are allowed in the ac-
tion, we must determine their quantum numbers, which
are constrained by the symmetries of both the infrared
(IR) continuum QED3 theory and the ultraviolet (UV)
lattice ansatz. Before delving into the action of symme-
try on the monopoles, we first review some background
on monopole operators in QED.

To begin, the QED3 action in Eq. (1) generally allows
for topologically nontrivial configurations of the gauge
field. These can be described by local monopole oper-
ators Mq, which insert an integer q units of 2π U(1)
flux into the system at a spacetime point [24]. Iden-
tically, monopole operators M†

q can be viewed as non-
trivial topological configurations of the gauge field a,
which carry charge q under a global U(1) symmetry with
conserved current equal to the magnetic flux

jµ =
1

2π
ϵµνλ∂νaλ. (11)

We denote this flux symmetry by U(1)top. In the ab-
sence of the Dirac fermions and other matter fields, the
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monopole perturbation will gap out the photon field and
confine gauge charges [63]. In the presence of Dirac
fermions, the bare monopole operators M†

q must be
dressed by fermion zero modes in order to be gauge in-
variant. The monopoles can be viewed as the basic build-
ing blocks of QED3, in that other local operators, includ-
ing fermion billinears ψiψj , can identified with compos-
ites of the gauge-invariant monopole operators.

As we are interested in fluctuations around the zero-
flux vacuum, we will focus on the fundamental (q = 1)
monopoles with scaling dimension [23, 24]

∆1 = 0.265Nf − 0.0383 +O(1/Nf ) ∼ 1.55. (12)

Monopoles with higher charge have higher scaling dimen-
sion and are irrelevant at the QED3 CFT. For our in-
tuitive understanding, it is useful to transition into the
large Nf limit, in which fluctuations of the gauge field are
suppressed and the bare monopole operator M†

1 creates
a uniform 2π flux. The properties of monopole operators
can then be deduced from a theory of free Dirac fermions
in a constant background magnetic flux. By the Atiyah-
Singer index theorem, each Dirac cone contributes a sin-
gle zero-energy mode. Gauge invariance constrains that
exactly half of the zero modes must be filled. In the case
of Nf = 6 as in Eq. (10), we obtain a total of

(
6
3

)
= 20

monopoles, each of which has three zero modes occupied.
We can represent the gauge invariant monopole operators
schematically by

ϵijkf†i f
†
j f

†
kM

†
1. (13)

We have denoted f†i as the creation operator for the
zero mode corresponding to the parent Dirac fermion ψi
and M†

1 as the bare monopole operator which simply
inserts the unit flux without filling any zero mode. Anal-
ogously, antimonopole operators, which insert unit −2π
flux, can be defined as the Hermitian conjugates of the
monopole operators. The zero modes transform under
the flavour symmetry that mixes the 6 Dirac fermions,
but as they have vanishing angular momentum in the
flux background, the zero modes are singlets under all
Lorentz transformations. We also remark that in this
large Nf limit, the monopoles are irrelevant.

Note that other operators are potentially allowed in
the Nf = 6 theory as long as they transform trivially
under the UV symmetries. However, these operators are
most likely irrelevant, as shown in 1/Nf expansions and
numerical simulation. The most relevant, both physically
and in the RG sense, include couplings of monopoles to
fermion billinears and strength two monopoles. The first
type of operator is equivalent to exciting a fundamental
monopole. At leading order, it involves transitioning a
Dirac zero mode f† from the n = −1 Landau level to
n = 1, and the resulting operator has an irrelevant scaling
dimension ∆1 + 2

√
2 ∼ 4.38 > 3 from large Nf .

The strength two monopole can be created by the dou-
ble insertion of a strength one monopole or, analogous to
the case of a 2π flux, by dressing a bare 4π flux with 6

out of the 12 Dirac fermion zero modes. In either case,
the strength two monopole scaling dimension estimated
from large Nf is ∆2 = 0.673Nf−0.194 ∼ 3.84. While the
closeness of ∆2 to 3 suggests that it could be marginal
or relevant due to higher order 1/Nf corrections, recent
Monte Carlo calculations [64] estimate ∆2 = 3.73(34) for
Nf = 4. As these monopoles become more irrelevant
with increasing Nf , these numerics strongly suggest that
the strength two monopole in Nf = 6 is irrelevant as well.

III. SYMMETRIES OF THE DSL

In this section, we will illustrate how symmetries of the
microscopic theory constrain the allowed monopole oper-
ators, following the methods employed in Refs. [65, 66].
While we are only considering a specific lattice ansatz,
the methods used illustrate a more general framework.
Whenever a lattice model produces as emergent critical
field theory in the IR limit, the operators in the IR field
theory should be interpreted physically as coarse-grained,
dressed lattice operators. The correspondence is made by
matching the symmetries of lattice operators with those
of the IR field theory. At a more abstract level, there is
some embedding/group homomorphism (φ) of the lattice
symmetries GUV into the symmetry group GIR of the IR
theory,

φ : GUV → GIR. (14)

Our concern will be to find the symmetry action of
φ(GUV ) on the fundamental monopole operators to find
which are allowed from the UV lattice theory.

A. Symmetries of the microscopic system: the
group GUV

From the UV lattice model (which we take to be a spin
model with spins transforming in the fundamental rep-
resentation of SU(3)), the total microscopic symmetry
is

GUV = PSU(3)s ⋊ T ×Glattice, (15)

where PSU(N) = SU(N)/Z(SU(N)) is the projective
special unitary group. The point group symmetries of
the kagome lattice, Glattice, are generated by translations
(T1,2) along the primitive Bravais lattice vectors R1,2,
rotations (C6) by 2π/6 around the origin of a hexagonal
plaquette, and a reflection symmetry (Ry) taking y →
−y. Furthermore, we have PSU(3)s spin rotations and
(antiunitary) time reversal T .

Note that as there are 3 sites per kagome unit cell,
and we have SU(3) spins which can then form a sin-
glet within each unit cell, there is no Lieb-Schultz-Mattis
(LSM) constraint coming from just the interplay between
lattice translations and the PSU(3) symmetry. Indeed,
the construction of the translation-invariant VBS Mott
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insulator described earlier illustrates the absence of such
a non-trivial LSM constraint.

B. Symmetries of QED3: the group GIR

We now review the symmetries of the continuum
QED3 theory which form GIR. The theory LQED3

from
Eq. (1) has a continuous Lorentz group symmetry [67],
SO(2, 1)L, and the familiar discrete Lorentz symmetry
actions of time reversal TIR, partial reflection RIR, and
charge conjugation CIR. The IR subscript is a reminder
that these bare actions in GIR are not the same as the
corresponding physical symmetry in GUV . The discrete
symmetries can be chosen to act on the Dirac fermions
as

TIR : ψ(t, r) → γ1ψα(−t, r), i→ −i, (16)

RIR : ψ(t, r) → −iγ2ψα(t, Rr), (17)

CIR : ψ(t, r) → (ψ
α
(t, r)(iγ1))T . (18)

Note however that the Dirac fermions are not local op-
erators; we will use them as a device to deduce the sym-
metry action Internally on the Dirac fermions, we also
have (what is roughly) a global SU(6)f flavor symme-
try, ψα → Uαβψβ for U ∈ SU(6)f . However we should
quotient out by the center of SU(6) (which can be com-
bined with a gauge transformation) so that the theory
naively has an internal symmetry group of PSU(6) =
SU(6)f/Z6. In addition we have a U(1)top symmetry as-
sociated with conservation of the gauge flux da/2π. This
symmetry acts trivially on the Dirac fermions. The true
internal symmetry group, as we will show below using the
monopole operators, is not actually the simple product
PSU(6)× U(1)top, but a quotient group.

As noted earlier, in the presence of a charge one
monopole M†

1, each Dirac mode contributes a single
fermion zero mode fi, which behaves as a Lorentz scalar
while transforming as ψi under SU(6)f . We will denote
ϕA to be the monopole represented by the “wave func-
tion”

ϕ†A = F†
AM

†, (19)

F†
A = f†[A1

f†A2
f†A3]

,

where for convenience of notation, A = [A1, A2, A3] de-
notes an antisymmetrized multi-index defined by

T[a1...ap] =
1

p!
ϵa1...apϵ

b1...bpTb1...bp . (20)

As the f ’s transform in the fundamental of SU(6)f and
M is an SU(6)f singlet, ϕ† will transform in the 3-fold
antisymmetric tensor product of the SU(6) fundamental
representation, which is the irreducible representation of
SU(6) whose Young tableau has one column and three

rows. This representation is self conjugate and symplec-
tic, with an invariant bilinear given by

EAB = E[A1,...,A3][B1,...,B3] =
1

6
ϵA1...A3B1...B3

= EAB .

(21)
In the case Nf ≡ 0 (mod 4) as was considered in previ-
ous works, the representation is instead orthogonal, and
EAB is symmetric instead of antisymmetric [68]. In either
case, EAB should be thought of as acting on the space
of monopole wave functions ϕ†A, equivalent to the Nf/2-
fold antisymmetric product on CNf . In summary, we see
that the ϕ† have charge one under the magnetic U(1)top
symmetry, transform in the self-conjugate antisymmetric
representation of SU(6)f , and are Lorentz scalars.

The center of SU(6)f is made of matrices of the form
ωnI6×6 for ω = e2πi/6, so the true faithful internal sym-
metry group acting on the monopoles is

GIR =
SU(6)f × U(1)top

Z6
, (22)

where Z6 is generated by the element (ωI6×6,−1) ∈
SU(6)f × U(1)top. The quotient action arises because
ωI ∈ SU(6)f and a π rotation in U(1)top are indistin-
guishable when acting on gauge invariant operators. The
full IR symmetry is then GIR in addition to the Lorentz
and discrete symmetries such as time reversal, reflection,
and charge conjugation.

To define the action of the discrete, infrared Lorentz
symmetries on the monopole operators, we must deter-
mine how they act on the U(1)top and SU(6)f symme-
try. First, we observe that for all three discrete actions,
U(1)top charge is reversed, so ϕ is mapped to its Her-
mitian conjugate. TIR and RIR do not interact with
the SU(6)f representation of the monopoles, but CIR
changes an SU(6)f representation to its complex con-
jugate. Choosing appropriate phases allows us to define

TIR : ϕ†A → iEABϕ
B , (23)

RIR : ϕ†A → −EABϕB ,

CIR : ϕ†A → iϕB ,

where phases up to a U(1)top action were chosen so T 2
IR =

(CIRRIR)
2 = 1 on the monopole operators [68]. These

phase ambiguities are a matter of convention.

C. Embedding GUV into GIR

The parton construction leading to the QED3 theory
enables us to deduce how GUV embeds into GIR. We
begin by noting that as the fermionic spinons are not
gauge invariant operators, the microscopic symmetries
need not act linearly on them. This is formalized with
the notion of the spin liquid’s projective symmetry group
[69]. The microscopic symmetries can then be written in
terms of elements of the projective symmetry group that
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FIG. 3: Conventions for the kagome lattice symmetries.
The choice of unit cell is outlined in red, and the lattice
space group generators are C6, Ry, and translations
along the primitive lattice vectors R1,2.

transform the physical spin operators S as desired. How-
ever, the projective symmetry group also has a subgroup,
termed the invariant gauge group (IGG), that leaves the
physical spin operators invariant. Consequently, symme-
try actions on the spinons are only defined modulo ele-
ments of the IGG. The IGG of our mean field ansatz is
exactly the U(1) gauge group emergent from the parton
decomposition. Once the microscopic symmetry actions
on the partons are defined, they can be projected down
to the IR degrees of freedom, yielding φ(GUV ).

Due to the simplicity of our spin liquid ansatz, the
kagome lattice symmetries can be realized linearly on
the spinons. The induced symmetry action on the Dirac
fermions ψ is listed in Table I and shown in Figure 3.
We have defined µ to act on the Dirac node index, τ to
act on the Lorentz (spinor) index, and time reversal to
include complex conjugation. We see these symmetries
forbid all mass terms ψ†µiτ jψ.

Symmetry Representation
T1,2 ψ → eiK·R1,2µ

3

ψ

C6 ψ → iµ1e−
iπ
6

τ3

ψ

Ry ψ → µ3τ1ψ

T ψ → −µ2τ2ψ

TABLE I: Lattice symmetry representations on the
Dirac fermions.

We note that the UV time reversal T does not act
on the SU(3) orbital index. Knowing the UV symmetry
action on the partons, we now determine how GUV is em-
bedded into GIR. Note that, as is true in general for the
projective symmetry group of spin liquids, the PSU(3)

symmetry of the UV lattice ansatz will be embedded as a
subgroup of the SU(6)f flavor symmetry of QED3. Pro-
jected onto the IR symmetries, the lattice symmetry ele-
ments (as in Table I) will also clearly include elements of
PSU(6)f , although now possibly supplemented by dis-
crete QED3 symmetry factors. Fortunately, the simplic-
ity of our ansatz allows to decompose

SU(6)f → SU(3)s × SU(2)v (24)

as all of the UV spin and lattice symmetries decou-
ple in this manner within SU(6)f . Then, within
((SU(6)× U(1)top))/Z6, the UV symmetry operators
that act on the monopoles can be thought of as elements
of

PSU(3)s × PSU(2)v × U(1)top ⊂
(SU(6)× U(1)top)

Z6
.

(25)

The PSU(3) symmetry embeds into the IR symmetry
(SU(6)×U(1)top)/Z6 exactly as induced by the branch-
ing in Eq. (24), which factors the SU(6) flavor symmetry
into a part coming from the UV SU(3) symmetry and
an emergent SU(2) valley symmetry. From the action of
the GUV symmetries (Table I) on ψ, we can deduce how
the lattice symmetries are embedded in

PSU(3)s × PSU(2)v × SO(2, 1)L. (26)

For example, one can see that T1 will be embedded as the
element I3×3⊗eiK·R1µ

3⊗I2×2, while an SU(3) symmetry
g will be embedded as g ⊗ I2×2 ⊗ I2×2. For calculational
ease, it is useful to separate the fundamental monopoles
into a basis that respects the branching in Eq. (24), and
this procedure is outlined in Appendix B.

However, there are two complications we must address.
Firstly, the embedding of the lattice symmetries φ(GUV ),
into entire IR symmetry group seems unclear, as the ac-
tion of GUV on ψ does not completely specify how to
incorporate the IR discrete Lorentz symmetries, which
from Eq. (23) all act the monopole operators as some
combination of Hermitian conjugation and multiplica-
tion by the invariant tensor EAB . In previous works
that considered Nf ≡ 0 (mod 4) [66, 68], EAB and the
other actions of the IR discrete symmetries could be in-
cluded within the SU(N)s × SU(M)v action. However,
for our case where Nf = 6, this is no longer true, and the
IR symmetries cannot always simply be absorbed into
SU(3)s × SU(2)v as transformations as EAB does not
respect this branching. Instead, the embedding of the
lattice symmetries should arise from comparing Eqs. (16)
to (18) to the PSG action, as done in [65]. For example,
on the monopole operators, lattice time reversal acts as
the IR time reversal on the ψ’s composed with a valley
rotation µ2.

The second complication, as noted earlier, is the pres-
ence of a phase ambiguity associated with the U(1)top
factor. From GUV , there is no information in the pro-
jective symmetry group regarding U(1)top. Furthermore,
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the U(1)top factor involves inherently UV physics, as it
can be thought of as an effective Berry phase accumu-
lated when the monopoles moves in a lattice charge back-
ground. In Appendix C, we use analytic arguments and
techniques from band theory as described in [65, 66] to
identify to derive the correct U(1)top Berry phase.

Using those results, we can explicitly write down the
embedding φ that maps the UV symmetry elements into

(SU(6)× U(1)top)

Z6
(27)

in addition to Lorentz group factors and discrete symme-
tries. The mapping is as follows:

φ(g ∈ SU(3)) = (g ⊗ Iv2×2 ⊗ 1top)⊗ IL2×2,

φ(T1,2) =
(
Is3×3 ⊗ eiK·R1,2µ

3

⊗ 1top
)
⊗ IL2×2,

φ(C6) =
(
Is3×3 ⊗ iµ1 ⊗ 1top

)
⊗ e−

iπ
6 τ

3

,

φ(Ry) =
(
Is3×3 ⊗ iµ3 ⊗ 1top

)
⊗ IL2×2 ◦ RIR,

φ(T ) =
(
Is3×3 ⊗ iµ2 ⊗ i

)
⊗ iτ2 ◦ TIR. (28)

In the above, we have denoted the matrices ⊗Ms,v,top,L to
act on the SU(3)s, SU(2)v, U(1)top, and Lorentz group
factors, respectively.

From our analysis in Appendices B and C, we find a
single trivial monopole

Re(Φ†
1 +Φ†

2) + Im(Φ†
1 +Φ†

2). (29)

As mentioned earlier, we see that the Nf = 6 charge
one monopole is a relevant perturbation, leading to the
Dirac spin liquid not being a stable gapless phase as the
monopole proliferates to confine gauge fluctuations and
a fermion mass develops to gap the matter fields. Most
likely, there will be an instability towards some proximate
symmetry breaking orders. In our case, there are also
many symmetry allowed mass-monopole and monopole-
monopole billinear couplings, though these are irrelevant
due to their large scaling dimension.

Therefore, our analysis supports that the DSL is a
quantum critical point, tuned by the proliferation of
a single symmetry allowed monopole. We will assume
that the UV symmetry allowed operators in the higher
representations of SU(6) are irrelevant. These assump-
tions, discussed in in Appendix D, are similar to the ones
needed for a stable Dirac spin liquid phase for Nf = 4
on the kagome and triangular lattices, and a DSL critical
point on the square lattice [21, 49]. In Appendix E, we
also comment on the possibility that a chiral mass ψψ
is condensed, which would suppress monopole prolifera-
tion. However, this requires spontaneous time reversal
symmetry breaking, which we will not consider further.

IV. ’T HOOFT ANOMALIES OF Nf = 6 QED3

In this section, we will focus on the continuum the-
ory and perform a systematic analysis of the quantum

anomalies associated with Nf = 6 QED3, Eq. (10), with
and without monopoles. The anomalies strongly con-
strain the IR behavior of the (perturbed) DSL. This has
been done in other cases in [66, 68, 70, 71], but our calcu-
lation considers the anomaly in the presence of monopole
perturbations. Furthermore, the Lieb-Schultz-Mattis-
Oshikawa-Hastings (LSMOH) theorems [72–74] forbid
some systems from having a trivially gapped state and
can be used in conjunction with the ’t Hooft anomalies in
order to restrict the possible values of monopole phases.
However, the LSMOH anomalies associated with transla-
tion vanish when there are N fundamental SU(N)s spins
per unit cell, which is true for our kagome lattice ansatz.
However, there is an anomaly between the SU(3)s sym-
metry and rotation (or reflection), which we will derive
from the IR anomaly.

The ’t Hooft anomaly of the symmetry G can be
probed by attempting to gauge G. The action that arises
can be interpreted as living on the boundary of a (3+1)d
symmetry protected topological phase on a manifold M4,
and the anomaly can be detected by dependence of the
partition function on the choice of M4 or the extension of
gauge fields to M4. We will consider two relevant choices
of G:

• (SU(6)×U(1)top)/Z6, the internal symmetry of the
QED3 fixed point.

• (SU(3)×SU(3))/Z3, corresponding to the kagome
DSL case, in which we have perturbed the CFT
with the symmetry-allowed monopole. The quo-
tient Z3 is the diagonal center of each SU(3) factor.

(We will also briefly consider a “mid-IR" theory of Dirac
fermions coupled to a U(1) gauge field with PSU(3)s ×
PSU(2)v × U(1)top, relevant to Dirac spin liquids with
SU(3) spin and SU(2) valley symmetries.) In all cases,
we find a nontrivial ’t Hooft anomaly, precluding the ex-
istence a trivial, symmetric, gapped ground state. Fur-
thermore, we argue that the form of the anomaly with the
monopoles included prohibits a symmetric topologically
ordered phase, which is an example of symmetry-enforced
gaplessness [51, 75–79]. Therefore, the only allowed IR
theory in the presence of the monopole must be one that
is symmetry breaking or, if symmetry preserving, must
be gapless.

A. (SU(6)× U(1)top)/Z6

In this section, we will explore the anomalies of QED3

without monopoles, but with the full IR (SU(6) ×
U(1)top)/Z6 symmetry. We will also introduce many
tools and methods that will be useful in analyzing the
later cases with different symmetry.

It will be convenient to place the continuum theory
on an arbitrary closed oriented 3-manifold M3 with a
metric g and to introduce background gauge fields for
the (SU(6) × U(1)top)/Z6 global internal symmetry. In
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the presence of these background gauge fields and metric,
the action S will not be well-defined as a (2+1)d theory;
rather it requires an extension of g and the background
gauge fields (though not the dynamical fields) to a bulk
(3 + 1)d theory. We can view the action as arising from
a (3 + 1)d SPT bulk on a manifold M4 action whose
restriction to the boundary M3 = ∂M4 yields the exact
gauged action for our original Nf = 6 QED3 theory. To
characterize the anomaly, it is sufficient to consider the
bulk theory on a closed manifold M4: the difference in
the partition function phase between two choices of an
open M4 could be detected through Sbulk evaluated on
the closed manifold M̃4, where M̃4 is obtained by gluing
the two choices of M4 along their boundaries.

We thus turn on background gauge fields A6 for SU(6)
and Atop for U(1)top. Due to the Z6 quotient, all lo-
cal operators in the theory transform faithfully under
PSU(6), and we will therefore regard A6 as a PSU(6)
gauge bundle. Not every such bundle can be lifted to an
SU(6) bundle. The obstruction to doing so is captured
by a characteristic class [80–82], known as the Brauer or
Stiefel-Whitney class, w2 ∈ H2(M4,Z6).

To ensure that both SU(6) and U(1)top have a common
quotient by Z6, we also have the cocycle condition∮

1

2
w2 +

dAtop

2π
∈ Z. (30)

To see how this arises, note that for each 2π strength
monopole, there are six zero modes, of which three of
them will attach to and dress the bare monopole. Ro-
tating by an element e

2πim
6 I in the Z6 center of the fla-

vor SU(6) contributes to a phase of e
2πim

2 , which can be
compensated by a U(1)top rotation. Therefore, only m
(mod 2) is important and can lead to a fractional flux of
Atop.

In what follows we will construct the QED3 theory by
first considering a ‘parent’ theory of Nf = 6 massless
Dirac fermions in (2 + 1)d and then coupling in the dy-
namical U(1) gauge field. The parent Dirac fermion the-
ory has a global U(6) = (U(1)a × SU(6))/Z6 symmetry
and we include a coupling to a background U(6) gauge
field. We have denoted the U(1) factor in U(6) as U(1)a
and the corresponding gauge field will be denoted a. For
now a is a background gauge field but we will soon pro-

mote it to a dynamical gauge field to define the QED3

theory.
In the parent theory, the only fields with unit charge

under U(1)a transform in the fundamental of SU(6)
and are fermions (spinors of the tangent bundle of M4).
Hence we obtain the twisted flux condition∮

1

6
w2 +

1

2
wTM2 +

da

2π
∈ Z, (31)

which ensures that the U(6) gauge field couples prop-
erly to fermions. In the above, we have used wTM2 ∈
H2(M4,Z2) to be the Stiefel–Whitney class of the tan-
gent bundle of M4. Therefore, in the presence of SU(6),
the U(1) gauge field a becomes a generalized form of a
spinc connection. Intuitively, this relation captures the
twisting of the transition functions that are allowed be-
cause in order for the fermions to be well-defined, a par-
ticular combination of the gauge bundle transition func-
tions need to satisfy the usual cocyle compatibility con-
dition. More physically, a defect in the cocycle condition
of one principal gauge bundle can be compensated for by
some nontrivial flux in another bundle.

Now to explicitly derive the action, we will Pauli-
Villars regularize the Dirac fermions, where we define
the partition function of a Dirac fermion coupled to a
general gauge field A and gravitational metric g to be

Z[A, g]PV = |Z[A, g]| exp
(
− iπ

2
η[A, g]

)
. (32)

Here η[A, g] is the η invariant of the Dirac operator
[83–85], which is classically equal to the half-integer
level Chern-Simons (CS) term arising from an additional
gapped Dirac fermion. To define the Dirac theory, we
must extend g, Atop, and the U(6) gauge field Â(a,A6)
into the bulk manifoldM4. We now write the free Nf = 6
Dirac fermion theory, together with its background gauge
fields as

ZDirac =

∫
[Dψ] e−Sboundary[ψ,a,A6,Atop,g]−Sbulk[a,A6,Atop,g].

(33)
From the η invariant, one can find

S = Sboundary + Sbulk =

∫ [(
ψ /D[a,A6,Atop,g]ψ

)
PV

+ i
3

2
CS[a] + i

1

2
CS[A6] + 6iCSgrav[g]− i

1

2π
a ∧ dAtop

]
, (34)

where the additional topological terms are introduced to
properly preserve time reversal T in the presence of the
the η invariant. The CS terms are defined by dCS[A] =
1
4π Trfund[F ∧F ] and dCS[g] = 1

196π Trvec[R∧R], where
F = dA + A ∧ A is the curvature of A and R is the
Riemann curvature tensor of M4.

As discussed earlier, half-integer CS levels are not
gauge invariant, so it is important to view them as arising
from a (3+1)d bulk action on a manifoldM4 action whose
restriction to the boundary ∂M4 yields exact gauged ac-
tion S in Eq. (34). Using Stokes’ theorem, we can write
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this bulk action as

Sbulk
2πi

=
3

2
p1[a]−

3

8
σ+

1

2
p1[A6]−

∫
M4

da

2π
∧ dA

top

2π
, (35)

where p1[A] is the instanton/Pontryagin number of the
gauge field A, defined by

p1[A] =
1

8π2

∫
M4

TrFund[FA ∧ FA]. (36)

In the case of U(1), we define p1[a] = 1
4π2

∫
M4

da ∧ da.
Extending the gravitational CS term into the bulk yields
the signature term in the bulk action

σ = − 1

24π2

∫
M4

Trvec[R ∧R]. (37)

With this definition of the parent free Dirac theory
coupled to background gauge fields, we can promote a
to be dynamical. It is important however that once thus
promoted the bulk action does not depend on a but only
on the remaining background gauge fields. Thus we will
first eliminate the dependence of the bulk action above
on a, and express it entirely in terms of the remaining
true background gauge fields.

Let us focus on the first two anomaly terms in Eq. (35).
Note that if a was a genuine spinc connection, then
p1[a]/2 − σ/8 ∈ Z, so that there will be no contribu-
tion from that part of the anomaly to the bulk action
as

ZDirac ∼ exp

[
2πi

(
3p1[a]

2
− 3σ

8

)]
= 1, (38)

independent of the choice of extension into M4. However,
a is twisted by the cocycle condition, Eq. (31). Conse-
quently, unless the Brauer class of A6 vanishes,

w2 ∈ H2(M4,Z6) = 0, (39)

p1[a]/2−σ/8 will not be in Z. Therefore, as expected the
anomaly does not depend on a and we can hence express
the bulk action involving a,A6, g, Atop entirely in terms
of (A6, g, Atop). To that end, let C be a genuine spinc
connection [86] satisfying∮

dC

2π
=

∮
wTM2

2
(mod 1). (40)

Then we have B = a − C a representative U(1) gauge
field with shifted periods by w2/6. We can subsequently
simplify

p1[a] = p1[B + C] = p1[B] + p1[C] + 2

∫
dC

2π
∧ dB

2π
.

(41)
Using that

3

(
p1[C]

2π
− σ

8

)
∈ Z, (42)

we can now simplify the first two terms in Eq. (35) to

Sbulk
2πi

=
3

2
p1[B] + 3

∫
dC

2π
∧ dB

2π
+ · · · (43)

Now we simplify the last term in Eq. (35) by writing∫
da

2π
∧ dAtop

2π
=

∫
dB + dC

2π
∧ dAtop

2π
. (44)

As C is a spinc connection, we can rewrite

∫
dC

2π
∧ dAtop

2π
= 3

∫
dC

2π
∧ dB

2π
+

∫
dC

2π
∧ d(Atop − 3B)

2π
(45)

= 3

∫
dC

2π
∧ dB

2π
+

1

2

(
p1[Atop − 3B + C]− p1[C]

)
−
∫
d(Atop − 3B)

2π
∧ 1

2

d(Atop − 3B)

2π
(46)

= 3

∫
dC

2π
∧ dB

2π
− 1

2

∫
d(Atop − 3B)

2π
∧ d(Atop − 3B)

2π
(47)

Combining the above and substituting into Eq. (35), we obtain

Sbulk
2πi

=
1

2
p1[A6] + 6p1[B] +

∫
dAtop

2π
∧
(
1

2

dAtop

2π
+ 4 · dB

2π

)
. (48)

We now observe that

2
dAtop

2π
∧ dB

2π
=
dAtop

2π
∪ w2

3
(mod 1), (49)

6p1[B] =
1

6
P(w2) (mod 1), (50)
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where we have used the Pontryagin square operation [87, 88], P : H2(M4,Z2n) → H4(M4,Z4n). Therefore, we can
obtain the final form of the anomaly

Sbulk
2πi

=
1

2
p1[A6] +

1

6

∫
P(w2) +

∫
dAtop

2π
∪
(
1

2

dAtop

2π
+

2w2

3

)
(mod 1). (51)

Note that all dependence of the bulk topological action on
a has been eliminated, and thus we can safely promote
a to a dynamical gauge field in the boundary (2 + 1)d
theory. Eqn. 51 and the subsequent re-expression below
(Eqn. 55) are thus the bulk anomaly theory capturing
the anomaly of the IR global symmetry of the Nf = 6
QED3 theory.

The first term Eqn. 51 is half of the Pontryagin num-
ber of A6, which is a θ = π term for the SU(6) bundle
described by A6. Because A6 is twisted by the center Z6

symmetry (or equivalently, it has a nonzero Brauer class
w2), p1[A6] has a fractional part given by 5

12

∫
P(w2)

[80, 89]. Writing p1[A6] as

p1[A6] = I[A6] +
5

12

∫
P(w2), I[A6] ∈ Z, (52)

we do not have a well defined expression for 1
2p1[A

6]

purely in terms of the Brauer class w2, as 1
2p1[A

6] de-
pends on not only the fractional part of the instanton

number, but also the integer part modulo 2. Note that
while the relation between instanton number and w2

holds generally, it can be seen explicitly in the special
case where there exists a lift to a U(6) bundle. Then, we
can write

A6 = AU(6) −BI6×6,

∮
dB

2π
=

∮
w2

6
(mod 1) (53)

in terms of a U(6) gauge field AU(6) under the restriction
Tr[AU(6)] = 6B. One can then calculate that

p1[A6] = 15

∫
dB

2π
∧ dB

2π
=

5

12

∫
P(w2) (mod 1) (54)

Going back to Eq. (51), we see there is a flavor symme-
try anomaly arising from 1

6

∫
P(w2). This contribution

is nothing more than the fractional part of a θ = −4π
term for the SU(6) gauge field A6. Equivalently, one can
see −2p1[A6] = 1

6

∫
P(w2) (mod 1), so we can actually

rewrite the final form of the anomaly, Eq. (51), as

Sbulk
2πi

= −3

2
p1[A6] +

∫
dAtop

2π
∪
(
1

2

dAtop

2π
+

2w2

3

)
(mod 1), (55)

so that the flavor symmetry is completely captured by a
θ = −3π term for the SU(6) gauge field. We note here
the presence of the quotiented Z6 center symmetry makes
θ periodic under θ ∼ θ + 24π.

The last term in Eq. (55) has a simple interpretation:
namely, magnetic particles of U(1)top transform in a rep-
resentation of SU(6) with N -ality 2 and are fermions.
Furthermore, the θ term for U(1)top ensures that mag-
netic particles of U(1)top carry a single electric charge of
U(1)top. Fusing these magnetic particles with the original
local monopole, one obtains a particle with zero U(1)top
electric charge, a unit U(1)top magnetic charge, and 1-
ality under SU(6); this particle can be interpreted to be

the remnant of the original Dirac fermion. From another
perspective, the bare monopole under Atop carries charge
under the dynamical U(1) field a, it can be made local by
dressing it with ψ, imparting quantum numbers of ψ to
the Atop monopole. We also remark that 1

2
dAtop

2π ∪ dAtop

2π
is the bulk theory for the nontrivial bosonic topologi-
cal insulator [90], in which the monopoles are electrically
neutral under dAtop and fermionic, as is reproduced here.

Note that Eq. (55) also describes a time reversal invari-
ant theory. This can be derived from using that Atop and
the original U(1) gauge field a (and equivalently, B) have
opposite transformations under time reversal. Then, un-
der time reversal, the first two terms in Eq. (55) change
sign, from which we can confirm

T (Sbulk)− Sbulk
2πi

= 3p1[A6]−
∫
dAtop

2π
∪ dAtop

2π
= 0 (mod 1). (56)

As desired, the final bulk theory is time reversal invari- ant on a closed manifold. However, in the presence of a
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boundary, there are mixed anomalies between time rever-
sal and the flavor symmetry and between time reversal
and U(1)top. This can be seen from analyzing the first
two terms in Eq. (55), in which restricting the action
on the boundary of an open manifold leads to half quan-
tized Chern Simons terms for both the flavor and U(1)top
gauge fields. On the boundary, time reversal shifts the
action by an odd integer Chern Simons term for both the
SU(6) and U(1)top gauge fields. The anomaly is nontriv-
ial as there is no local counterterm one can add to the
original theory to eliminate this shift.

From the nontrivial anomalies, we see that the ulti-
mate fate of Nf = 6 QED3 must be a gapless phase (such
as a CFT), a symmetry broken phase, or a symmetry-
preserving gapped phase with topological order. For
Nf = 2, symmetry-enforced gaplessness is also present,
meaning no gapped symmetric topological order can sat-
urate the anomaly. Instead, symmetry breaking is the
most likely fate [71] for the IR theory as bootstrap [22]
does not support a stable CFT.

For the case of Nf = 6 and the general case of pure
QED3 with Nf ≥ 4, we could not find an analytic argu-
ment precluding a gapped, symmetric topologically or-
dered state in the IR. However, bootstrap studies [18–21]
are consistent with the assumption QED3 with Nf ≥ 4
realizes a CFT in the IR. Lastly, we remark that there is
always an allowed chiral topological order in the IR. As
was argued in the previous section, such a state can be
realized by the condensation of a chiral mass.

In Appendix F, we describe the anomaly in the case we
take the global symmetry to be PSU(3)s × PSU(2)v ×
U(1)top, which is relevant as a mid-IR theory of lattice
Dirac spin liquids.

B. (SU(3)× SU(3))/Z3

Lastly, we consider including the single symmetry-
allowed relevant monopole. Recall the monopole is of the
form (Φ†

1 + Φ†
2) ∼ (f†[1f

†
2f

†
3]M

† + f†[4f
†
5f

†
6]M

†). In this
case, we have broken the U(1)top symmetry. However,
we have still preserved a (SU(3)×SU(3))/Z3 symmetry,
where each factor acts as the fundamental on (f1, f2, f3)
and (f4, f5, f6), respectively, and the common center is
quotiented out. There are also discrete residual sym-
metries, including a discrete Z2 that acts as swapping
f1,2,3,4,5,6 → −if4,5,6,1,2,3 on the fermions combined with
a U(1)top M† → iM†, which acts as Φ1 → Φ2 on the
monopole. In the UV, this Z2 representings the C6 sym-
metry swapping the two Dirac valleys.

We will probe the (SU(3) × SU(3))/Z3 response by
coupling in SU(3) gauge fields A and B. Note the discrete
Z2 exchanges A and B. In the UV, A and B represent
gauge fields coupling to the two Dirac valleys.

We observe that the separation of the original flavor
symmetry into a block diagonal (SU(3) × SU(3))/Z3

form constrains the Z3 Brauer class of each block to be
equal. In other words, defining the classes wA

2 , w
B
2 ∈

H2(M4,Z3), we have that wA
2 = wB

2 ≡ u2. Therefore,
one can equivalently think of (A,B) as two PSU(3) gauge
fields that are constrained to have the same obstruc-
tion class. We see that upon breaking the PSU(6) →
(SU(3) × SU(3))/Z3, the Brauer class w2 ∈ H2(M,Z6)
of the parent QED3 is reduced to the diagonal obstruc-
tion class u2 ∈ H2(M,Z3) by the relationship w2 = 2u2
(mod 6).

The anomaly for the theory with the monopole in-
cluded can be calculated with ease using the result in
Eq. (55) found for pure QED3 and breaking the global
symmetry accordingly. As the monopole has an expec-
tation value, the U(1)top symmetry is explicitly broken,
and hence it is not meaningful to turn on a background
gauge field Atop. Furthermore, the PSU(6) Pontryagin
number is changed from p1[A6] → p1[A]+p1[B]. We then
obtain

Sbulk
2πi

= −3

2
(p1[A] + p1[B]) . (57)

The above represents a θA,B = −3π term for both SU(3)
gauge fields A and B. Note that under TIR, both A
and B change sign, and thus θA,B → −θA,B. Because
the fractional part of p1[A] and p1[B] are both the same,
being 1

3

∫
P(w2), we see the above is TIR invariant at

any θ a multiple of 3π. Similarly since the unitary
Z2 symmetry exchanges A and B, it follows that the
anomaly theory is invariant under this symmetry so long
as θA − θB = 0 modulo 6π. As each of θA,B is sepa-
rately 6π periodic, it follows that the requirement of Z2

and TIR invariance constrains θA = θB to both either
be 0 or to both be 3π (modulo 6π). The specific theory
we have realizes the second possibility where the corre-
sponding boundary theory then has a mixed anomaly
between (SU(3)×SU(3))/Z3 and TIR. This implies that
the field theory cannot realize a gapped state symmetric
under the (SU(3)×SU(3))/Z3, TIR, and Z2 symmetries.
However, we recall that the UV time reversal TUV actu-
ally exchanges the two Dirac valleys. Consequently, we
observe there is no mixed anomaly between the IR sym-
metry and TUV , which is a combination of the discrete Z2

exchanging the valleys and the IR time reversal. Instead,
TUV constrains θA,B = −θB,A, under which the θ angles
can flow to be trivial.

Though a trivial symmetry-preserving gapped state is
not possible for the boundary theory, we may consider
if the IR theory allows a symmetric gapped topological
order. We will argue that such a state is not allowed. To
see this, can focus on the first SU(3) factor and break
it into its maximal torus, U(1)2. Threading a monopole
through its first U(1) subgroup (with normalization such
that the SU(3) fundamental carries unit electric charge),
we see that the anomaly enforces that the monopole has
electric charge (1, 1/2). Therefore, for U(1)2 charge to
be conserved, there must be a quasiparticle in this sur-
face state with these properties. However, the only such
particles are those that transform linearly under SU(3),
with integer charges under the U(1)2. Therefore, the
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hypothetical gapped state cannot saturate the anomaly
[91].

Accordingly, we see the ultimate fate of QED3 per-
turbed by the allowed monopole must be a symmetry
breaking but otherwise trivial phase (where the (SU(3)×
SU(3))/Z3 × Z2 is broken), an exotic conformal fixed
point, or a time reversal broken topologically ordered
phase. While the latter two cannot be ruled out, we
conjecture that the simplest possible symmetry option,
namely, the symmetry broken phase is realized. We will
simply assume that this is the case in our subsequent
discussion.

C. Unnecessary Criticality

As the anomaly of the DSL with monopole is Z2 clas-
sified, it follows that the anomaly is the same for either
sign of λ. Recall that given the trivial monopole Φ†

triv,
the phase transition is described by

LDSL + λ(Φ†
triv + h.c.) + · · · , (58)

where · · · includes (irrelevant) terms allowed by the mi-
croscopic symmetries. We now argue that the DSL is an
“unnecessary” quantum critical point, which lies entirely
within a single phase [45].

Note that the two signs of λ are related by an SU(6)
transformation that acts on the Dirac fermions by

U =



0 1 0

1 0 0 03×3

0 0 1

0 1 0

03×3 1 0 0

0 0 1


, ψ → Uψ. (59)

Thus the ground state of the continuum field theory for
λ < 0 will be related to the ground state at λ > 0 by this
SU(6) transformation.

From the previous section, we accept the conjecture
that the RG flow of λ away from the λ = 0 DSL fixed
point takes the system to a symmetry broken but oth-
erwise trivial phase. A specific possibility is that the
symmetry broken state is just the trimerized VBS ground
state of the nearest neighbor spin model in Fig. 2. Micro-
scopically this state preserves the PSU(3), translation,
and TUV symmetries but breaks C6 rotation. In the IR
theory, this manifests as a state that breaks the unitary
Z2 while preserving (SU(3)×SU(3))/Z3 (and TUV ). The
breaking of Z2 trivializes the anomaly so that there need
not be any further topological order or gapless excita-
tions in the resulting ground state. Let us consider the
possibility that the flow of λ lands us in this Z2 broken
phase.

In terms of the Dirac fermion representation of the
continuum Lagrangian, the Z2 symmetry breaking order
parameter is ψµ3ψ which is invariant under the SU(6)

rotation in Eqn. 59. It follows that if the ground state
for λ > 0 breaks Z2 but is otherwise trivial and gapped,
then so will the ground state at λ < 0. Then the DSL
appears as an unnecessary quantum critical point inside
this phase.

Since in the original microscopic system, the trivial Z2

broken phase is identified with the VBS phase, we con-
clude that by tuning one parameter entirely inside this
VBS phase, we can reach the DSL as a critical point. Like
in other examples of unnecessary criticality, in parameter
space, the DSL will live on a surface of codimension one
that terminates [92] within the VBS phase so that there
is a smooth path that connects either side of this surface.

Alternatively, if instead Z2 is preserved but the
(SU(3) × SU(3))/Z3 symmetry is broken to some sub-
group H in the λ ̸= 0 continuum theory, the SU(6) rota-
tion that relates λ to −λ will only move us within the
corresponding order parameter manifold. The precise
“orientation” of the order parameter within this mani-
fold is anyway not fixed by the theory itself, and hence
we have the same symmetry breaking pattern for either
sign of λ. Thus once again in the continuum theory we
have an unnecssary critical point. In the microscopic sys-
tem, the corresponding state is an insulator that breaks
a UV symmetry such as PSU(3)s or lattice translation
symmetry. Therefore, the DSL can also be an unneces-
sary critical point within a single SU(3)s or translation
symmetry breaking phase.

V. DISCUSSION AND OUTLOOK

In this paper, we studied the possible stability of a
DSL in a kagome lattice SU(3) magnet. Through a care-
ful analysis of the quantum numbers of allowed relevant
perturbations at the DSL fixed point, we showed that the
DSL is not a stable phase, but instead a quantum crit-
ical point, tuned by a symmetry-allowed single-strength
monopole.

We performed a detailed analysis of the emergent sym-
metries and ’t Hooft anomalies of both the critical fixed
point as well as the theory obtained in the presence of
the relevant perturbation. The presence of anomalies for-
bid a trivial, symmetric, gapped ground state even when
the DSL theory is perturbed away from its critical fixed
point. The anomaly of the resulting theory is the same
for either sign of the relevant perturbation. The most
likely fate is that the RG flow induced by this perturba-
tion leads to a symmetry broken ground state. A specific
possibility is a trimer valence bond solid phase that pre-
serves translation and SU(3) spin symmetries but breaks
lattice C6 rotations. We argued that the DSL is an un-
necessary quantum critical point that does not separate
two distinct phases but instead lies within a single phase.
Thus if the symmetry breaking state is the trimer VBS
state, then the DSL is a critical spin liquid living entirely
inside this phase and which can be accessed by tuning one
parameter. Along with recent results showing the DSL is
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also an unnecessary quantum critical point on the square
lattice antiferromagnet [49], our paper suggests that un-
necessary quantum criticality may not be an uncommon
phenomenon in quantum many body systems.

It would be insightful for both the study of quantum
field theory and spin liquids in real materials to further
explore the mechanisms behind quantum critical behav-
ior in QED3 theories. Our work adds to a growing body
of literature on the rich behavior of QED3 in lattice sys-
tems.

The precise nature of the phase driven by the relevant
symmetry-allowed monopole remains an open question,
though we presented arguments in favor of a symmetry
broken phase. Numerical simulations could help settle
this question and to determine the precise pattern of the
presumed symmetry breaking.

Lastly, we remark that with recent advances in ultra-
cold atoms experiments, there is hope that the DSL and
its neighboring phases could be probed in a laboratory
setting. In general, the engineering of SU(N)-symmetric
systems allows for a rich playground on which to explore
these exotic quantum phenomena and offers an exciting
pathway to probe QED3 in the real world.
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Appendix A: Mean field state and continuum limit

Fourier transforming to momentum space

fiα(k) =
1√
N

∑
r∈Λi

e−ik·rfrα, (A1)

where N is the number of unit cells and i ∈ {1, 2, 3}
labels the sublattice, we obtain a mean field Hamiltonian

HMF =
∑
k,α

f†α(k)H(k)fα(k), (A2)

H(k) = −2t

 0 cosk ·R1/2 cosk ·R2/2

cosk ·R1/2 0 cosk ·R3/2

cosk ·R2/2 cosk ·R3/2 0

 ,

fα(k) = (f1α(k), f2α(k), f3α(k))
T .

This dispersion yields a flat band at ϵ = 2t and two bands
that intersect at Dirac points at K and K ′ with ϵ(K) =
ϵ(K ′) = −t. We focus on the low energy excitations
near the Dirac nodes, onto the two bands that touch at
−t. Near the low energy Dirac nodes, we will choose the

following basis for eigenvectors at H(±K) (suppressing
the SU(3) index),

(e±1 )
T = ± 1√

3
(eiπ/3, e−iπ/3, 1) (A3)

(e±2 )
T = (e+1 )

∗, (A4)

where we have used the lower subscript to denote the
band index and the upper one to denote the nodal point.
To write an effective Hamiltonian for these, we restore
the SU(3) spin index α and define the continuum fermion
fields

ψα,±(q) =

((
e±1
)
i
f±K+q,i,α(

e±2
)
i
f±K+q,i,α

)
(A5)

In this basis, we find the continuum effective Dirac
Hamiltonian from the second quantized H(±K + q) −
H(±K),

HDirac = vF

∫
d2q

(2π)2
ψ†
αa(qxτ

1 + qyτ
2)ψαa, (A6)

where vF =
√
3t. The first index labels the SU(3) spin,

the second index labels the Dirac node, and we have made
the spinor index implicit.

Appendix B: Monopole wave functions

As outlined in the main text, the total monopole wave
function in the SU(6)f can be written in the product ba-
sis of the spin SU(3)s and valley SU(2)v space. Group-
ing the ϕ into irreducible representations of SU(3)s and
SU(2)v will greatly aid in intuition and calculation. Af-
ter proper antisymmetrization ∧3C6 = C20, this is in
total a 20-dimensional basis. Recall our notation in
the main text, that we label each state with a fully
antisymmetrized multi-index A = [A1, A2, A3], where
Ai ∈ {1, . . . , 6}. More explicitly, we have

ϕ†A = F†
AM

†, (B1)

F†
A = f†[A1

f†A2
f†A3]

.

As in the main text, we define the totally antisymmet-
ric tensor EAB = E[A1,...,A3][B1,...,B3] =

1
6ϵA1...A3B1...B3

,
which is an invariant bilinear of the antisymmetric SU(6)
representation whose Young tableau has one column and
3 rows. The monopole, which transforms in the antisym-
metric SU(6) self-conjugate representation, decomposes
in SU(3)s × SU(2)v as

206 = (13 ⊗ 42)⊕ (83 ⊗ 22), (B2)

=

(
,

)
⊕
(

,
)
. (B3)

The first manifold of states, (13⊗42), is simply the prod-
uct of the SU(3)s singlet state with the fully symmetric
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SU(2)v quartet. By construction, this state will be an
antisymmetric SU(6) representation, as desired. The sec-
ond manifold of states (83⊗22), consisting of two octets,
is formed by the product of two mixed symmetry states,
which have only definite permutation symmetry upon the
interchange of two indices. For example, one may have
the state 1√

2
(|+−⟩ − |−+⟩) |+⟩ ∈ 22, where ± labels the

SU(2)v degree of freedom.
Let us label σij as a mixed symmetry spin state that

is antisymmetric under permutation of particles i and
j and ρij as a mixed symmetry valley state, similarly
defined. Then, there are two possible ρij for each i, j,
where 1√

2
(|+−⟩−|−+⟩) |+⟩ would be one of the two ρ12.

As is known from particle physics, for fixed i, j, each σij
contains 8 states, coming from the direct product of three
SU(3) fundamental representations,

3⊗ 3⊗ 3 = 10⊕ 8⊕ 8⊕ 1. (B4)

The mixed symmetry states are exactly the two baryon
octets in particle physics, arising from the combination of
three light quark flavors. The reason there are only two
octets in the decomposition is because σ13 = σ12 + σ23
is not independent. After some calculation, one can find
the composition that creates the totally antisymmetric
SU(6) octet is given by [93]

ρ12⊗(σ31+σ32)+ρ23⊗(σ12+σ13)+ρ31⊗(σ23+σ21). (B5)

In the above we have used(
σij
ρij

)
= −

(
σji
ρji

)
. (B6)

We can form a basis of monopoles that respects the de-
composition SU(6)f → SU(3)s×SU(2)v), and all twenty
monopoles (relabeled Φ) are shown in Table II.

Appendix C: Berry phase and Wannier centers

1. Berry Phase of Discrete Symmetries

We begin with considering the Berry phase associated
with discrete IR symmetries. Note that the overall phase
associated with reflection (and charge conjugation, which
is not even a lattice symmetry) is not physically mean-
ingful, as it can be changed by a redefinition of the bare
monopole operator M → eiθM [66]. While the U(1)top
phase associated CR is meaningful and has been con-
sidered in similar models, it is not relevant here as our
underlying kagome lattice model has no C symmetry in
the UV at 1/3 filling.

Now what remains is time reversal symmetry. Similar
to [66], we introduce a Dirac mass ψµ3ψ that corresponds
to a valley Hall mass. Such a mass does not lead to a
nontrivial Z2 topological insulator as our spin symme-
try is SU(3) and not SO(3). Therefore, the monopoles

Representation Monopole Operator
13 ⊗ 42 Φ†

1 = ϕ†
[123]

Φ†
2 = ϕ†

[456]

Φ†
3 = ϕ†

[156] − ϕ†
[246] + ϕ†

[345]

Φ†
4 = ϕ†

[234] − ϕ†
[135] + ϕ†

[126]

83 ⊗ 22 Φ†
5 = ϕ†

[135] + ϕ†
[234]

Φ†
6 = 2ϕ†

[126] + ϕ†
[135] − ϕ†

[234]

Φ†
7 = ϕ†

[125]

Φ†
8 = ϕ†

[235]

Φ†
9 = ϕ†

[236]

Φ†
10 = ϕ†

[136]

Φ†
11 = ϕ†

[134]

Φ†
12 = ϕ†

[124]

Φ†
13 = −ϕ†

[246] − ϕ†
[156]

Φ†
14 = −2ϕ†

[345] − ϕ†
[246] + ϕ†

[156]

Φ†
15 = −ϕ†

[245]

Φ†
16 = −ϕ†

[256]

Φ†
17 = −ϕ†

[356]

Φ†
18 = −ϕ†

[346]

Φ†
19 = −ϕ†

[146]

Φ†
20 = −ϕ†

[145]

TABLE II: The twenty monopole operators in the
SU(3)s × SU(2)v basis. Note that Φ5,...,12 and Φ13,...,20

are related by a π rotation in SU(2)v.

selected by such valley Hall masses should be invariant
under the Kramers time reversal iµ2TIR, which is ex-
actly the lattice time reversal T . This uniquely fixes the
U(1)top phase associated with T .

2. Berry Phase of Lattice Symmetries

In order to decompose the band structure of the mean
field ansatz, we will use the techinques outlined in [65].
By calculating how rotation acts on the occupied bands
at high-symmetry points and comparing it to the spectra
of appropriately defined Wannier insulator bands, we can
appropriately decompose the spinon bands into a sum (or
difference, in the case that fragile topology is present) of
Wannier bands. The Wannier bands can be visualized
as positive gauge charges sitting at each Wannier center,
which contribute to Berry phases upon translation and
rotation. In general, a charge qr sitting at a rotation cen-
ter r leads to the Berry phase under Cn rotation centered
at r to be

θ(Cn,r) = eqr2πi/n. (C1)

As mentioned in the main text, it is mandatory we in-
clude a quantum valley Hall mass in order to split the
spinon bands into Kramers sub-bands with well-defined
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spectra. We first introduce the mass ψµ3ψ (identically
for all SU(3) spins), which favors the monopole Φ†

1. In
the original unit cell, we will compare the spinon band
representation of the Wannier insulator centered on the
upward triangle (Γ△), centered on the downward triangle
(Γ▽), centered on site (Γ◦), and centered on the hexagon
(Γ9). The relevant symmetry operations are the three-
fold rotations around the upward triangle (C△

3 ), down-
ward triangle (C▽

3 ), and hexagon (C93 ). Note that C96
is broken down to C93 by our choice of mass. The high
symmetry points are K, K ′, and Γ, which are left invari-
ant under C3. Note that immediately, simply from the
SU(3) symmetry, we know the Berry phases are trivial.
This arises from the fact that the occupied spinon bands
Γspinon must decompose as

Γspinon = 3 · (Γ• + . . . ) , (C2)

which is a threefold direct sum of a combination of Wan-
nier bands. Therefore, the resulting pattern of gauge
charges (in addition to a background −1 charge on each
site, which is insignificant) centered at each upward trian-
gle, downward triangle, and hexagon will be some num-
ber q△,▽,9 ≡ 0 (mod 3), leading to no Berry phase as
all of the relevant rotation operation are C3. In par-
ticular, this means translations T1 = (C▽

3 )
−1C△

3 and
T2 = (C▽

3 )
−1(C△)2(C▽

3 )
−1 will also carry no Berry phase.

For completeness, we include the explicit results in Ta-
ble III.

Sym. Γ△ Γ▽ Γ◦ Γ9 ΓK,K′
ΓΓ

C△
3 ω2l1 p3ω

2l2 [1, ω, ω2] p1ω
2l3 [1, 1] ⊕31 ⊕31

C▽
3 p3ω

2l1 ω2l2 p3[1, ω, ω
2] p2ω

2l3 [1, 1] ⊕3e∓2πi/3 ⊕31

C9
3 p∗1ω

2l1 p∗2ω
2l2 p∗1[1, ω, ω

2] ω2l3 [1, 1] ⊕3e±2πi/3 ⊕31

Γspinon = 3Γ△
l=0

TABLE III: . Lattice symmetry representations on the
Dirac fermions with a valley mass. We have labeled
pi = eiq·Ri to be the Bloch phase factor associated with
translations at the high symmetry momenta q = K,
K ′, or Γ. We have defined ω = e2πi/3 and li to be the
orbital angular momentum of the Wannier functions.

It still remains to fix is the Berry phase associated with
C6, which must be ±1 from our above analysis. To iso-
late the C6 action, we could introduce a mass −ψµ1ψ,
which favors the monopole Φ†

1 + Φ†
2 + Φ†

3 + Φ†
4. Intro-

ducing ψµ1ψ breaks down T1,2 into (T1 + T2, 2T2 − T1),
tripling the spatial unit cell while preserving the origi-
nal hexagon-centered C6. We must focus on the rotation
action centered on the hexagonal sites the corner of the
unit cell, as those are the only symmetries of our spinon
bands. However, repeating our previous analysis at the
high symmetry point Γ does not uniquely constrain the
C6 Berry phase because multiple Wannier patterns could
give rise to the same symmetry representation.

Instead, we can find the Berry phase numerically. In
order to do this, we place the spin liquid on a finite torus

with 2π flux uniformly spread. We can then find that the
monopoles with definite C6 angular momentum, Φ†

1±Φ†
2,

transform under C6 with eigenvalues ±1. Note that using
a remaining phase ambiguity of the monopoles, we have
fixed the relative phase between Φ†

1 and Φ†
2 such that

C6(Φ
†
1) = Φ†

2, and both phase choices do not affect the
existence of the single nontrivial monopole.

Appendix D: Comments on Monopole-Antimonopole
Pairs

In this appendix, we analyze the relevance of other
operators in the zero flux sector, generated by single
monopole-antimonopole pairs Φ†Φ, to argue that the
DSL is a quantum critical point. In order for the DSL
to be an un-fine tuned quantum critical point, these op-
erators must all be irrelevant if they are invariant un-
der all microscopic symmetries. To begin, the all single
monopole-antimonopole pairs are charge neutral under
U(1)top, so we will label the operators by their global
SU(6) representation. As Φ and Φ† transform in the 20
representation of SU(6), Φ†Φ transforms as

20⊗ 20 = 1⊕ 35⊕ 175⊕ 189 (D1)

The singlet 1 corresponds to a four fermion term. The
most relevant operator in this channel is chiral and not
symmetry allowed, while the next most relevant operator
in this channel is symmetryt allowed but likely irrelevant,
with scaling dimension ∼ 4.35 from largeNf [94]. The 35
transforms like the adjoint and is therefore not symmetry
allowed. Lastly, there are allowed terms in the 175 and
189 channels, but both of these operators are likely ir-
relevant, with scaling dimensions approximately 4.41 and
3.84, respectively from large Nf [94]. Note that there are
operators in the 189 corresponding to four-fermion oper-
ators that have scaling dimension ∼ 2.92 from large Nf .
In general, these may be UV allowed, so we must assume
that they are irrelevant in order for the DSL to be a true
critical point. The assumptions we make here are simi-
lar to the ones made in in order for there to be a stable
Nf = 4 DSL on the triangular and kagome lattices [21],
and a DSL critical point on the square lattice [49].

Appendix E: The Kagome Lattice Chiral Spin Liquid

In this appendix, we consider the condensation of a
chiral (quantum Hall) mass ψψ, which breaks time rever-
sal and reflection symmetry, generating an intermediate
chiral spin liquid (CSL) phase at intermediate U . We re-
mark that while a CSL is found on the kagome lattice for
the Heisenberg coupling with chiral ring-exchange terms
[55, 95], one could imagine such a chiral state emerg-
ing through the spontaneous breaking of time reversal
and reflection. The CSL hosts topological order, anyon
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excitations, and gapless edge states. Moreover, the in-
duced Chern-Simons term from the singlet mass sup-
presses monopole proliferation as the monopoles will be-
come electrically charged and linearly confined [96, 97].
After integrating out the gapped fermions, the specific
topological order generated in this case is described by
the K-matrix

KCSL =

(
2 1

1 2

)
, (E1)

identical to that of the Halperin (221) quantum Hall
state [95], with three superselection sectors spanned by
an anyon a such that a3 = 1 and θa = 2π/3. The edge
theory contains two copropagating bosonic modes and
is captured by the SU(3)1 chiral Wess-Zumino-Witten
CFT.

Appendix F: PSU(3)s × PSU(2)v × U(1)top Anomaly

It is also insightful to consider the anomaly when we
break SU(6) → SU(3)s × SU(2)v. Such a branching
pattern is applicable as the action of the UV spin and
lattice/valley symmetries often decouple exactly this way
when embedded into the IR, including for our kagome

lattice ansatz and many other parton models. Therefore,
this can be considered as the effective global symmetry
in a mid-IR regime. We will proceed exactly as in the
main text, coupling the QED3 to SU(3)s gauge field As,
SU(2)v gauge field Av, and a U(1)top gauge field Atop.
As before, the dynamical U(1) gauge field coupled to the
Dirac fermions is denoted by a. Defining the classes ws2 ∈
H2(M4,Z3), wv2 ∈ H2(M4,Z2), and wTM2 ∈ H2(M4,Z2)
as the Brauer and Stiefel-Whitney classes of the SU(3)s,
SU(2)v, and tangent bundles respectively, we have the
cocyle compatibility condition∮

da

2π
+

1

3
ws2 +

1

2
wv2 +

1

2
wTM2 ∈ Z. (F1)

The cocycle condition restricts fields with charge 1 under
U(1) to be fermionic and transform in the fundamentals
of the corresponding spin and valley symmetry groups.
The presence of wv2 also leads to a fractional quantization
of the flux ∮

1

2
wv2 +

dAtop

2π
∈ Z. (F2)

To calculate the ’t Hooft anomaly, one can go through the
full calculation as in the pure QED3 case or take Eq. (55)
and use the symmetry breaking pattern to decompose
p1[A6] = 3p1[Av] + 2p1[Av]. In both cases, we obtain

Sbulk
2πi

= −1

2
p1[Av] +

∫
dAtop

2π
∧
(
1

2

dAtop

2π
+
ws2
3

)
(mod 1). (F3)

Notably, in Eq. (F3) there is the absence of a term
∼ ws2 ∪ wv2 , which would indicate a mixed anomaly be-
tween valley and spin flavor symmetries. This is is a gen-
eralization of the parity anomaly of Dirac fermions, and
while it would be present in cases Nf = 0 (mod 4), we
see it is absent here. Instead, there is only an anomaly
for the SU(2)v symmetry. Therefore, we expect that
without the monopole state, the Dirac spin liquid should
still be able to realize a gapped state with full SU(3)s
spin symmetry. As before one can still see the full bulk
action is time reversal invariant, although there is still

mixed time reversal anomalies with the flavor and flux
conservation symmetries.

The final term in Eq. (F3) contains the anomalies in-
volving U(1)top. Specifically, using similar arguments as
from the main text, one can see that the magnetic parti-
cles of U(1)top are still the Dirac fermions, which trans-
form in the SU(3)s and SU(2)v fundamentals.

Quite generally for pure QED3, we see that even after
decomposing the SU(Nf ) flavor symmetry into a ten-
sor product symmetry group as is common in parton
constructions and lattice models, the key aspects of the
QED3 anomaly structure are still present.
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