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Tensor networks are a compressed format for multi-dimensional data. One-dimensional tensor
networks—often referred to as tensor trains (TT) or matrix product states (MPS)—are increasingly
being used as a numerical ansatz for continuum functions by “quantizing” the inputs into discrete
binary digits. Here we demonstrate the power of more general tree tensor networks for this purpose.
We provide direct constructions of a number of elementary functions as generic tree tensor networks
and interpolative constructions for more complicated functions via a generalization of the tensor
cross interpolation algorithm. For a range of multi-dimensional functions we show how more struc-
tured tree tensor networks offer a significantly more efficient ansatz than the commonly used tensor
train. We demonstrate an application of our methods to solving multi-dimensional, non-linear Fred-
holm equations, providing a rigorous bound on the rank of the solution which, in turn, guarantees
exponentially scaling accuracy with the size of the tree tensor network for certain problems.

I. Introduction

High-dimensional data structures are ubiquitous in the modern sciences. They have an inherit exponential scaling
with the number of dimensions, making any direct “brute force” approach to their representation quite limited. Tensor
networks are a compression of high-order tensors into an interconnected collection of smaller tensors [1–14]. When the
data possesses certain low-rank structure this compression can be extremely effective and turn an exponential-scaling
problem into a polynomial one. The most common tensor networks take the form of one-dimensional chains of order-
three tensors known as tensor trains (TT) or matrix product states (MPS). Their effectiveness has been demonstrated
for a number of scientific problems ranging from one-dimensional quantum physics [15–17] to modeling the spread of
disease [18, 19].

Tensor trains also offer a somewhat unconventional numerical methodology for problems in continuous space [20–
31]. Using an encoding of the relevant continuous variables into binary strings of length L, mathematical functions
on a grid with spacing O(exp(−L)) can be represented with a train of O(L) order-three tensors. Such an ansatz is
commonly referred to as a quantics tensor train (QTT) and has opened up a new field of tensor train-based numerical
methods. Whilst tensor trains are known to be highly effective for smooth, one-dimensional functions [32], higher-
dimensional functions can pose significant difficulties, typically requiring much larger ranks for the tensors in the train
and thus larger computational resources. Other than mathematical and computational simplicity, however, there is
no reason to limit these tensor-based numerical methods to trains. Tensor networks of more complex topology—which
have proven fundamental in the field of two- and three-dimensional quantum simulation [33–38]—offer a whole new
degree of freedom, allowing more structured, complex correlations to be encoded between the underlying variables
(which, in this context, are the binary digits). Several works have considered ansatzes beyond the tensor train for
representing multivariate functions. Specifically: multiple tensor trains coupled via their leading tensors [39, 40],
“functional” tensor trains where the individual tensors in the train constitute matrix-valued functions [41, 42] or
heirarchical tucker decompositions where the binary variables are placed solely at the leaves of the tree and correlated
with each other via their parents [43, 44]. Very few methods are available in this domain, however, for working
with tensor networks of more generic topology and little is understood about how their structure determines their
effectiveness at representing a given continuous function.

In this work we rectify this lack of information and methods for working with higher-dimensional tensor networks
in the context of representing continuous functions and solving numerical problems. We focus on tree tensor networks
(TTNs) as the absence of loops guarantees they can be contracted with computational resources scaling polynomially
in the network parameters. First, we introduce direct constructions of several elementary functions, including poly-
nomials, on arbitrary tree tensor networks with tensor ranks bounded independent of the network. We then describe
a generalization of the tensor cross interpolation algorithm [29, 30, 45, 46] to any tree tensor network — allowing the
active learning of general, multi-dimensional target functions f(x) into a TTN format. We benchmark these methods
for various functions — showing in the multi-dimensional case how more structured TTNs can be a significantly more
effective ansatz than tensor trains. Finally, we introduce a new iterative tree tensor network-based solver for Fredholm
integral equations: showing how the size of the tensors in the final output of the solver can be bounded in terms of
the size of the tensors in the integral kernel, guaranteeing the effectiveness of the method for kernels which can be
represented as a tree tensor network with fixed internal dimensions.
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FIG. 1. a-c) Representations of the two dimensional function f(x) = f(x1, x2) with the continuous variables x1, x2 ∈ [0, 1)
encoded as binary strings x1 = 0.x1,1x1,2x1,3x1,4 and x2 = 0.x2,1x2,2x2,3x2,4 of length four. a) The actual values of the function
over the domain specified by the binary digits can be encoded as a single order 8 tensor. b) Quantics tensor train or Matrix
Product State representation of the order 8 tensor with a binary digit ordering commonly referred to as ‘sequential’. c) An
example of a tree tensor network (TTN) representation of the order 8 tensor. d) Top: We use the notation T(i,j) to refer to
the local tensor in a tree corresponding to the binary digit xi,j – the jth most significant binary digit in the decomposition of
the ith continuous variable xi. This tensor has z(i,j) ‘virtual’ indices (black lines) connecting it to its neighbors in the tree and
a single external index (dotted line) corresponding to the binary variable x(i,j) ∈ {0, 1}. Bottom: We use T(i,j)(xi,j) to refer to
the order z(i,j) tensor which is a slice of T(i,j) for the given value of xi,j .

II. Preliminaries

A tensor Tv is a function which maps discrete variables (which we refer to as its indices) to numbers, i.e.
Tv(a1, a2, . . .) ∈ C with ai ∈ [1, 2, . . . , di]. A tensor network is an interconnected network of tensors: each ver-
tex of the network v ∈ V , with V the set of vertices of the network, hosts a tensor Tv and the edges of the network
dictate which tensors share common ‘virtual’, ‘internal’, or ‘bond’ indices that are implicitly summed over. The
maximum dimension of any of the virtual (or bond) indices in the network is referred as the bond dimension or rank
χ of the tensor network. Each tensor of a tensor network can also have external indices not common to any other
tensors in the network. Defining I as the set of all indices in the network, α as the set of all indices which appear
twice (i.e. are shared by two tensors) and x = I \α as the set of all external indices we have

T (x) =
∑
α

∏
v∈V

Tv(Iv), Iv,α ⊆ x, (1)

with Iv the indices possesed by the tensor Tv. The tensor network T thus corresponds to a factorization of a single
tensor with indices x. Some example tensor networks are illustrated in Fig. 1b) and c) along with the tensor they
are representing in Fig. 1a).

In this work the external indices of the network represent discrete variables which decompose a series of n continuous
variables x = (x1, x2, ..., xn) ∈ [0, 1)n in a binary manner. For a given continuous variable xi the binary decomposition

reads xi =
∑L

j=1
xi,j

2j where the xi,j ∈ {0, 1} are the binary variables or bits which are each represented by an external

index of dimension 2 in the tensor network [47]. The 2nL possible binary strings, or configurations of the bits, realises
a uniform discrete grid for x ∈ [0, 1− δ]n where δ = 2−L is the grid spacing in each dimension which is exponentially
‘fine’ in the number of bits. Unless specified otherwise we will focus on the case where each tensor in the network
contains one external index and therefore corresponds to one binary digit xi,j in the decomposition of a continuous
variable xi. We will focus exclusively on tensor networks which are trees, i.e. networks where the virtual indices do
not form loops. We should emphasize that this is related, but not the same as the previously introduced hierarchical
tucker format [43, 44, 48] where the binary variables live only on the leaves of the tensor network and tensors in the
bulk are simply factors that mediate correlations between them and do not contain the external variables. The fact
the tensor networks we consider do not contain loops this means that they can be optimised and contracted (for a
given configuration of their binary variables) efficiently and we will refer to them as tree tensor networks (TTNs).

The TTNs in this paper have a structure specified by a labelled tree T where each of the vertices corresponds to
a single binary digit xi,j in the decomposition of xi. We will use the notation T(i,j) to denote the tensor on a given
vertex and T(i,j)(xi,j) to refer to a given ‘slice’ of that tensor T(i,j) for a specific value of xi,j ∈ {0, 1}, effectively
viewing it as a ‘function’ of the binary variable xi,j . Each T(i,j)(xi,j) is just another tensor and has order zi,j : the
co-ordination number of the given vertex xi,j in the tensor network. This idea is illustrated in Fig. 1d. We refer
to the zi,j indices connecting a local tensor to its neighbors as ‘internal’ or ‘virtual’ indices. We frequently use the
notation αi,j = (α1, α2, . . . αzi,j ) to denote the virtual indices on the tensor T(i,j) and index them starting from 0, i.e.
αk = 0, 1, 2, . . . ,dim(αk).

The tensor network effectively encodes the values for some function f(x) over the uniform discrete grid x ∈ [0, 1−δ]n
with 2nL grid points. A fixed ‘configuration‘ of its external indices uniquely specifies a value for x. The contraction of
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the resulting network yields the scalar T (x) that approximates f(x). Such a contraction can be done in O(nLχz) time,
where z is the maximum co-ordination number of any of the tensors in the network: i.e. z = sup{z1,1, z1,2, . . . , zn,L}.
We illustrate two example tree tensor networks in Fig. 1 as decompositions of a two-dimensional function. In this work
we will provide methods for constructing functions as a tensor network with any choice of labelled tree T , allowing
us to compare the effectiveness of different tree structures.

III. Constructing functions as tree tensor networks

Here we detail how to construct various functions as tree tensor networks of generic topology. We first describe a
direct methodology for certain functions via explicit setting of the tensor elements in the network and provide rules
for adding and multiplying functions which greatly expands the space of functions which can be exactly represented.
We then provide an indirect methodology for more generic functions via the tensor cross interpolation algorithm,
which variationally minimizes the infinity norm between the tree tensor network and some desired function.

A. Direct construction

Certain elementary functions are factorizable as a product of separate functions for each bit f(x) =
∏n

i=1

∏L
j=1 f(i,j)(xi,j).

The corresponding tensor network thus has rank or bond dimension one, with local tensors T(i,j)(xi,j) = f(i,j)(xi,j)
with either no virtual indices or virtual indices of dimension one, allowing them to be “trivially” represented on any
desired topology. Three such classes of rank-one functions are:

• Constant functions: f(x) = c =
∏n

i=1

∏L
j=1 c

1
nL .

• Exponential functions: f(x) = cek·x+a =
∏n

i=1

∏L
j=1 c

1
nL eki

xi,j

2j
+a with a, c ∈ C and k = (k1, k2, ..., kn) ∈ Cn.

• Dirac delta function: f(x) = δ(x − x̃) =
∏n

i=1

∏L
j=1 2δxi,j ,x̃i,j

where δn,m is the Kronecker delta function and

x̃i,j is the setting of digit (i, j) in the binary decomposition of x̃.

Polynomials - A more non-trivial case is that of polynomials of degree d. Here we will provide a construction of

the one-dimensional degree d polynomial p(x) =
∑d

k=0 ckx
k with c0, c1, . . . cd ∈ C on any tree tensor network where

the bond dimension will be χ = d+ 1, independent of the choice of tree. As we are working in one dimension we will
drop the dimension subscript i in our notation for xi,j and the local tensor T(i,j), i.e. xi,j → xj and T(i,j) → Tj .

First we pick any of the binary digits for the continuous variable x and designate it as xr. For j ̸= r the local tensor
is Tj and we will denote its elements as Tj(xj)α1,α2,...,αzj−1,β where β is the virtual index corresponding to the edge

which separates xj from xr and the α1, α2, . . . , αzj−1 denote the remaining virtual indices of the tensor. For j = r we

define the on-site tensor T̃r and its elements as T̃r(xr)α1,α2,...,αzr
.

The elements of the tensors in the network are then

Tj(xj)β =
(xj
2j

)β

j ̸= r, zj = 1

Tj(xj)α1,α2,...,αzj−1,β = Cα1,α2,...,αzj−1,β

(xj
2j

)fα1,α2,...,αzj−1,β

j ̸= r, zi,j > 1

T̃r(xr)α1,α2,...,αzr
=

d∑
β=0

cβCα1,α2,...,αzr ,β

(xr
2r

)fα1,α2,...,αzr ,β

(2)

where we have introduced

fa1,a2,...,an,b = b−
n∑

i=1

ai (3)

and

Ca1,a2,...,an,b =


(
b
a1

)
n = 1 and fa1,a2,...,an,b ≥ 0(

b
a1

)∏n−1
i=1

(
fa1,a2,...,an−i,b

an−i

)
n > 1 and fa1,a2,...,an,b ≥ 0

0 Otherwise

(4)
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for arbitrary integers a1, a2, . . . an and b. The cβ are the coefficients of the polynomial. In the supplementary material
we prove that this tree tensor network will contract to the one-dimensional polynomial f(x) for any configuration
of its external indices. We also describe how to elevate the construction to the multidimensional case f(x) = p(x)
with x ∈ {x1, x2, . . . , xn} when there are external indices which decompose continuous variables other than x. We
emphasize that our construction here is completely general and works on any tree: in the case the tree forms a
one-dimensional path our result reduces to the known quantics tensor train construction [24, 32]

Multiplication and Addition

The direct constructions above can be combined with rules for multiplying and adding together tensor networks
to vastly expand the space of possible functions which can be realised. We detail these below for a generically
structured tensor network, emphasizing that in the case the tree forms a one-dimensional path our rules reduce to
the well-established formalism for adding and multiplying QTTs [49, 50].

Addition - Consider two tensor networks which are defined over the same labelled tree T and encode two functions
t1(x) and t2(x) and have bond dimensions χ(1) and χ(2). We define their local tensors as T (1)

(i,j) and T (2)
(i,j). The external

index on a given vertex is common is between the two networks (i.e. it encodes the same binary digit) but virtual
indices are not. We define the ‘addition’ of the two tensor networks as a new tensor network over the same labelled
tree T with on-site tensors T̃(i,j) which are defined via T̃(i,j)(xi,j) = T (1)

(i,j)(xi,j) ⊕ T (2)
(i,j)(xi,j) where ⊕ represents the

tensor direct sum. By the definition of the direct sum, the dimension of the virtual indices of T̃(i,j) is the sum of the

two corresponding virtual indices in T (1)
(i,j) and T (2)

(i,j). It follows that, for a given configuration of the external indices

of the new network, the contraction will yield t̃(x) = t1(x) + t2(x) and the bond dimension of the new network is
χ = χ(1) + χ(2).

Multiplication - Consider again two tensor networks which are defined over the same labelled tree T and represent
two functions t1(x) and t2(x) and have bond dimensions χ(1) and χ(2). We define the ‘multiplication’ of the two

networks as a new tensor network over the same labelled tree T with resulting on-site tensors T̃i,j which are defined

via T̃i,j(xi,j) = T (1)
(i,j)(xi,j) ⊗ T (2)

i,j (xi,j), where ⊗ denotes the tensor outer product. The tensor T̃i,j thus has 2zi,j
virtual indices, and one external index corresponding to the digit xi,j . There are two virtual indices for each edge in
T and these pairs of indices can be combined together into a single index to recover a tensor network over T but with
the dimension of the virtual index on a given edge being the product of the dimension of the corresponding indices
for that in the original tensor networks. The bond dimension of the new network is thus χ = χ(1)χ(2). It follows that,
for a given configuration x of the external indices the new tensor network contracts to t̃(x) = t1(x)t2(x).
Example - The hyperbolic function f(x) = c cosh(k · x+ a) with a, c ∈ C and k = (k1, k2, ..., kn) ∈ Cn can be built

as a tensor network over any labelled tree T with χ = 2 by combining the exponential definition and the rule for
addition. The local tensor elements are

T(i,j)(xij)α1,α2,...αzi,j
=


(
c
2

) 1
nL exp(ki

xi,j

2j + a) α1 = α2 = . . . = αzi,j = 0(
c
2

) 1
nL exp(−ki xi,j

2j − a) α1 = α2 = . . . = αzi,j = 1

0 Otherwise.

(5)

B. Interpolative Construction - Tensor Cross Interpolation

The tensor cross interpolation (TCI) algorithm, also known as TT-cross, computes or “learns” a tensor network
T (x) which interpolates a “target” function f(x) [45, 51–54]. Assuming that the function can be computed efficiently
for arbitrary inputs, the TCI algorithm queries the function at adaptively determined points known as “pivots” to
improve tensors in the network, attempting to minimize the infinity norm supx(|f(x) − T (x)|) while dynamically
adapting the ranks of the network. Though TCI is formally defined for functions of discrete variables f(i1, i2, . . . , in),
it can be applied to continuum functions by approximating continuous inputs x as binary index collections as in
Sec. II.

TCI is conventionally formulated for tensor trains (tensor networks with a one-dimensional topology), but here we
generalize it to arbitrary tree networks. To understand the tree generalization of TCI, it is useful to define a tensor
network gauge we call the “interpolative gauge”. In this gauge, some specific local tensor T(i,j), known as the “center”
tensor, has the property that each of its elements corresponds exactly to an entry of the “full” tensor represented by
the entire network (i.e. that would be formed by contracting all of the tensors in the network together). The other
tensors in the network act to interpolate the values of the full tensor not contained in the center tensor. Thus the
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FIG. 2. The interpolative gauge. a) Tree tensor network for a two dimensional function f(x) = f(x1, x2) with the external
indices decomposing the two continuous variables into binary strings of length three. b) The settings on the virtual indices
α1, α2, α3, . . . of a local tensor map to configurations of the binary digits which the given edge connects to that local tensor. An
example mapping is given by the tables shown. c) In the interpolative gauge, one of the tensors in the TTN has the property
that their elements, for a given configuration of their virtual indices and external index, are equivalent to the contraction of the
whole network for a specific setting of all the binary digits. This information is encoded via the mapping between virtual indices
and external ones. The tensor cross interpolation (TCI) algorithm is an active learning algorithm which utilizes this gauge to
move through the network, changing the gauge centre and updating neighboring pairs of local tensors in order minimize the
infinity norm between their values T(i,j)(xi,j)α and some set of interpolation points of a target function f(x).

interpolative gauge gives one access to or knowledge of certain values of the (exponentially large) full tensor through
smaller, local network tensors.

Going into more detail, the center tensor has elements T(i,j)(xi,j)αi,j
, where αi,j = (α1, α2, ..., αzi,j ) are special

values of the virtual indices of T(i,j). In the interpolative gauge, additional “pivot” information is stored alongside
these values saying how they map onto settings of the external indices. Figure 2a) shows a network whose center
tensor is T(2,1). Pivot entries are shown for the virtual indices in Fig. 2b), for example setting α1 = 0 corresponds to
setting (x1,1, x1,2, x1,3) = (1, 1, 0). In particular, as illustrated in Fig. 2(c), the elements T(2,1)(x2,1)α1,2=(1,0,0) of the
center tensor correspond exactly to the full tensor values T (0, 0, 0, x2,1, 0, 1).

On a tree tensor network, the TCI algorithm starts by making an initial guess for the tree tensor network and
bringing it into the interpolative gauge. After choosing some tensor to be the root of the tree, one matricizes the
leaf tensors and computes an interpolative decomposition of the resulting matrices. The interpolative decomposition
(ID) of a matrix M is a factorization M ≈ CZ such that the columns of C are specific columns of the matrix M
and Z interpolates any remaining columns of M not contained in C. If the matrix M has approximate rank r, then
C can be chosen to have slightly more than r columns. (For further discussion of computing ID factorizations with
the fewest number of columns, see Refs. [54, 55].) After computing the ID of the leaf tensors, they are replaced by
the Z matrices and the C matrices are contracted into the parent tensor up the tree. The algorithm continues by
next computing the ID of these parent tensors and multiplying the C tensors toward the root until all of the network
consists of interpolating Z tensors.
Once in the interpolative gauge, the interpolation quality can be improved by contracting the center tensor with a

neighboring tensor. The resulting combined tensor denoted Π no longer contains exact values of the full tensor, but
is only an interpolation. This fact allows one to check point-wise how well the interpolation is matching the target
function, and values which deviate by too much can be replaced by exact values obtained by calling the function.
More efficient update strategies, which we do not use this work, can be defined such as “rook pivoting” or “block
rook pivoting” [52, 54]. After the update, an interpolative decomposition is performed on the Π tensor to restore the
interpolative gauge and move the center to the neighboring location. The full algorithm proceeds by contracting the
new center with another neighbor, updating, and so on until every bond of the tree is visited once, comprising a single
full “sweep” of the algorithm.

IV. Numerical Results for Function Construction

In this section we will compare the effectiveness of different tree tensor network topologies for representing a target
function f(x), using both direct methods and the tree tensor cross interpolation algorithm. The structure of the
tensor network is specified by a labelled tree T and we will assess the effectiveness of such a tree by the error measures

ϵ =
1

|g|
∑
x∈g

|f(x)− T (x)|, ϵ∞ = |f(x)− T (x)|∞ = supx∈g|f(x)− T (x)| (6)

where T (x) corresponds to the contraction of the given tensor network for a specified configuration x of the external
indices. Here, g is a randomly chosen subset of the full 2nL grid points which is taken to be sufficiently large to avoid
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FIG. 3. Comparison of different tree tensor networks, with L = 16 vertices, for compressing two different one-dimensional
functions f(x) with a binary decomposition x = 0.x1x2...x16. Error ϵ is calculated via Eq.(6), sampling the function over 103

random grid points. The different labelled trees used are shown at the top and the bits are numbered from most significant
to least significant: with the most significant digit circled in red. Two functions are considered. Top plots) the Laguerre

polynomial f(x) = Ln(x) =
∑n

k=0

(
n
k

) (−1)k

k!
xk with n = 40 and Bottom plots) the Weierstrass function f(x) =

∑n
k=1

sin(πkax)
πka

with a = 3 and n = 25. Left panels: Sketch of the functions considered over x ∈ [0, 1]. Inset of d) shows a zoomed-in region of
the function with data points corresponding to the values obtained from the Bident tree tensor network with χ = 36. Middle
panels: Error versus bond dimension of the tensor networks. Right panels: Error versus memory requirement for storing the
tensor networks —assuming 8 bytes for a floating point number.

any sampling bias. The same subset g is used when comparing the efficacy of different TTNS for the same function
f(x).

1D Function Construction - We consider two emblematic single-variable functions: a Laguerre polynomial and a
truncated series representation of the Weierstrass function. We compare these functions represented on three different
labeled trees in Fig. 3: a one-dimensional path (i.e. a QTT) with the most-to-least significant bits ordered from left to
right, a binary tree with the more significant bits nearer the root, and a three-pronged tree with the most significant
digit on the end of one of the prongs. We use our direct constructive methods to build an exact tensor network
representation of a given target function f(x) on the specified labelled tree and then compare the effect on the error
ϵ when systematically truncating down the bond dimension of the network (via an singular value decomposition of
local pairs of tensors) from χ = χmax to χ = 1.

For the Laguerre polynomial the function is continuous and smooth. We find, despite the high-order nature of
the polynomial, that the function can be represented with an error of ϵ ∼ 10−12 with maximum bond dimension
χ = 7 on any of the labelled trees. The tensor train with sequential digit ordering (x1, x2, ..., xn) is slightly more
effective in terms of error vs required memory to store the tensor network. The Weierstrass function, meanwhile, is
a more complex function. Whilst we consider only a truncated version of its infinite trigonometric series, the limit is
a nowhere differentiable function. This complexity explains why a much larger bond dimension is required to exactly
capture the finite-series realisation of the function (χ ∼ 40). Here we find that the tensor train ansatz with sequential
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FIG. 4. Comparison of different tree tensor networks for compressing the three dimensional function f(r) =
∑n

j=1 cos(jkj · r)
with n = 30, r = (x, y, z) and kj = (kx

j , k
y
j , k

z
j ) with kα

j ∈ N (0, 1). Error is calculated as ϵ via Eq.(6), sampling the function

over 103 random grid points. Different trees used are shown at the top. Bits for x, y and z are coloured in green, grey and
light blue respectively and numbered sequentially from most significant to least significant. a) Error versus bond dimension.
Inset shows a heatmap of the function at z = 1

2
. b) Error versus memory requirement for storing the tensor networks —

assuming 8 bytes for a single floating point number. c) Mutual information matrix encoding the correlations between the
binary digits. Calculated by sampling the function 104 times to build up an approximate reduced density matrix for the given
paur of bits. Each dashed block encodes the matrix of correlations between the bits of two given dimensions. d) Absolute error
over one-dimensional slices of the function. Bar chart shows memory requirements on the right for the specified TTN with the
maximum bond dimension of the network also shown. Inset (black line) shows a slice of the function for y = 1/2 and z = 1/2,
with corresponding results for the coupled binary tree tensor network at χ = 18.

digit ordering is noticeably more effective than the other labelled trees. The tensor train corresponds to a network
with the lowest co-ordination number whilst still being connected. This directly translates into the lowest memory
cost of χ2 for the tensors in the network. Moreover for typical one-dimensional functions the leading bits, and their
correlations with each other, are the most important and so by clustering them all at the start of the train this allows
the ansatz to capture those fundamental correlations at a low cost.

3D Function Construction - In Fig. 4 we move on to consider a three-dimensional function which is the sum of
n = 30 random plane waves of increasing frequency and compare three topologies: two tensor trains with different,
commonly used, digit orderings (interleaved and sequential) and a tree consisting of three separate binary trees, one
for each dimension, coupled together at their roots (where the most significant bits are placed). Here we find that this
coupled binary tree tensor network (BTTN) is a better ansatz for the function at hand and compresses much more
effectively under truncation of the internal bonds. For a fixed memory cost it can achieve orders of magnitude lower
error than the trains. For instance, it is able to represent the function with an error ϵ ∼ 10−6 with a bond dimension
of χ = 15 whilst the tensor trains each require a bond dimension of χ = 30 to reach such an error. As n = 30 the
function can be represented exactly on any network with a bond dimension χ = 30 and thus this shows that the
tensor trains are an ineffective representation. In Fig. 4d) we show the absolute error over multiple one-dimensional
slices of the function of the tree TTNs for fixed bond dimensions. Despite having a slightly lower memory cost than
the tensor trains, the error in the BTTN is consistently several orders of magnitude lower than them.

To support our analysis, we also compute the correlation measure M(xA, xB) between two binary digits xA = xi,j
and xB = xi′,j′ for a given function f(x) by interpreting the function values as coefficients of a wavefunction and
computing the quantum mutual information M(xA, xB) [56] by building an approximate representation of the two-
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FIG. 5. Comparison of the effectiveness of different tree tensor networks with L = 16 bits per dimension for learning the
multinormal probability density function f(r) ∝ exp(−((r−µ)TM−1(r−µ)) via the tensor cross interpolation algorithm. Here
M is an n × n covariance matrix and µ = (µ1, µ2, ..., µn) is the mean vector. We consider n = 3 with r = (x, y, z) ∈ [0, 10)3

and µ = (5, 5, 5). Results are obtained from drawing N = 10 instances of M (M1,M2, . . .M10) from the LKJ distribution [57]
with shape parameter η = 50. Different trees used are shown at the top. Bits for x, y and z are coloured in green, grey and
light blue respectively. The most significant digit in each dimension is circled in red. a-b) Error ϵ, calculated via Eq. (6) after
n = 10 sweeps of the TCI algorithm, versus bond dimension and memory cost for the tensor networks. The solid lines shows
the mode of the error over the 10 realizations of M whilst the shaded area shows the range of the error, i.e. for any M sampled
the error ϵ for a given bond dimension. Inset) shows a heatmap of the function over (x, z) ∈ [3, 7]2 with y = 1

2
. c) Average

value for the infinity norm ϵ∞ (see Eq. (6)) over a given sweep of the TCI algorithm for M = M1 and the three tensor networks
at the specified bond dimensions and memory cost.

body reduced density matrix ρA,B via sampling of the function (see Supplementary Material for calculcation details).
The value of M(xA, xB) is a good proxy for the correlations between the two bits and the larger this value the closer
bits xA and xB will need to be in the tensor network in order to accurately encode their correlations with a fixed
bond dimension. The plot of the mutual information matrix in Fig. 4c show that the most significant binary digits
are strongly correlated with the other significant bits within their dimension and with those in other dimensions.
Meanwhile, the least significant bits are typically correlated only with bits within their respective dimension. These
lead us to understand why the structured tree is far more effective: it keeps the more significant bits in a given
dimension clustered together and close to their counterparts in other dimensions. Meanwhile the least significant bits
are far from those in other dimensions, which is acceptable because they are very weakly correlated. We emphasize that
our results here are not specific to the random frequencies and amplitudes chosen: we observed the same qualitative
results for any random realisation of the plane wave frequencies.

TCI Function Construction - In Fig. 5 we use the TCI algorithm to build representations of the trivariate gaussian
probability density function f(r) ∝ exp(−(r − µ)TM−1(r − µ)) where r = (x, y, z), µ = (µx, µy, µz) is the mean
vector, and M is a covariance matrix which we sample from the Lewandowski-Kurowicka-Joe (LKJ) distribution with
shape parameter η = 50 [57], which controls the weight of the off-diagonal correlations. We compare results from
the TCI algorithm when varying the maximum allowed bond dimension for different tree tensor networks: two tensor
trains with commonly used digit orderings (sequential and interleaved) for multi-dimensional functions and a comb
tree tensor network consisting of sequentially ordered tensor trains (CTTN - Seq) coupled by their most significant
digit.

Similarly to our results for random plane waves we find that for all covariance matrices we sample, the comb tree
systematically outperforms the tensor trains. Firstly, for a fixed memory cost it achieves orders of magnitude lower
error ϵ than the tensor trains (see Fig. 5b). Moreover, the variance in the error vs memory curves is much lower
than for the quantics tensor train with an interleaved ordering, indicating it is a much more effective and consistent
ansatz. The variance for the QTT with sequential ordering is also very low, but the errors are drastically worse than
the other two ansatzes (we are unable to converge the error to below ϵ ∼ 10−2 for any of the covariance matrices
sampled). This low variance is therefore just an indicator that the ansatz is consistently poor.

We emphasize that the effectiveness of the comb tree in comparison to the tensor trains is not at all specific to the
shape parameter η we chose. In the Supplemental Material we also show results for η = 1, which is equivalent to
sampling uniformly from the space of all covariance matrices. For any givenM the structured tree offers a significantly
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better ansatz than the tensor trains: with many orders of magnitude lower errors for a given memory cost. Due to the
lower value of η, however, the variance (i.e. the size of the shaded area in Fig. 5) in the bond dimension / memory
required to accurately represent the function is much higher because certain matrices are sampled which have very
significant correlations between the continuous variables. This makes the function harder to represent with a TTN
ansatz.

V. Application: Solving Non-linear Fredholm Equations with Tree Tensor Networks

Integral equations arise in many different scientific domains [58]. Analytical solutions of such equations are typically
difficult to find and thus numerical methods are vital[59–61]. Here we use the methods introduced in this paper to
define an iterative tree tensor network (TTN) based numerical algorithm for Fredholm integral equations of the second
kind. The solution is represented as a TTN and following the methods introduced in the paper, there is complete
flexibility over the structure of the tree chosen.

We focus on the following Fredholm equations of the second kind

f(x) = g(x) + λ

∫
t∈[0,1)n

K(x, t)fα(t)dt α ∈ N, (7)

where x = (x1, x2, . . . xn) ∈ [0, 1)n and t = (t1, t2, . . . tn) ∈ [0, 1)n. The integral kernel is K(x, t) : [0, 1)n× [0, 1)n → R
and g(x) : [0, 1)n → R is a given function. We wish to find the solution f(x) : [0, 1)n → R, setting λ = 1 without loss
of generality. In our examples we will focus on the non-linear case (α > 1), however our algorithms and analysis also
apply straightforwardly to the linear case (α = 1) as well.
We consider a tree tensor network defined over a labelled tree Tx as the ansatz for f(x) and perform the itera-

tive procedure illustrated in Fig. 6) to attempt to solve Eq. (7). The procedure is also given in “pseudo code” in
Algorithm 1. The kernel K(x, t) is constructed over the tree Tx ∪ Tt, where Tt is identical to Tx except the vertices
have been relabelled x(i,j) → t(i,j). A single edge ex↔t is added to Tx ∪ Tt between one of the binary digits in x
and one in t. The larger the rank of the kernel, the larger the dimension of the virtual index αex↔t corresponding
to ex↔t will need to be for an accurate representation. One can view such a TTN construction of the kernel as

the finite-rank decomposition K(x, t) =
∑dim(αex↔t )

i=1 u(i)(x)v(i)(t) where the function u(i)(x) is represented with a

TTN with structure specified by Tx and v(i)(t) is represented with a TTN with identical structure specified by Tt.
Importantly, our generic TCI algorithm provides us with a method to approximately identify such a decomposition.

The partial integration of fα(t)K(x, t) over t is performed by multiplying the tensors with external indices cor-
responding to bits in t with the vector Ti,j = ( 12 ,

1
2 ) and then contracting away those tensors. This process can be

written diagrammatically as:

,

Importantly, the bond dimension of the tree tensor network at the end of each iteration is guaranteed to be bounded
by χg + χK,T where χg is the bond dimension of g(x) and χK,T is the bond dimension of K(x, t) in the subtree Tx.
Thus the success of the algorithm relies on finding accurate, low bond dimension representations of K(x, t) and g(x)
on the given labelled tree. This is because if an accurate tensor network representation of K(x, t) and g(x) can be
found with bond dimensions that do not scale with the size of the network, then the algorithm complexity scales with
O(L) whilst the error on the integration scales as O(exp(−L)). Thus the complexity of the algorithm is based on the
representation of K(x, t) and g(x) as opposed to the integration itself: which can be a limitation of DNS solvers such
as that outlined in Ref. [61].

In Fig. 6 we present results from this method for two example non-linear Fredholm equations, with known two-
dimensional solutions [61]. In both examples we take Tx to be a tree formed from a pair (one for each dimension)
of binary trees of depth k coupled by their roots (see Fig. 6 for more details). The more significant bits are placed
nearer the roots of the tree. The examples we use correspond to

• Example I: K(x1, x2, t1, t2) = x1x
2
2t1/6, α = 3 and g(x1, x2) = sin(x1)− cx1x

2
2 with c = (1− cos(1)(sin2(1)/2 +

1))/18. The exact solution is f(x1, x2) = sin(x2).
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Algorithm 1 Tree tensor network method for solving the non-linear Fredholm equation — see Eq. (7)

Given (by using the TTN construction methods specified in Sec. III): Tree tensor network (TTN) representing the initial
guess f1(x) with structure specified by the labelled tree Tx. TTN representing g(x) with structure given by Tx. TTN
representing K(x, t) with structure represented by Tx ∪ Tt. Where Tt is a copy of Tx but with the external indices mapped:
x(i,j) → t(i,j). There is one additional edge between Tx and Tt in Tx ∪ Tt.
for i in 1 : N do

Remap Variables: fi(t)← fi(x) ▷ The mapping is achieved via the index relabelling xi,j → ti,j .
Multiply (Sec. IIIA): fi(x, t)← K(x, t)fα

i (t)

Integrate (Sec. V): fi(x)← fi(x, t)
∏n

i=1

∏L
j=1 Ti,j(ti,j) ▷ Ti,j(ti,j) =

1
2
∀i, j.

Add (Sec. IIIA): fi+1(x)← fi(x) + g(x)
end for

FIG. 6. Tree tensor network method for solving (non-linear) Fredholm equations of the second kind f(x) = g(x) +∫
t
fα(t)K(x, t)dt. a) An initial guess for the target function f(x) is constructed as a tensor network over a labelled tree.

The additive function g(x) is constructed as a tree tensor network of the same structure. The kernel K(x, t) is then con-
structed over as a tree tensor network formed from two copies of the tree, with one encoding the ‘real’ variables x and the
other the auxiliary variables t. A single edge is also added between the two trees. The Fredholm equation can then be solved
by the iterative steps expressed at the bottom and outlined in Alg. 1 b) Results for two different Fredholm equations with a
two dimensional solution f(x) = f(x1, x2). Explicit expressions for K(x1, x2, t1, t2) and g(x1, x2) are given in the main text.
The structure of the underlying tree for f(x) is shown at the bottom with the binary digits numbered by their significance: the
most significant digit in each dimension is circled in red. Error ϵ is calculated as in Eq. (6), sampling over 100 random grid
points and comparing to the values for the exact solution, versus iteration of the solver. Dashed lines show the converged error
from the Direct Numerical Simulation (DNS) results of Ref. [61] with N = 10, 100 and 1000 grid points. Left plot) Results
for example 1 where the exact solution is f(x1, x2) = sin(x2). Right plot) Results for example 2 where the exact solution is
f(x1, x2) = 1/(1 + x1 + x2)

2.

• Example II: K(x1, x2, t1, t2) =
x1(1+t1+t2)

1+x2
, α = 2 and g(x1, x2) = 1/(1 + x1 + x2)

2 − x1/(1 + x2)/6. The exact

solution is f(x1, x2) = 1/(1 + x1 + x2)
2.

In the first example all of the relevant functions can be constructed exactly using our direct construction method for
polynomials. In the second we are able to use TCI to construct g and K on the trees Tx and Tx ∪ Tt with errors on
the order of the grid spacing ϵ ∼ O(2−L) whilst only using a bond dimension χ ≤ 10. The structure of Tx is shown
in Fig. 5.

We show the results of the solver in Fig. 6b starting from a tensor network of bond dimension χ = 1 representing
the constant function f1(x1, x2) = 1. In each example, we observe convergence of our solution to a given error ϵ
(in comparison to the exact solution) which is controlled by the number of bits L which we take to decompose each
continuous variable. Notably, the errors we achieve are always on the order of the grid spacing ϵ ∼ O(2−L), which is
the error in our representation of K and g and our integration technique. For sufficient L this exponential precision
allows us to reach a much higher accuracy than the quadrature-based DNS methods benchmarked in Ref. [61].
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VI. Conclusion

In this paper we have introduced the tree tensor network (TTN) ansatz for representing functions and solving
problems in continuous space, generalising beyond the almost-exclusively used one-dimensional tensor train ansatz. We
provided direct and indirect (via an extension of the tensor cross interpolation algorithm) methods for constructing tree
tensor network (TTN) representations of mathematical functions. We identified a direct construction of polynomial
functions, with an upper bound on the maximum bond dimension in the tree which is independent of the network
topology. For multi-dimensional functions we find that TTNs with more complex structure — such as comb tree tensor
network (CTTN) and coupled binary tree tensor networks (BTTN) — can be a much more effective ansatz than the
(quantics) tensor train. This is because these more structured TTNs can simultaneously keep the leading binary
digits close to their counterparts within the same dimension and in other dimensions. Using the tools introduced
in this paper we introduced a new iterative TTN-based solver for non-linear Fredholm integral equations. For our
algorithm, provided the iterative solver converges, the bond dimension of the solution is boundable in terms of the
bond dimension of the kernel.

Looking forward, an important outstanding question is identifying a relevant cost function, and a search algorithm
for finding the tree corresponding to its extrema, which allows one to identify good candidates for the correct tree
structure for representing a given function. Potential heuristics could include those based on the quantum mutual
information which have had success in determining the optimal ordering for sites in matrix product states when
applied to quantum chemistry problems [62–64].

Finally, we wish to emphasize that the generality of the work described here means that a wide range of TTN-based
numerical algorithms can be built, significantly broadening the scope and potential of tensor-network based numerical
methods. For problems where the solution is a multivariate function with significant inter-dimensional correlations,
our results suggest moving away from the tensor train ansatz and working with more structured tree tensor networks
could push the state-of-the-art for problem solving. Such functions, for instance, arise in turbulent solutions of the
Navier-Stokes equation and are currently pushing the limits of the tensor train ansatz [65, 66].
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VII. Supplementary Material

A. Proof the TTN construction in Sec III contracts to the polynomial f(x) =
∑d

k=0 ckx
k.

Here we prove that for a tree tensor network whose local tensors have elements specified by Eq. (2) will contract

down to the polynomial f(x) =
∑d

k=0 ckx
k. First, we observe that the elements of the local tensors satisfy the

following properties,

d∑
αzj−1=0

(xj′)
αzj−1Tj(xj)α1,α2,...,αzj−1,β = Cα1,α2,...,αzj−2,β

(xj
2j

+
xj′

2j′

)fα1,α2,...,αzj−2,β

(S1)

= T(j,j′)(xj + xj′)α1,α2,...,αzj−2,β zj > 2,

d∑
α1=0

(xj′)
α1Tj(xj)α1,β = (xj + xj′)

β = T(j,j′)(xj + xj′)β zj = 2. (S2)

This means that the contraction Tj · Tj′ of one of the tensors on the leaves of the tree Tj and its parent Tj′ yields
a new tensor T(j,j′) (with two external indices corresponding to xj and xj′ and zj,j′ = zj + zj′ − 2 = zj′ − 1 virtual
indices corresponding to the set difference of the virtual indices of Tj and Tj′) whose properties are still completely
specified by Eq. (2).

We can utilize this property to iteratively prove the contraction of the tree yields f(x). Following Eq. (S2) the
binary digits effectively sum under contraction of the tensors on the leaves of the tree with their parents. This means
we can repeat the process of contracting the leaves of the tree onto their parents until we are left with the root tensor T̃r
surrounded by zr tensors each with a single virtual index β whose elements are specified by (zk)

β = (
∑

xj∈Branch(β) xj)
β

where the sum runs over all of the bits xj which the branch specified by the virtual index β connects to xr. The

following property holds for the elements of T̃r

d∑
α1=0

(z1)
α1

d∑
α2=0

(z2)
α2 . . .

d∑
αr=0

(zr)
αzr T̃r(xr)α1,α2,...,αzr

=

d∑
k=0

ck(z1 + z2 + z3 + . . . zr + xr)
k zi ∈ C (S3)

and so we can contract these satellite tensors onto T̃r(xr) and arrive at f(x) =
∑d

k=0 ck

(∑L
i=1

xj

2j

)k

. The proof is

complete. Elevating to higher dimensions - We can also represent polynomials as tree tensor networks in the case
there are multiple continuous variables: i.e. we wish to build a TTN representation of f(x) = f(x1, x2, . . . xn) =

f(x) =
∑d

k=0 ckx
k, where x ∈ {x1, x2, . . . xn}. The construction is achieved as before, with the tensors T(j) with an

external index corresponding to x, defined via Eq. (2). For the tensors T(i,j) where xi ̸= x their elements are given as

T(i,j)(xi,j)α1,α2,...,αzi,j−1,β =

{
1

∑zi,j−1
l=1 αl = β

0 otherwise
zi,j > 1

T(i,j)(xi,j)β = 1 zi,j = 1 (S4)

which will guarantee the tree tensor network contracts to f(x), with the virtual indices all of dimension χ = d+ 1.

B. Mutual Information Measurement

In Fig. 4 we plot the “quantum mutual information” between two binary digits xA = xi,j and xB = xi′,j′ for
the given function f(x). To compute this quantity we treat the binary digits as spin degrees of freedom and the
amplitudes of the function as analogous to the amplitudes of a quantum wavefunction ψ(x) ↔ f(x). We then form
the two-body reduced density matrix ρA,B = ρ((xA, xB), (xA, xB)

′) by taking the partial trace over all bits excluding
xA and xB of the full density matrix whose elements are specified as ρ(x,x′) = f(x)f∗(x′). We have used the notation
x = (x1,1, x1,2, . . . x1,L, x2,1, x2,2, . . . xn,L) and x′ = (x′1,1, x

′
1,2, . . . x

′
1,L, x

′
2,1, x

′
2,2, . . . x

′
n,L).

In practice, due to the exponentially large size of the grid in the tensor network size L, we form an approximate
reduced density matrix by performing the partial trace via sampling of the function over N randomly selected grid
points. For the example plotted in Fig. 4 we find good convegrence and 104 grid points is sufficient to get an accurate
approximation of the two-body reduced density matrix for a given pair of binary digits.
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Figure S1. Comparison of the effectiveness of different tree tensor networks (diagrams of the different networks can be found in
Fig. 5) with L = 16 bits per dimension for learning the multinormal probability density function f(r) ∝ exp(−((r−µ)TM−1(r−
µ)) via the tensor cross interpolation algorithm. Here M is an n × n covariance matrix and µ = (µ1, µ2, ..., µn) is the mean
vector. We consider n = 3 with r = (x, y, z) ∈ [0, 10)3 and µ = (5, 5, 5). Results are obtained from drawing N = 10 instances
of M (M1,M2, . . .M10) from the LKJ distribution [57] with shape parameter η = 1, a distribution uniform in the space of all
covariance matrices. a-b) Error ϵ, calculated via Eq. (6) after n = 10 sweeps of the TCI algorithm, versus bond dimension and
memory cost for the tensor networks. The dashed lines shows the mode of the error over the 10 realizations of M whilst the
solid line shows the specific error for M = M1. Inset in a) shows the Kullback-Leibler divergence (calculated from the function
samples) as a function of bond dimension evaluated from the function samples for M = M1. Inset in b) shows a heatmap of
the function for y = 1

2
. c) Average value for the infinity norm ϵ∞ — see Eq. (6) — over a given sweep of the TCI algorithm

for M = M1 and the three tensor networks at the specified bond dimensions.

From this approximate matrix we can form the one-body reduced density matrices ρA = TrBρA,B and ρB =
TrAρA,B , allowing the mutual information M(xA, xB) between the two bits to be be calculated via

M(xA, xB) = S(xA) + S(xB)− S(xA ∪ xB)
= −Tr (ρA ln(ρA))− Tr (ρB ln(ρB)) + Tr (ρA,B ln(ρA,B)) , (S5)

where S(·) denotes the standard Von-Neumann entropy.

C. Further TCI Data

In Fig. S1 we present further data comparing the effectiveness of the tensor cross interpolation (TCI) algorithm
for learning the trivariate probability density function f(r) ∝ exp(−(r − µ)TM−1(r − µ)) where r = (x, y, z), µ =
(µx, µy, µz) is the mean vector, and M is a covariance matrix. Here we sample M from the Lewandowski-Kurowicka-
Joe (LKJ) [57] distribution with shape parameter η = 1, which is equivalent to sampling uniformly from the space of
all covariance matrices. As in the main text, we find the comb tree systematically outperforms the tensor trains for
a given covariance matrix M . This is most transparent in Fig. S1c), where the TCI algorithm converges to a value
for the infinity norm ϵ∞ that is orders of magnitude lower for the comb tree than for the tensor trains - despite the
train ansatzes utilizing a higher bond dimension and memory. Due to the lower value of the shape parameter η we
find the bond dimensions required to reach a certain error, however, vary much much more strongly with different
covariances matrices than in Fig. 5 where we set η = 50. This is because, for η = 1, matrices are drawn with significant
inter-dimensional correlations. These are in general more difficult to represent with a tensor network ansatz due to
the presence of significant inter-dimensional correlations between binary digits.
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[30] M. K. Ritter, Y. Núñez Fernández, M. Wallerberger, J. von Delft, H. Shinaoka, and X. Waintal, Quantics tensor cross
interpolation for high-resolution parsimonious representations of multivariate functions, Phys. Rev. Lett. 132, 056501
(2024).

[31] D. Adak, D. P. Truong, G. Manzini, K. Ø. Rasmussen, and B. S. Alexandrov, Tensor network space-time spectral collocation
method for time-dependent convection-diffusion-reaction equations, Mathematics 12, 10.3390/math12192988 (2024).

[32] M. Lindsey, Multiscale interpolative construction of quantized tensor trains (2024), arXiv:2311.12554 [math.NA].
[33] J. Tindall, M. Fishman, E. M. Stoudenmire, and D. Sels, Efficient tensor network simulation of ibm’s eagle kicked ising

experiment, PRX Quantum 5, 010308 (2024).
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