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Abstract

In these notes, we elucidate some subtle aspects of coherent-state path integrals, focus-
ing on their application to the equilibrium thermodynamics of quantum many-particle
systems. These subtleties emerge when evaluating path integrals in the continuum, ei-
ther in imaginary time or in Matsubara-frequency space. Our central message is that,
when handled with due care, the path integral yields results identical to those obtained
from the canonical Hamiltonian approach. We illustrate this through a pedagogical treat-
ment of several paradigmatic systems: the bosonic and fermionic harmonic oscillators,
the single-site Bose-Hubbard and Hubbard models, the weakly-interacting Bose gas with
finite-range interactions, and the BCS superconductor with finite-range interactions.
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1 Introduction

The central problem of equilibrium (quantum) thermodynamics is the determination of the
thermodynamic potential, namely, the Helmholtz free energy in the canonical ensemble or the
grand potential in the grand canonical ensemble. In both cases, the thermodynamic poten-
tial is proportional to the logarithm of the partition function, which encodes the full equilib-
rium properties of the system. Hence, the accurate evaluation of the partition function lies
at the heart of any theoretical description of quantum many-particle systems at finite tem-
perature. The direct route to the partition function consists in evaluating the trace of the
density operator, which involves the exponential of the Hamiltonian. Because the Hamiltoni-
ans of interacting many-particle systems contains non-commuting operators, this procedure
is typically limited to perturbative treatments, giving rise to diagrammatic methods [1]. An
alternative route to evaluating the partition function, and to constructing the associated per-
turbative and diagrammatic expansions, is provided by the coherent-state path integral. By
expressing the partition function as a functional integral over complex- or Grassmann-valued
fields, this formalism forges a natural bridge between the canonical (Hamiltonian) description
and the field-theoretic methods that are central to modern theoretical physics.

While many standard textbooks are devoted to the path-integral formalism [2–8], subtle
technical points are often treated only briefly in favor of practical applications, understandably
so, yet this can leave students (and not only them [9–12]) with lingering confusion. These
subtleties become evident when taking the continuum limit, whether in imaginary time or
in the Matsubara-frequency representation, and concern, in particular, the correct treatment
of variable transformations, functional determinants, and the regularization of Matsubara-
frequency summations. Neglecting such details may lead to discrepancies between results
obtained from the path-integral formalism and those derived from the canonical Hamiltonian
approach, even for the simplest systems.

The purpose of these notes is to discuss in detail these subtleties and to show that, when
handled correctly, the coherent-state path integral yields results fully consistent with the canon-
ical formalism. We present a unified account that emphasizes both the logical coherence of
the formalism and the common sources of error. To this end, we develop a series of exam-
ples of increasing complexity, beginning with the bosonic and fermionic harmonic oscillators
and their immediate extensions to the single-site Bose-Hubbard and Hubbard models, and
proceeding to the weakly interacting Bose gas and the Bardeen-Cooper-Schrieffer (BCS) su-
perconductor, the two paradigmatic models for ultracold quantum systems in the continuum.
For these systems, we also generalize both the Hamiltonian and the path integral formalisms
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to include finite-range interactions, an aspect rarely treated at a pedagogical level. Each ex-
ample serves a dual role: it illustrates the technical aspects of constructing and evaluating
coherent-state path integrals in the continuum, and it clarifies the conceptual equivalence be-
tween the path-integral and operator-based descriptions of equilibrium thermodynamics. Due
to this focus, the discussion emphasizes the technical aspects of the computations rather than
the physical interpretation or consequences of the quantities obtained, which are however ex-
tensively reviewed in the standard textbooks. In doing so, we aim to provide a pedagogical
yet rigorous resource for students seeking a transparent and internally consistent treatment of
coherent-state path integrals in quantum many-particle physics.

2 Coherent-state path integrals

We begin by reviewing the standard construction of the coherent-state path integral, following
Refs. [2–8].

2.1 Bosonic path integrals

Consider a Hamiltonian Ĥ involving a single pair of bosonic creation and annihilation opera-
tors â†, â satisfying the canonical commutation relations

[â, â†] = 1, [â, â] = [â†, â†] = 0, (2.1)

where [Â, B̂] ≡ ÂB̂ − B̂Â. The Hilbert space is generated by the algebra of the creation and
annihilation operators acting on the vacuum state |0〉 defined by â|0〉 = 0, and as such it has
an overcomplete basis constituted by the coherent states |a〉, defined as the eigenstates of the
annihilation operator,

â|a〉= a|a〉. (2.2)

These satisfy

|a〉= eaâ†
|0〉, (2.3a)

〈a|a′〉= ea∗a′ , (2.3b)
∫

da∗da
2πi

e−a∗a|a〉〈a|= 1̂, (2.3c)

where a∗, a are complex conjugate numbers and da∗da/2πi = d(Re a)d(Im a)/π. As a conse-
quence of the completeness relation (2.3c), the trace of an any operator Q̂ = Q(â, â†) can be
written as

Tr Q̂ =

∫

da∗da
2πi

e−a∗a〈a|Q̂|a〉. (2.4)

The canonical partition function of the system may thus be written as

Z = Tr
�

e−β Ĥ
�

=

∫

da∗da
2πi

e−a∗a〈a|e−β Ĥ |a〉, (2.5)

where β is the reciprocal of the thermodynamic temperature. Inserting M − 1 resolutions of
the identity at equally-spaced imaginary-time intervals of length δτ≡ βħh/M , we get

Z =
∫

 

M
∏

j=1

da∗j da j

2πi

!

e−
∑M

j=1 a∗j a j

M
∏

j=1

〈a j|e−
δτ
ħh Ĥ |a j−1〉, (2.6)
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with the identification a = aM = a0.
Let us take a closer look at an individual term in the product on the right-hand side of

Eq. (2.6). For definiteness, consider the simple case of a Gaussian Hamiltonian Ĥ = ϵâ†â,
with ϵ > 0. This can be viewed either as a noninteracting many-particle system with a single
available energy level ϵ, or as a 1D harmonic oscillator (without the zero-point energy), where
the many particles correspond to its quasiparticle excitations. Using the definition of the expo-
nential, we can write 〈a j|e−

δτ
ħh Ĥ |a j−1〉 = 〈a j|e−ϵ̃â

† â|a j−1〉 =
∑∞

p=0
(−ϵ̃)p

p! 〈a j|(â†â)p|a j−1〉, where

ϵ̃ ≡ βϵ/M . By using the commutation relations (2.1), the p-th power of â†â can be written in
normal-ordered form, i.e. with all creation operators to the left of all annihilation operators,
as (â†â)p =

∑p
k=0

�p
k

	

(â†)k âk, where
�p

k

	

are Stirling numbers of the second kind, having the
combinatorial interpretation of the number of partitions of a set of p objects into k non-empty
subsets [13]. Therefore

〈a j|e−ϵ̃â
† â|a j−1〉= 〈a j|a j−1〉

∞
∑

p=0

(−ϵ̃)p

p!

p
∑

k=0

§

p
k

ª

(a∗j a j−1)
k. (2.7)

Since ϵ̃ > 0, this double series is absolutely convergent, and we can swap the two summations
to obtain1

〈a j|e−ϵ̃â
† â|a j−1〉= 〈a j|a j−1〉

∞
∑

k=0

(a∗j a j−1)
k
∞
∑

p=k

§

p
k

ª

(−ϵ̃)p

p!

= 〈a j|a j−1〉
∞
∑

k=0

(a∗j a j−1)
k (e
−ϵ̃ − 1)k

k!

= 〈a j|a j−1〉exp
�

a∗j a j−1(e
−ϵ̃ − 1)

�

, (2.8)

where in the second line we used the known closed form for the inner p-sum (the exponential
generating function of the Stirling numbers of the second kind). If ϵ̃ is sufficiently small, i.e.
M is sufficiently large, we can expand this exact result up to first order in ϵ̃, obtaining

〈a j|e−ϵ̃â
† â|a j−1〉= 〈a j|a j−1〉e

−ϵ̃a∗j a j−1 +O(ϵ̃2). (2.9)

This is the building block of the coherent-state path integral. The same argument applies to
a generic Hamiltonian Ĥ = H(â, â†) after it has been put in normal-ordered form using the
commutation relations. Using Eq. (2.3b), we thus get

〈a j|e−
δτ
ħh Ĥ |a j−1〉= ea∗j a j−1−

δτ
ħh H(a∗j ,a j−1) +O(δτ2). (2.10)

Substituting this into Eq. (2.6) then yields Z = ZM +O(δτ2), where

ZM =

∫

 

M
∏

j=1

da∗j da j

2πi

!

e−
∑M

j=1 a∗j a j e
∑M

j=1

�

a∗j a j−1−
δτ
ħh H(a∗j ,a j−1)

�

=

∫

 

M
∏

j=1

da∗j da j

2πi

!

e
− δτħh

∑M
j=1

h

ħha∗j
a j−a j−1
δτ +H(a∗j ,a j−1)

i

(2.11)

is the discretized coherent-state path integral representation of the partition function2. Taking
the limit M →∞, δτ→ 0, δτM = βħh, this converges to the exact the partition function,

lim
M→∞

ZM = Z. (2.12)

1Considering the partial sum up to p = L, it is easy to verify that one can reorder the finite sums as
∑L

p=0
(−ϵ̃)p

p!

∑p
k=0

�p
k

	

(a∗j a j−1)k =
∑L

k=0(a
∗
j a j−1)k

∑L
p=k

�p
k

	 (−ϵ̃)p
p! , which is just a reindexing identity. The fact that

the equivalence remains valid in the limit P →∞ is guaranteed by the absolute convergence of the double series.
2We notice that the term a∗j (a j−a j−1) at the exponent of Eq. (2.11) can be written equivalently in the symmetric

form [a∗j (a j − a j−1)− (a∗j − a∗j−1)a j−1]/2.
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The exponent of Eq. (2.11) is the discrete-time version of the classical Euclidean action

S[a∗, a] =

∫ βħh

0

dτ
¦

a∗(τ)ħh∂τa(τ) +H(a∗, a)
©

, (2.13)

where

H(a∗, a)≡
〈a|Ĥ|a〉
〈a|a〉

(2.14)

is the expectation value of the normal-ordered Hamiltonian on the bosonic coherent state, and
a∗(τ), a(τ) are complex-valued functions, periodic of period βħh. Therefore we will also write
Z as the continuous imaginary-time path integral

Z =
∫

a(βħh)=a(0)
Da∗Da e−S[a∗,a]/ħh, (2.15)

where

Da∗Da ≡ lim
M→∞

M
∏

j=1

da∗j da j

2πi
. (2.16)

At this point it is worth mentioning that different operator orderings (e.g. Weyl ordering,
anti-normal ordering, etc.) are also possible, which correspond to different discretizations
of the coherent-state path integral [14]. Each discretized path integral represents the same
quantum Hamiltonian, and all orderings are physically equivalent in the sense that, if each dis-
cretized partition function is computed with its own time-slice rule and the continuum limit
M →∞ is taken only the end, they all reproduce the same partition function. By contrast,
the continuum Euclidean action by itself is ambiguous unless the underlying discretization is
specified. Among the possible choices, the normal-ordered action is distinguished in that it ad-
mits a safe, direct continuum interpretation. For other orderings, the path integral must either
be evaluated in discretized time, or the continuous action must supplemented by ordering-
dependent corrections, which effectively convert the action to its normal-ordered form.

The construction presented above readily extends to the many-particle case. A many-
particle bosonic Hamiltonian involves a complete set of annihilation operators {âα} and the
corresponding creation operators {â†

α}, satisfying the canonical commutation relations

[âα, â†
β
] = δαβ , [âα, âβ] = [â

†
α, â†

β
] = 0. (2.17)

In this case a bosonic coherent state |a〉 is defined by

âα|a〉= aα|a〉 (2.18)

and satisfies

|a〉= e
∑

α aα â†
α |0〉, (2.19a)

〈a|a′〉= e
∑

α a∗αa′α , (2.19b)
∫ �

∏

α

da∗αdaα
2πi

�

e−
∑

α a∗αaα |a〉〈a|= 1̂, (2.19c)

Tr Q̂ =

∫ �

∏

α

da∗αdaα
2πi

�

e−
∑

α a∗αaα〈a|Q̂|a〉. (2.19d)

The path-integral representation of the grand canonical partition function Z = Tr[e−β(Ĥ−µN̂)]
is then

Z =
∫

a(βħh)=a(0)
Da∗Da e−S[a∗,a]/ħh, (2.20)
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where

S[a∗,a] =

∫ βħh

0

dτ

�

∑

α

a∗α(ħh∂τ −µ)aα +H(a∗,a)

�

(2.21)

and Da∗Da ≡
∏

αDa∗αDaα. In what follows, we will repeatedly encounter Gaussian path
integrals. Accordingly, we will make extensive use of the identity

∫ �

∏

α

da∗αdaα
2πi

�

e−
∑

αβ a∗αWαβ aβ =
1

det W
, (2.22)

where W is a complex matrix with positive-definite Hermitian part.

2.2 Fermionic path integrals

Let us now turn to the case of fermions. Differently from bosons, fermions do not have a corre-
spondence with a classical system. One may therefore wonder how a path-integral description,
based on a classical action, can be constructed in this case. Indeed, such a formulation is not
possible using ordinary complex numbers. However, by introducing Grassmann numbers, a
path-integral description of fermionic systems can be developed in a way that is entirely anal-
ogous to the bosonic case.

Grassmann numbers are anticommuting quantities defined as the elements of a Grassmann
algebra. A Grassmann algebra with n generators Grn is aC-algebra whose generators θ1, . . . ,θn
satisfy

θiθ j + θ jθi = 0, i, j = 1, . . . , n. (2.23)

In particular, they are nilpotent: θ2
i = 0. As a vector space, Grn has dimension 2n, with basis

elements given by all distinct monomials formed from the generators, with each generator
appearing at most once:

{1, θ1, . . . , θn, θ1θ2, . . . ,θ1θ2θ3, . . . }. (2.24)

A general function on this algebra can thus be written as

f (θ1, . . . ,θn) =
n
∑

k=0

∑

1≤i1<···<ik≤n

fi1...ikθi1 · · ·θik , fi1...ik ∈ C. (2.25)

Differentiation with respect to Grassmann numbers can be defined according to the following
rules:

∂ θi

∂ θ j
= δi j ,

∂

∂ θk
(θiθ j) =

∂ θi

∂ θk
θ j − θi

∂ θ j

∂ θk
= δikθ j −δ jkθi . (2.26)

This means that the derivatives satisfy the anticommutation relations
§

∂

∂ θi
,θ j

ª

= δi j ,

�

∂

∂ θi
,
∂

∂ θ j

�

= 0, (2.27)

where {Â, B̂} ≡ ÂB̂ + B̂Â. Integration over Grassmann numbers is provided by the Berezin
integral

∫

dθ , that is a linear functional satisfying
∫

dθ [a f (θ ) + bg(θ )] = a

∫

dθ f (θ ) + b

∫

dθ g(θ ), a, b ∈ C, (2.28a)

∫

dθ = 0,

∫

dθ θ = 1, (2.28b)

∫

dθ1 · · · dθn θσ(1) · · ·θσ(n) = (−1)sgn(σ), (2.28c)

6
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where σ is a permutation of n elements and sgn(σ) is its signature. In particular, this integra-
tion acts as a differentiation.

For the fermionic path-integral, we need a complex Grassmann algebra with an even num-
ber of generators θ1,θ1, . . . ,θn,θ n. In such an algebra there is a natural conjugation operation
(an involution) such that

θ ∗i = θ i , (θ ∗i )
∗ = θi , (θiθ j)

∗ = θ ∗j θ
∗
i . (2.29)

Using a complex Grassmann algebra, the path integral description of fermionic systems can
be given in a manner totally similar to the bosonic case. Consider a Hamiltonian Ĥ involving
a single pair of fermionic creation and annihilation operators ĉ†, ĉ satisfying the canonical
anticommutation relations

{ĉ, ĉ†}= 1, {ĉ, ĉ}= {ĉ†, ĉ†}= 0. (2.30)

The Hilbert space has an overcomplete basis constituted by the coherent states |c〉 defined by

ĉ|c〉= c|c〉, (2.31)

which satisfy

|c〉= e−cĉ†
|0〉= (1− cĉ†)|0〉, (2.32a)

〈c|c′〉= ecc′ = 1+ cc′, (2.32b)
∫

dc dc e−cc|c〉〈c|= 1̂, (2.32c)

where c, c are Grassmann numbers satisfying

{c, c}= {c, c}= {c, c}= 0. (2.33)

Furthermore, they satisfy
{c, ĉ}= {c, ĉ†}= {c, ĉ†}= 0. (2.34)

In fact, the property ĉ2 = 0 implies that the variable c defined by Eq. (2.31) must satisfy c2 = 0.
The Hermitian conjugate of Eq. (2.31), 〈c|ĉ† = c〈c|, requires to introduce another variable c
which also satisfies c2 = 0. In order for the coherent state to be written as in Eq. (2.32a), we
also have to impose that c anticommutes with ĉ; in fact, if |c〉= (1− cĉ†)|0〉= |0〉 − c|1〉, then
ĉ|c〉 = −ĉc|1〉 = +cĉ|1〉 = c|0〉 = c(1− cĉ)|0〉 = c|c〉 only if cĉ = −ĉc. Moreover, we have to
impose that c anticommutes with ĉ†; in fact, |c〉 = {ĉ, ĉ†}|c〉 = ĉ ĉ†(|0〉 − c|1〉) + ĉ† ĉ(|0〉 − c|1〉)
= ĉ|1〉+ ĉ†c|0〉 = |0〉 − cĉ†|0〉 = |0〉 − c|1〉 = |c〉 only if cĉ† = −ĉ†c. In turn, this implies that
the variables c and c also anticommute with each other: cc = −cc. This makes c and c the
generators of the complex Grassmann algebra Gr2.

As a consequence of the completeness relation (2.32c) and the anticommutation properties
of Grassmann numbers, the trace of any operator Q̂ =Q(ĉ, ĉ†) can be written as

Tr Q̂ =

∫

dc dc e−cc〈−c|Q̂|c〉. (2.35)

Notice that the bra state carries an opposite sign relative to the ket. Following the same steps
as in the bosonic case, the canonical partition function is then given by

Z = Tr
�

e−β Ĥ
�

=

∫

dc dc 〈−c|e−β Ĥ |c〉

= lim
M→∞

∫

 

M
∏

j=1

dc jdc j

!

e
−∆τħh

∑M
j=1

h

ħhc j
c j−c j−1
δτ +H(c j ,c j−1)

i

, (2.36)
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with the identification c = cM = −c0. The exponent in Eq. (2.36) is the discretized version of
the Euclidean action

S[c, c] =

∫ βħh

0

dτ
�

c(τ)ħh∂τc(τ) +H(c, c)
�

, (2.37)

where

H(c, c)≡
〈c|Ĥ|c〉
〈c|c〉

(2.38)

and c(τ), c(τ) are Grassmann-valued functions, antiperiodic of period βħh. Therefore we will
also write

Z =
∫

c(βħh)=−c(0)
DcDc e−S[c,c]/ħh, (2.39)

where

DcDc ≡ lim
M→∞

M
∏

j=1

dc jdc j . (2.40)

A many-particle fermionic Hamiltonian involves a complete set of annihilation operators
{ĉα} and the corresponding creation operators {ĉ†

α}, satisfying the canonical anticommutation
relations

{ĉα, ĉ†
β
}= δαβ , {ĉα, ĉβ}= {ĉ†

α, ĉ†
β
}= 0. (2.41)

In this case a fermionic coherent state |c〉 is defined by

ĉα|c〉= cα|c〉 (2.42)

and satisfies

|c〉= e−
∑

α cα ĉ†
α |0〉=

∏

α

(1− cα ĉ†
α)|0〉, (2.43a)

〈c|c′〉= e
∑

α cαc′α =
∏

α

(1+ cαc′α), (2.43b)

∫ �

∏

α

dcαdcα

�

e−
∑

α cαcα |c〉〈c|= 1̂, (2.43c)

Tr Q̂ =

∫ �

∏

α

dcαdcα

�

e−
∑

α cαcα〈−c|Q̂|c〉, (2.43d)

with
{cα, cβ}= {cα, cβ}= {cα, cβ}= 0, (2.44)

and
{cα, ĉβ}= {cα, ĉ†

β
}= {cα, ĉ†

β
}= 0. (2.45)

The path-integral representation of the grand canonical partition functionZ = Tr[e−β(Ĥ−µN̂)]
is then

Z =
∫

c(βħh)=−c(0)
DcDc e−S[c,c]/ħh, (2.46)

where

S[c,c] =

∫ βħh

0

dτ

�

∑

α

cα(ħh∂τ −µ)cα +H(c,c)

�

(2.47)
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and DcDc≡
∏

αDcαDcα. In what follows, we will repeatedly encounter Gaussian path inte-
grals. Accordingly, we will make extensive use of the identity

∫ �

∏

α

dcαdcα

�

e−
∑

αβ cαWαβ cβ = det W, (2.48)

where W is an arbitrary complex matrix.

3 Path integrals in imaginary time

Having reviewed the construction of the path integral, we now turn to its application, begin-
ning with the simplest systems that admit a coherent-state path-integral representation: the
bosonic and fermionic harmonic oscillators. Despite their simplicity, they capture all essen-
tial aspects of the formalism (discretization in imaginary time, boundary conditions, and the
continuum limit) and therefore provide a natural starting point for examining the correspon-
dence between the path integral and canonical approaches in a fully controlled setting. Later,
in Sections 3.3 and 3.4, we will extend the discussion to the simplest interacting models, the
single-site Bose-Hubbard and Hubbard models, and show how their partition functions can be
computed exactly in the continuum using the Hubbard-Stratonovich transformation.

3.1 Bosonic oscillator

Consider the bosonic oscillator

Ĥ = ϵâ†â = ϵN̂ , ϵ = ħhω. (3.1)

For convenience, here we are neglecting the constant zero-point energy ϵ/2, since it only
contributes to the partition function with the term e−βϵ/2 multiplying the partition function
for the Hamiltonian (3.1).

Hamiltonian approach—We can directly evaluate the canonical partition function as a
trace over the basis of normalized eigenstates |N〉 of the number operator N̂ :

Z =
∞
∑

N=0

〈N |e−βϵN̂ |N〉=
∞
∑

N=0

e−βϵN =
1

1− e−βϵ
. (3.2)

Discretized path integral—In the discretized path integral, we have H(a∗j , a j−1) = ϵa∗j a j−1
with aM = a0, and thus at the exponent of Eq. (2.11)

−
M
∑

j=1

�

a∗j (a j − a j−1) + ϵ̃a
∗
j a j−1

�

= −
M
∑

j,k=1

a∗j (−G
−1) jkak, (3.3)

where ϵ̃ = βϵ/M and the matrix −G−1 is given by

−G−1 =



















1 0 0 · · · 0 ϵ̃ − 1
ϵ̃ − 1 1 0 · · · 0 0

0 ϵ̃ − 1 1 · · · 0 0
...

...
. . . . . .

...
...

...
...

...
. . . . . .

...
0 0 0 · · · ϵ̃ − 1 1



















. (3.4)

9
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The result of the Gaussian integrations over a∗j , a j is 1/det(−G−1), and the determinant is

easily calculated as 1− (1− ϵ̃)M . We thus obtain

Z = lim
M→∞

�

1−
�

1−
βϵ

M

�M�−1

=
1

1− e−βϵ
, (3.5)

which coincides with the previous result.
Continuous path integral—The Euclidean action (2.13) is

S =

∫ βħh

0

dτ a∗(τ)(ħh∂τ + ϵ)a(τ), (3.6)

hence the partition function (2.15) is

Z =
∫

Da∗Da e−
1
ħh

∫ βħh
0 dτ a∗(τ)(ħh∂τ+ϵ)a(τ). (3.7)

Introducing the adimensional variable u≡ τ/βħh, this can be rewritten as

Z =
∫

Da∗Da e−
∫ 1

0 du a∗(u)(∂u+βϵ)a(u) = det(∂u + βϵ)
−1. (3.8)

With the periodicity condition used in Eq. (2.15), the functional determinant det[∂u + f (u)],
where f (u) is in general a smooth adimensional function of u, is given by

det[∂u + f (u)] = 1− e−
∫ 1

0 du f (u) = 1− e−
1
βħh

∫ βħh
0 dτ f (τ). (3.9)

To prove this result, we observe that the discretized version of
∫ 1

0 du a∗(u)[∂u + f (u)]a(u) is
∑M

j=1a
∗
j (a j − a j−1) + ( f j/M)a∗j a j−1 =

∑M
j,k=1 a∗j F jkak, where F jk = δ jk + ( f j/M − 1)δ j, j−1 and

F1M = F10 = f1/M − 1. The determinant of F is therefore det F = 1−
∏M

j=1(1− f j/M). Since
f (u) is smooth, we can write indifferently f j or f j−1 and exponentiate the product to obtain

det F = 1− e−
∑M

j=1 f j/M +O(M−2), which converges to the functional determinant (3.9) in the
continuum limit. In our case, f (u) = βϵ is constant and thus we obtain

Z = det(∂u + βϵ)
−1 =

1
1− e−βϵ

, (3.10)

which is once again the correct result.

3.2 Fermionic oscillator

We consider similarly the fermionic oscillator

Ĥ = ϵ ĉ† ĉ = ϵN̂ . (3.11)

Hamiltonian approach—The canonical partition function is easily evaluated in the basis
of eigenstates of the number operator as

Z =
∑

N=0,1

〈N |e−βϵN̂ |N〉=
∑

N=0,1

e−βϵN = 1+ e−βϵ. (3.12)

Discretized path integral—In the discretized path integral, we have H(c j , c j−1) = ϵc jc j−1
with cM = −c0, and thus at the exponent of Eq. (2.36)

−
M
∑

j=1

�

c j(c j − c j−1) + ϵ̃c jc j−1

�

= −
M
∑

j,k=1

c j(−G−1) jkck, (3.13)

10
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where ϵ̃ = βϵ/M and the matrix −G−1 is given by

−G−1 =



















1 0 0 · · · 0 −(ϵ̃ − 1)
ϵ̃ − 1 1 0 · · · 0 0

0 ϵ̃ − 1 1 · · · 0 0
...

...
. . . . . .

...
...

...
...

...
. . . . . .

...
0 0 0 · · · ϵ̃ − 1 1



















. (3.14)

The result of the Gaussian integrations over c j , c j is det(−G−1), and the determinant is easily
calculated as 1+ (1− ϵ̃)M . We thus obtain

Z = lim
M→∞

�

1+
�

1−
βϵ

M

�M�

= 1+ e−βϵ, (3.15)

which coincides with the previous result.
Continuous path integral—The Euclidean action (2.37) is

S =

∫ βħh

0

dτ c(τ)(ħh∂τ + ϵ)c(τ), (3.16)

thus the partition function (2.39) is

Z =
∫

DcDc e−
1
ħh

∫ βħh
0 dτ c(τ)(ħh∂τ+ϵ)c(τ)

=

∫

DcDc e−
∫ 1

0 du c(u)(∂u+βϵ)c(u) = det(∂u + βϵ). (3.17)

With the periodicity condition used in Eq. (2.39), the functional determinant det[∂u + f (u)],
where f (u) is in general a smooth adimensional function of u, is given by

det[∂u + f (u)] = 1+ e−
∫ 1

0 du f (u) = 1+ e−
1
βħh

∫ βħh
0 dτ f (τ). (3.18)

The proof goes as in the bosonic case. The discretized version of
∫ 1

0 du c(u)[∂u + f (u)]c(u) is
∑M

j=1 c j(c j − c j−1) + ( f j/M)c jc j−1 =
∑M

j,k=1 c j F jkck, where F jk = δ jk + ( f j/M − 1)δ j, j−1 and

F1M = −F10 = −( f1/M − 1). The determinant of F is therefore det F = 1+
∏M

j=1(1− f j/M).
Since f (u) is smooth, we can write indifferently f j or f j−1 and exponentiate the product to

obtain det F = 1+e−
∑M

j=1 f j/M+O(M−2), which converges to the functional determinant (3.18)
in the continuum limit. In our case, f (u) = βϵ is constant and thus we obtain

Z = det(∂u + βϵ) = 1+ e−βϵ, (3.19)

which is once again the correct result.

3.3 Single-site Bose-Hubbard model

We consider as a simple example of interacting theory the single-site Bose-Hubbard model

Ĥ = −µâ†â+
g
2

â†â†ââ = −µN̂ +
g
2

N̂(N̂ − 1). (3.20)

11
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The canonical partition function is computed in the Hamiltonian approach as

Z =
∞
∑

N=0

e−β[−µN+ g
2 N(N−1)]. (3.21)

Let us see how the same result can be obtained with the continuous path integral. The Eu-
clidean action is [Eq. (2.13)]

S =

∫ βħh

0

dτ
§

1
2
[a∗(τ)ȧ(τ)− ȧ∗(τ)a(τ)]−µa∗(τ)a(τ) +

g
2
[a∗(τ)a(τ)]2

ª

, (3.22)

where ȧ ≡ ħh∂τa, and we have integrated by parts the kinetic term to put it in symmetric
form. Wilson and Galitski [9] proposed to compute the partition function as follows. Let
a(τ) =

p

N(τ)eiθ (τ) and a∗(τ) =
p

N(τ)e−iθ (τ), so that the measure is Da∗Da =DNDθ and
the action (3.22) becomes

S =

∫ βħh

0

dτ
�

iN(τ)θ̇ (τ) +H(N)
�

, (3.23)

where

H(N) =
〈a|Ĥ|a〉
〈a|a〉

= −µN(τ) +
g
2

N(τ)2. (3.24)

Integrating by parts the term iN(τ)θ̇ (τ), we get S = iħhN(0)∆θ+
∫ βħh

0 dτ[−iṄ(τ)θ (τ)+H(N)],
where N(0) = N(βħh) and ∆θ = θ (βħh)−θ (0) = 2πk. The integer k, which counts how many
times θ wraps around the circle as τ goes from 0 to βħh, defines different topological sectors

which contribute to the partition function. The path integral
∫

Dθ e
i
ħh

∫ βħh
0 dτ Ṅ(τ)θ (τ) then gives

δ[Ṅ(τ)], which fixes N(τ) to the constant x = N(0)≥ 0. The partition function is therefore

Z =
∞
∑

k=−∞

∫ ∞

0

d x e−2πikx e−βH(x). (3.25)

Using the Poisson summation formula3
∑∞

k=−∞ e−2πikx =
∑∞

N=−∞δ(x − N), and noting that
since x ≥ 0 only non-negative integers contribute, we obtain

Z =
∞
∑

N=0

e−βH(N) =
∞
∑

N=0

e−β(−µN+ g
2 N2) (incorrect). (3.26)

It is clear from Eq. (3.26) that if H = 〈a|Ĥ|a〉/〈a|a〉, written in terms of N = |a|2, is equal to
〈Ĥ〉N = 〈N |Ĥ|N〉, then the result of this path integral calculation is identical to the one ob-
tained from the Hamiltonian approach. This is the case for a Gaussian Hamiltonian, Ĥ = ϵâ†â,
for which H = ϵN = 〈Ĥ〉N . However, it is not the case for interacting Hamiltonians such as
(3.20), for which H = −µN + g

2 N2, whereas 〈Ĥ〉N = −µN + g
2 N(N − 1) ̸= H.

Wilson and Galitski deduced from this seemingly exact calculation that the continuous path
integral fails to produce the correct result in the cases where the square of â†â is involved.
This deduction is wrong, because it is based on a mistaken assumption on the continuum
limit of the nonlinear change of variables to the number-phase representation. The change

3The Poisson summation formula is simply the statement that
∑∞

k=−∞ e−2πikx is the Fourier series of
the Dirac comb ∆(x) =

∑∞
N=−∞ δ(x − N). It is clear that ∆(x) is periodic with unit period, there-

fore it can be expanded in Fourier series as ∆(x) =
∑∞

k=−∞∆ke−2πikx . The Fourier coefficients are

∆k =
∫ 1/2

−1/2
d x∆(x)e2πikx =

∑∞
N=−∞

∫ 1/2

−1/2
d x δ(x − N)e2πikx =

∫ 1/2

−1/2
d x δ(x)e2πikx = 1 for any k, which proves

the formula.
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of variables is perfectly valid at the level of the discretized path integral, and performing the
calculation there does indeed give the correct result. The problem arises in the continuum
limit, in assuming that a∗(τ)∂τa(τ) can be replaced by 1

2∂τN(τ)+ iN(τ)∂τθ (τ), which clearly
leads to incorrect results. The correct continuum limit of the number-phase representation was
given by Bruckmann and Urbina [15]. We will not discuss their treatment here, but instead
present an alternative derivation using the Hubbard-Stratonovich (HS) transformation. As we
will see, this too must be handled with care.

3.3.1 Hubbard-Stratonovich (HS) transformation

As shown by Rançon [14], the continuous path integral yields the exact result, Eq. (3.21), if
all the manipulations are legitimate. The partition function can be computed exactly using
a HS transformation, which allows us to decouple the interaction term Hint =

g
2 [a
∗(τ)a(τ)]2

using the identity

e−
g

2ħh

∫ βħh
0 dτ [a∗(τ)a(τ)]2 =

∫

Dφ e−
1
ħh

∫ βħh
0 dτ

�

1
2gφ(τ)

2−iφ(τ)a∗(τ)a(τ)
�

, (3.27)

where the real HS field φ(τ) has the dimensions of energy and the normalization of the Gaus-
sian integral over φ(τ) has been included in the measure

Dφ ≡ lim
M→∞

M
∏

j=1

√

√ δτ

2πħhg
dφ j . (3.28)

We can thus write the partition function as

Z =
∫

DφDa∗Da e−SHS[φ,a∗,a]/ħh, (3.29)

where

SHS =

∫ βħh

0

dτ

�

φ(τ)2

2g
+ a∗(τ)[ħh∂τ −µ− iφ(τ)]a(τ)

�

(3.30)

is the HS action. The strategy is now to perform the Gaussian integration over the bosonic
fields to obtain an effective action for the HS field, and from this the partition function. If
φ(τ) were a smooth function, we could apply Eq. (3.9) and compute the partition function as
follows:

Z =
∫

Dφ e−
1
ħh

∫ βħh
0 dτ 1

2gφ(τ)
2

1− eβµ+
i
ħh

∫ βħh
0 dτφ(τ)

=
∞
∑

N=0

eβµN

∫

Dφ e−
1
ħh

∫ βħh
0 dτ

�

1
2gφ(τ)

2−iNφ(τ)
�

=
∞
∑

N=0

e−β(−µN+ g
2 N2) (incorrect), (3.31)

where in the second line we have used the geometric series identity (1 − x)−1 =
∑∞

N=0 xN .
Again we obtain an incorrect result, identical to that in Eq. (3.26). The reason is that φ(τ)
is not a smooth function, and therefore the functional determinant det[ħh∂τ −µ− iφ(τ)] can-
not be computed as in Eq. (3.9). In fact, the HS field is governed by the Gaussian action

Sφ =
∫ βħh

0 dτ 1
2gφ(τ)

2, which implies that its correlation function diverges at equal times,
∫

Dφφ(τ)φ(τ′)e−
1
ħh

∫ βħh
0 dτ 1

2gφ(τ)
2
= gδ

�

τ−τ′

ħh

�

. (3.32)
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The physical origin of this behavior can be understood by looking at the definition (3.27).
What we are actually doing is resolving a contact interaction between four a fields in terms
of two pairs of a fields exchanging a φ field; since the original interaction has strength g
and is instantaneous, the force-carrying φ field must satisfy 〈φ̂(τ)φ̂(τ′)〉φ = gδ(τ−τ

′

ħh ), that is
exactly Eq. (3.32) [7].

This kind of white-noise correlation is responsible for the non-differentiability of φ(τ),
and calls for a different way to compute functional determinants involving the HS field. The
discretized version of Eq. (3.32) is

∫

 

M
∏

j=1

√

√ δτ

2πħhg
dφ j

!

φ j1φ j2 e−
δτ
2ħhg

∑M
j=1φ

2
j = g

δ j1 j2

δτ/ħh
. (3.33)

Since φ j is always integrated over at the end, similarly to the noise of a stochastic process, Eq.
(3.33) means that we should think of φ j as being of order δτ−1/2 in all expressions involving
it, and all physical quantities are averaged over independent realizations ofφ j with a Gaussian
distribution of variance ħhg/δτ. Therefore, when computing the functional determinant, it is
not true that 1+ δτħh (µ+ iφ j) = e

δτ
ħh (µ+iφ j)+O(δτ2), because the expansion of the exponential

produces a term proportional to δτ2φ2
j , which is actually of order δτ, and not of order δτ2 as

for smooth functions. One therefore needs to correct the exponentiation for stochastic fields,

1+ δτ
ħh (µ+ iφ j) = e

δτ
ħh (µ+iφ j+

δτ
2ħhφ

2
j ) +O(δτ2), which implies

M
∏

j=1

�

1+
δτ

ħh
(µ+ iφ j)

�

= e
δτ
ħh
∑M

j=1

�

µ+iφ j+
δτ
2ħhφ

2
j

�

+O(δτ2). (3.34)

Although this expression is now correct to order δτ2, it bears the inconvenience that the term
∑M

j=1
1
2

�

δτ
ħh

�2
φ2

j does not have a nice continuum limit. Here comes to rescue the observation

that since all expressions are to be eventually averaged over φ j , replacing 1
2(
δτ
ħh )

2φ2
j by δτ

ħh
g
2

in all these expressions give a vanishing error in the limit δτ→ 0, in a sense that can be made
rigorous in the context of Itô calculus, where this is the so-called Itô substitution rule [16].
Therefore, the functional determinant involving the HS field is

det [∂u − βµ− iβφ(u)] = 1− e
1
ħh

∫ βħh
0 dτ[µ+ g

2+iφ(τ)], (3.35)

where u ≡ τ/βħh as in Eq. (3.9). The correction g/2 is similar to a shift of the chemical
potential, the origin of which is the stochastic nature of the HS field. The exact partition
function is then

Z =
∫

Dφ e−Seff[φ]/ħh, (3.36)

where

Seff =

∫ βħh

0

dτ
φ(τ)2

2g
−ħh ln

�∫

Da∗Da e−
1
ħh

∫ βħh
0 dτ a∗(τ)[ħh∂τ−µ−iφ(τ)]a(τ)

�

=

∫ βħh

0

dτ
φ(τ)2

2g
+ħh ln

n

1− e
1
ħh

∫ βħh
0 dτ[µ+ g

2+iφ(τ)]
o

(3.37)

is the effective action for the HS field. Computing Z as in Eq. (3.31) now gives the correct

14
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result:

Z =
∫

Dφ e−
1
ħh

∫ βħh
0 dτ 1

2gφ(τ)
2

1− eβ(µ+
g
2 )+

i
ħh

∫ βħh
0 dτφ(τ)

=
∞
∑

N=0

eβ(µ+
g
2 )N

∫

Dφ e−
1
ħh

∫ βħh
0 dτ

�

1
2gφ(τ)

2−iNφ(τ)
�

=
∞
∑

N=0

e−β[−µN+ g
2 N(N−1)]. (3.38)

3.3.2 HS transformation and mean-field approximation

We conclude this section by emphasizing the connection between the HS transformation we
just discussed and the mean-field approximation. The mean-field approximation for the ac-
tion S[a∗, a] is based on the assumption that the fluctuations δn(τ) ≡ a∗(τ)a(τ)− N of the
operator â†â around its average N are small, so that we may decouple the interaction term
Hint =

g
2 [a
∗(τ)a(τ)]2 as Hint =

g
2 [N + δn(τ)]2 = gNa∗(τ)a(τ)− g

2 N2 +O(δn2). The mean-
field action is therefore

Smf[a
∗, a] = −βħh

g
2

N2 +

∫ βħh

0

dτ a∗(τ)(ħh∂τ −µ+ gN)a(τ). (3.39)

Using Eq. (3.9), we then obtain the mean-field partition function

Zmf =

∫

Da∗Da e−Smf[a∗,a]/ħh =
eβ

g
2 N2

1− eβ(µ−gN)
, (3.40)

where the value of N is fixed by the self-consistency condition

N = 〈â†â〉mf =

∫

Da∗Da a∗(τ)a(τ)e−Smf[a∗,a]/ħh

∫

Da∗Da e−Smf[a∗,a]/ħh

=
1
β

∂ lnZmf

∂ µ

=
1

eβ(−µ+gN) − 1
. (3.41)

Notice that Smf[a∗, a] is, up to a constant, the action of an harmonic oscillator with energy
ϵ = −µ+ gN ; consistently, we find that N follows the Bose-Einstein distribution (eβϵ − 1)−1.

This mean-field approximation is equivalent to a static saddle-point approximation of the
HS action, in which one replaces the HS field by its average saddle configuration. In fact,
replacing φ(τ)→ Φ in Eq. (3.30) we obtain

SHS-sp[a
∗, a] = βħh

Φ2

2g
+

∫ βħh

0

dτ a∗(τ)(ħh∂τ −µ− iΦ)a(τ), (3.42)

and the correspondence with Eq. (3.39) is given by the identification of Φ with the average of
the saddle configuration φsp(τ) solving 0= ∂ SHS/∂ φ(τ)|φ=φsp

= φsp(τ)− i ga∗(τ)a(τ):4

Φ≡ 〈φsp(τ)〉= i g〈a∗(τ)a(τ)〉= i gN , (3.43)

4This implies that the saddle configuration φsp(τ) is purely imaginary. Since SHS is holomorphic, we can deform
the real integration contour over φ of Eq. (3.30) in the complex φ plane without changing the value of Z. The
physically relevant saddle that dominates the integral is purely imaginary.
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where 〈· · · 〉 is defined self-consistently as the average computed using the action SHS-sp (or
Smf) itself, as in Eq. (3.41).

We remark that a different approximation of the partition function can be obtained from
the saddle-point approximation of the effective action (3.37) for the HS field. In this case
Zsp = e−Seff[ϕ]/ħh, where ϕ(τ) is the solution of

0=
∂ Seff

∂ φ(τ)

�

�

�

�

φ=ϕ
=
ϕ(τ)

g
−

i

e−
1
ħh

∫ βħh
0 dτ[µ+ g

2+iϕ(τ)] − 1
. (3.44)

This fixes ϕ to the constant

ϕ =
i g

eβ(−µ−
g
2−iϕ) − 1

, (3.45)

and

Zsp =
e−β

ϕ2

2g

1− eβ(µ+
g
2+iϕ)

. (3.46)

We see that Zsp differs from Zmf by the effective shift of g/2 of the chemical potential, which is
a consequence of the fact that in the former case we perform the saddle point approximation
after computing the path integral over the bosonic fields.

3.4 Single-site Hubbard model

A fermionic analogue of the single-site Bose-Hubbard model discussed in Section 3.3 is the
single-site Hubbard model for spin-1

2 fermions,

Ĥ =
∑

σ=↑,↓

ϵ ĉ†
σ ĉσ + gĉ†

↑ ĉ
†
↓ ĉ↓ ĉ↑ = ϵ(N̂↑ + N̂↓) + gN̂↑N̂↓, (3.47)

whose partition function is readily evaluated in the basis of eigenstates |N↑, N↓〉, with Nσ = 0,1,
σ =↑,↓, as

Z = 1+ 2e−βϵ + e−β(2ϵ+g). (3.48)

Now consider the continuous path integral. The corresponding Euclidean action is [Eq. (2.37)]

S =

∫ βħh

0

dτ





∑

σ=↑,↓

cσ(τ)(ħh∂τ + ϵ)cσ(τ) + gc↑(τ)c↓(τ)c↓(τ)c↑(τ)



 . (3.49)

The partition function can be computed exactly using a HS transformation, which allows us to
decouple the interaction term Hint = gc↑(τ)c↓(τ)c↓(τ)c↑(τ) using the identity

e−
g
ħh

∫ βħh
0 dτ c↑(τ)c↓(τ)c↓(τ)c↑(τ) =

∫

Dϕ e−
1
ħh

∫ βħh
0 dτ

�

φ1(τ)φ2(τ)
g −iφ1(τ)c↑(τ)c↑(τ)−iφ2(τ)c↓(τ)c↓(τ)

�

, (3.50)

where the measure Dϕ≡Dφ1Dφ2 is normalized so that
∫

Dϕ e−
1
ħh

∫ βħh
0 dτ

φ1(τ)φ2(τ)
g = 1 [17]. We

can thus write the partition function as

Z =
∫

DϕDcσDcσ e−SHS[φ1,φ2,cσ,cσ]/ħh, (3.51)

where

SHS =

∫ βħh

0

dτ

(

φ1(τ)φ2(τ)
g

+
∑

σ=↑(1),↓(2)

cσ(τ)[ħh∂τ + ϵ − iφσ(τ)]cσ(τ)

)

. (3.52)
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Here we observe an important distinction relative to the bosonic case. Now we have two
HS fields, governed by the action Sϕ =

∫ βħh
0 dτ 1

gφ1(τ)φ2(τ). This structure permits only
instantaneous φ1-φ2 mixing, which mediates the interaction between the four c fields, while
neither φ1 nor φ2 propagate independently. That is, the correlation functions are

〈φ̂1(τ)φ̂2(τ
′)〉ϕ = gδ

�

τ−τ′

ħh

�

, 〈φ̂1(τ)φ̂1(τ
′)〉ϕ = 〈φ̂2(τ)φ̂2(τ

′)〉ϕ = 0. (3.53)

The two Gaussian integrations over the fermionic fields in Eq. (3.51) yield the product of two
independent functional determinants, det[ħh∂τ + ϵ − iφ1(τ)]det[ħh∂τ + ϵ − iφ2(τ)]. Since the
two HS fields are not auto-correlated, they can be treated as smooth functions, so that we
can compute the functional determinants according to Eq. (3.18). Hence, no Itô correction is
needed in the present case. The result for the partition function is indeed

Z =
∫

Dϕ
n

1+ e−
1
ħh

∫ βħh
0 dτ[ϵ−iφ1(τ)]

on

1+ e−
1
ħh

∫ βħh
0 dτ[ϵ−iφ2(τ)]

o

e−
1
ħh

∫ βħh
0 dτ

φ1(τ)φ2(τ)
g

=

∫

Dϕ

§

1+ e−βϵ
h

e
i
ħh

∫ βħh
0 dτφ1(τ) + e

i
ħh

∫ βħh
0 dτφ2(τ)

i

+ e−2βϵe
i
ħh

∫ βħh
0 dτ[φ1(τ)+φ2(τ)]

ª

e−
1
ħh

∫ βħh
0 dτ

φ1(τ)φ2(τ)
g

= 1+ 2e−βϵ
∫

Dϕ e−
1
ħh

∫ βħh
0 dτ

φ1(τ)
g [φ2(τ)−i g]

+ e−2βϵ

∫

Dϕ e−
1
ħh

∫ βħh
0 dτ

¦

φ1(τ)φ2(τ)
g −i[φ1(τ)+φ2(τ)]

©

= 1+ 2e−βϵ + e−2βϵe−β g , (3.54)

which coincides with Eq. (3.48).

4 Path integrals in frequency space

In most applications, coherent-state path integrals are typically evaluated in frequency space.
In fact, since a(τ) and c(τ) (and their conjugates) are, respectively, periodic and antiperiodic
with period βħh, we may expand them in Fourier series with respect to bosonic and fermionic
Matsubara frequencies, defined by

ωn =

(2πn
βħh bosons,

(2n+1)π
βħh fermions,

n ∈ Z. (4.1)

However, in doing this we must be careful, as it is important to remember that by construction,
time-ordering is implicit in the path integral. This means that a∗(τ) and c(τ) always appear
at a slightly later time than a(τ) and c(τ) in the action. Introducing the unitary notation α(τ)
for a∗(τ) and c(τ), and α(τ) for a(τ) and c(τ), we should thus replace α(τ)→ α(τ+), where
τ+ ≡ τ+ 0+. When expanding with respect to Matsubara frequencies we will then have

α(τ+) =
∞
∑

n=−∞
αneiωn(τ+0+), α(τ) =

∞
∑

n=−∞
αne−iωnτ. (4.2)

Consider for instance a bosonic or fermionic oscillator with Ĥ = ħhωα̂†α̂. Its Euclidean
action is given by S =

∫ βħh
0 dτα(τ+)(ħh∂τ+ħhω)α(τ) [Eqs. (3.6) and (3.16)]. According to Eq.
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(4.2), the precise form of the action in frequency space is

S = βħh
∞
∑

n=−∞
αn(−iħhωn +ħhω)αneiωn0+ . (4.3)

The transformation from imaginary times to Matsubara frequencies has unit Jacobian, and the
partition function is given by the Gaussian integral

Z =
∫

� ∞
∏

n=−∞

dαn dαn

(2πi)δζ,1

�

e−β
∑∞

n=−∞ αn(−iħhωn+ħhω)αneiωn0+

=
∞
∏

n=−∞

∫

dαn dαn

(2πi)δζ,1
e−αn[βħh(−iωn+ω)eiωn0+ ]αn

=
∞
∏

n=−∞

�

βħh(−iωn +ω)e
iωn0+

�−ζ
, (4.4)

where

ζ≡

¨

+1 bosons,

−1 fermions.
(4.5)

As expected, the infinite product in Eq. (4.4) is real, because the Matsubara frequencies come
in ±ωn pairs, and (−iωn +ω)(iωn +ω) =ω2

n +ω
2 ∈ R. The natural logarithm of Z is then

lnZ = −ζ
∞
∑

n=−∞
ln
�

βħh(−iωn +ω)e
iωn0+

�

= −ζ
∞
∑

n=−∞
ln [βħh(−iωn +ω)] e

iωn0+ . (4.6)

In the second line we have used the fact that δ is infinitesimal to replace an expression of the
form ln( f eiδ) = ln f + iδ with the expression (ln f )eiδ = ln f + iδ ln f +O(δ2), a substitution
which is valid in the limit δ → 0+. The additional eiωn0+ in Eq. (4.6) serves as a conver-
gence factor that regularizes otherwise ill-convergent Matsubara frequency summations. The
time-ordering of the path integral is thus reflected in the prescription that when performing
calculations in the Matsubara frequency representation, we should include a convergence fac-
tor eiωnδ and eventually take the limit δ→ 0+ at the end of the calculations [4–6].

The summation in Eq. (4.6) gives

−ζ lnZ = lim
δ→0+

∞
∑

n=−∞
ln [βħh(−iωn +ω)] e

iωnδ = ln
�

1− ζe−βħhω
�

, (4.7)

which we know to be the exact result, see Eqs. (3.2) and (3.12). This crucial result can be
proved in several ways, typically by making use of techniques of finite-temperature field theory
based on complex integration, which we review in the following section. Before that, let us
present an alternative approach based on Frullani’s integral representation of the logarithm,

ln a = lim
ε→0+

∫ ∞

ε

ds
s

�

e−s − e−as
�

=N − lim
ε→0+

∫ ∞

ε

ds
s

e−as (4.8)

where N is a (divergent) pure number that for our purposes can be neglected [8]. Hence

−ζ lnZ =
∞
∑

n=−∞
ln[βħh(−iωn +ω)] = − lim

ε→0+

∫ ∞

ε

ds
s
ζse−βħhωs

∞
∑

n=−∞
e2πins. (4.9)
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The summation on the right-hand side can be evaluated using the Poisson summation formula
∑∞

n=−∞ e2πins =
∑∞

n=−∞δ(s− n), which gives indeed

−ζ lnZ = − lim
ε→0+

∫ ∞

ε

ds
s
ζse−βħhωs

∞
∑

n=−∞
δ(s− n)

= −
∞
∑

n=1

(ζe−βħhω)n

n
= ln

�

1− ζe−βħhω
�

. (4.10)

4.1 Summations of Matsubara frequencies

The standard scheme to perform summations such as that in Eq. (4.7) is based on the residue
theorem and the fact that the functions nζ(z) = (eβħhz − ζ)−1, the extensions of the Bose and
Fermi distributions to the complex z plane, have poles with residue (ζβħh)−1 in z = iωn [4–7]:

Res
z=iωn

1
eβħhz − ζ

= lim
z→iωn

z − iωn

eβħhz − ζ
= lim

z→iωn

z − iωn

eβħhiωn eβħh(z−iωn) − ζ

= lim
z→iωn

z − iωn

ζ[eβħh(z−iωn) − 1]
=

1
ζβħh

. (4.11)

For any function f (z) holomorphic in z = iωn, these facts allow us to write

∑

ωn

f (iωn) = ζβħh
∑

ωn

Res
z=iωn

�

nζ(z) f (z)
�

= ζβħh
∮

C

dz
2πi

nζ(z) f (z), (4.12)

where C is a positively-oriented contour that fully encloses the imaginary axis. This contour
integral is usually intractable; however, as long as we are careful not to cross any singularity
of nζ(z) and any singularity or branch cut of f (z), Cauchy’s integral theorem allows us to
deform the integration path to a contour along which the integral can actually be performed.
In particular, if nζ(z) f (z) decays faster than |z|−1, i.e. |z||nζ(z) f (z)| ≪ 1 for |z| →∞, we can
inflate the original contour to an infinitely large circle. The integral along the outer perimeter
of the contour then vanishes and we are left with the integral along a negatively-oriented
contour Γ around the branch cuts and the singularities zk of f (z), so that

∑

ωn

f (iωn) = ζβħh
∮

Γ

dz
2πi

nζ(z) f (z) = −ζβħh
∑

zk

Res
z=zk

�

nζ(z) f (z)
�

, (4.13)

where the final equality holds when f (z) has only a discrete number of singularities.
In the case at hand, f (z) = ln[βħh(−z + ω)]eδz; we have that |nζ(z) f (z)| behaves like

e−(βħh−δ)Re(z)| ln(−βħhz)| for Re(z)→∞ and like e−δ|Re(z)|| ln(−βħhz)| for Re(z)→ −∞. Thus
for any 0< δ < βħh the integrand is exponentially suppressed at infinity, and we can inflate C to
an infinitely large circle avoiding the branch cut on the positive real axis for x = Re(z)≥ω> 0,
where f (x + i0+)− f (x − i0+) = −2πi. Then by Eq. (4.13), taking the limit δ→ 0+,

−ζ lnZ = ζβħh
∫ ∞

ω

d x
2πi

f (x + i0+)− f (x − i0+)
eβħhx − ζ

= −ζβħh
∫ ∞

ω

d x
eβħhx − ζ

= ln
�

1− ζe−βħhω
�

, (4.14)

which proves Eq. (4.7).
Another possibility is to differentiate −ζ lnZ with respect to ω, obtaining

∂ (−ζ lnZ)
∂ω

= lim
δ→0+

∞
∑

n=−∞

eiωnδ

−iωn +ω
. (4.15)
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In this case, f (z) = eδz/(−z+ω), and |nζ(z) f (z)| behaves like e−(βħh−δ)Re(z)/|z| for Re(z)→∞
and like e−δ|Re(z)|/|z| for Re(z)→ −∞. Thus, for any 0 < δ < βħh the integrand is exponen-
tially suppressed at infinity, and we can inflate C to an infinitely large circle avoiding the single
pole in z =ω. Then by Eq. (4.13), taking the limit δ→ 0+,

∂ (−ζ lnZ)
∂ω

= −ζβħh Res
z=ω

1
(−z +ω)(eβħhz − ζ)

=
ζβħh

eβħhω − ζ
. (4.16)

Integrating we get −ζ lnZ = ln(1− ζe−βħhω) +N , where N is a constant independent of ω.
Since N is dimensionless, it cannot depend on β alone and is therefore a pure number. Taking
the limit β →∞, where we know that lnZ → 0, unambiguously sets N to zero.

The necessity for the convergence factor—This second approach illustrates well the im-
portance of the convergence factor eiωn0+ . Suppose we neglect this factor, that is, we forget
the implicit time-ordering of the path integral, and simply consider

∞
∑

n=−∞

1
−iωn +ω

. (4.17)

Here f (z) = 1/(−z +ω), and |nζ(z) f (z)| behaves like e−βħhRe(z)/|z| for Re(z) →∞ and like
1/|z| for Re(z) → −∞. The integrand is exponentially suppressed at infinity in the right
half-plane, but it only decays as |z|−1 in the left half-plane. Therefore, if we inflate C to an
infinitely large circle avoiding the single pole in z = ω, we will have the contribution of the
negatively-oriented integral around ω and, in addition, the contribution from the positively-
oriented integral along the half circle in the left half-plane. The latter is given by

ζβħh
∫

half circle

dz
2πi

1
ζz
= βħh

∫ 3π/2

π/2

dθ
2π
=
βħh
2

, (4.18)

therefore
∞
∑

n=−∞

1
−iωn +ω

=
βħh
2
+

ζβħh
eβħhω − ζ

. (4.19)

This is not ∂ (−ζ lnZ)/∂ω, since it would imply that −ζ lnZ = βħhω/2 + ln(1 − ζe−βħhω),
which is an incorrect result [see also the discussion following Eq. (4.24)]. We thus see that
the presence of the factor eiωn0+ is necessary to properly regularize ∂ (−ζ lnZ)/∂ω so as to
obtain the correct expression for the partition function.

4.2 Summations of Matsubara frequencies when the action is in matrix form

Matsubara frequencies possess a simple parity property. Defining

ωℓ =
πℓ

βħh
, with ℓ=

¨

2n bosons,

2n+ 1 fermions,
n ∈ Z, (4.20)

it follows immediately that
ω−ℓ = −ωℓ. (4.21)
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For example, this allows us to rewrite Eq. (4.6) as

−ζ lnZ =
∑

ℓ

ln
�

βħh(−iωℓ +ω)e
iωℓ0

+
�

= δζ,1 ln(βħhω) +
∑

ℓ>0

¦

ln
�

βħh(−iωℓ +ω)e
iωℓ0

+
�

+ ln
�

βħh(iωℓ +ω)e−iωℓ0
+
�©

= δζ,1
1
2

ln(β2ħh2ω2) +
1
2

∑

ℓ̸=0

ln
�

β2ħh2(ω2
ℓ +ω

2)
�

=
1
2

∑

ℓ

ln
�

β2ħh2(ω2
ℓ +ω

2)
�

, (4.22)

where in the second line we used the symmetry ω−ℓ = −ωℓ, taking care that the term ωℓ = 0
(in the bosonic case) is the only one not doubled by the symmetry. Here and in the following,
it is understood that ℓ takes on even (odd) integers in the bosonic (fermionic) case. While this
pairing manipulation is algebraically valid term by term for symmetric finite truncations, i.e.
for ℓ ∈ [−N , N], the limit N →∞ is clearly problematic, since the summation in the first line
of Eq. (4.22) is convergent, while the summation in the last line is manifestly divergent. A
regularization scheme is therefore needed to make sense of Matsubara frequency summations
that exploit this symmetry property. More generally, summations of the type encountered in
the last line of Eq. (4.22) arise naturally in the evaluation of the partition function as a path
integral over multi-component fields, when the action is expressed in matrix form. As we
shall see, the appropriate regularization procedure is once again dictated by the underlying
construction of the path integral and its associated time-ordering.

Naively, one might hope to be able to avoid regularization by relying on the fact that
differentiating Eq. (4.22) with respect to ω one obtains a finite result,

∂ (−ζ lnZ)
∂ω

=
∑

ℓ

ω

ω2
ℓ
+ω2

=







βħh
2 coth

�

βħhω
2

�

bosons,

βħh
2 tanh

�

βħhω
2

�

fermions,
(incorrect). (4.23)

Integrating and setting to ln 2 the arbitrary numerical constant, we get

−ζ lnZ =
βħhω

2
+ ln

�

1− ζe−βħhω
�

(incorrect), (4.24)

that is the same result following from Eq. (4.19). Despite being presented in several textbooks
on finite-temperature field theory, e.g. Refs. [5, 18], this computation leads to an incorrect
result. Apparently this problem is not given much importance, perhaps because the spurious
term βħhω/2 contributes to the free energy −β−1 lnZ merely as the constant ζħhω/2. This
constant energy is then removed a posteriori, based on the fact that in the limit β →∞ the
free energy must equal the ground state energy of the Hamiltonian, which in the present case
is is zero. However, this procedure is ad hoc and lacks a sound mathematical justification, and
thus should definitely be avoided. Crucially, there is a difference between using the known
asymptotic behavior of the free energy to fix an overall numerical constant, as we did after
Eq. (4.16), and using it to cancel a dimensional quantity that depends on system parameters,
here the frequency ω. While energies may be defined up to an additive constant, the fact that
the magnitude of that constant depends on the physical properties of the system is unsettling.

Introducing by hand the usual convergence factor eiωℓ0
+

in Eq. (4.22) does not solve the
issue either. In fact, the function f (z) = ln[β2ħh2(−z2 +ω2)]eδz has two branch cuts, one on
the positive real axis for x = Re(z)≥ω, and one on the negative real axis for x ≤ −ω, where
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f (x + i0+)− f (x − i0+) = −sgn(x)2πi. Therefore

lim
δ→0+

1
2

∑

ℓ

ln
�

β2ħh2(ω2
ℓ +ω

2)
�

eiωnδ

= lim
δ→0+

ζβħh
2

�∫ ∞

ω

d x
2πi
(−2πi)eδx

eβħhx − ζ
+

∫ −ω

−∞

d x
2πi
(2πi)eδx

eβħhx − ζ

�

= −
ζβħh

2

�∫ ∞

ω

d x
eβħhx − 1

+ lim
δ→0+

∫ ∞

ω

d x
e−δx

ζ− e−βħhx

�

. (4.25)

The first integral, which we already evaluated in Eq. (4.14), yields −(ζ/βħh) ln(1− ζe−βħhω).
The second integral can be evaluated as follows:

∫ ∞

ω

d x
e−δx

ζ− e−βħhx
= ζ

∫ ∞

ω

d x
e−δx

1− ζe−βħhx

= ζ
∞
∑

n=0

∫ ∞

ω

d x ζne−(δ+βħhn)x

= ζ
∞
∑

n=0

ζn e−(δ+βħhn)ω

δ+ βħhn

= ζ

�

e−δω

δ
+
∞
∑

n=1

ζn e−(δ+βħhn)ω

δ+ βħhn

�

. (4.26)

In the limit δ→ 0+, neglecting a divergent pure number proportional to 1/δ, we thus obtain

∫ ∞

ω

d x
e−δx

ζ− e−βħhx
= ζ

�

−ω+
1
βħh

∞
∑

n=1

(ζe−βħhω)n

n

�

= ζ
�

−ω−
1
βħh

ln
�

1− ζe−βħhω
�

�

. (4.27)

Putting things together, we thus obtain that

lim
δ→0+

1
2

∑

ℓ

ln
�

β2ħh2(ω2
ℓ +ω

2)
�

eiωℓδ =
βħhω

2
+ ln

�

1− ζe−βħhω
�

, (4.28)

with the term βħhω/2 coming from the integration around the branch cut in the left-half plane.
The reason for this apparent difficulty is that, as anticipated, Eq. (4.22) corresponds to

an action written in matrix form, and different components of the matrix require different
convergence factors due to the different time-ordering [6]. This can be clearly seen by writing

S =

∫ βħh

0

dτα(τ+)(ħh∂τ +ħhω)α(τ)

=
1
2

∫ βħh

0

dτ
�

α(τ+) α(τ)
�

�

ħh∂τ +ħhω 0
0 ζ(−ħh∂τ +ħhω)

��

α(τ)
α(τ+)

�

=
βħh
2

∑

ℓ

�

αℓ α−ℓ
�

�

(−iħhωℓ +ħhω)eiωℓ0
+

0
0 ζ(iħhωℓ +ħhω)e−iωℓ0

+

��

αℓ
α−ℓ

�

(4.29a)
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or, equivalently,

S = βħh
∑

ℓ

αℓ(−iħhωℓ +ħhω)eiωℓ0
+
αℓ

=
βħh
2

∑

ℓ

�

αℓ(−iħhωℓ +ħhω)eiωℓ0
+
αℓ +α−ℓζ(iħhωℓ +ħhω)e−iωℓ0

+
α−ℓ

�

=
βħh
2

∑

ℓ

�

αℓ α−ℓ
�

�

(−iħhωℓ +ħhω)eiωℓ0
+

0
0 ζ(iħhωℓ +ħhω)e−iωℓ0

+

��

αℓ
α−ℓ

�

. (4.29b)

Denoting the matrix in the last line as −G−1(ℓ), and taking into account that αℓ and α−ℓ are
not independent integration variables, the corresponding partition function is

Z =
∫ ′
∏

ℓ

dαℓdαℓdα−ℓdα−ℓ
(2πi)2δζ,1

exp

�

−
�

αℓ α−ℓ
�

[−βG−1(ℓ)]

�

αℓ
α−ℓ

��

=
′
∏

ℓ

det[−βG−1(ℓ)]−ζ, (4.30)

where the prime indicates that the integration is restricted to half of the frequency space, to
prevent overcounting the fields. Therefore

−ζ lnZ = 1
2

∑

ℓ

ln det
�

−βG−1(ℓ)
�

=
1
2

∑

ℓ

�

ln
�

−βG−1
11 (ℓ)

�

+ ln
�

−βG−1
22 (ℓ)

�	

=
1
2

∑

ℓ

¦

ln
�

βħh(−iωℓ +ω)e
iωℓ0

+
�

+ ln
�

βħh(iωℓ +ω)e−iωℓ0
+
�

+ lnζ
©

. (4.31)

The last term is zero in the bosonic case (ζ = 1), whereas in the fermionic case (ζ = −1) it is
∑

ℓ iπ. This is a (divergent) pure number that can be neglected. The final result is therefore

−ζ lnZ =
∑

ℓ

ln
�

βħh(−iωℓ +ω)e
iωℓ0

+
�

, (4.32)

which is again Eq. (4.4). The first line of Eq. (4.31) corresponds to the last line of Eq.
(4.22). Thus we see that to render summations of this type well defined, we need to retrace
the steps that led us to Eq. (4.22), writing the matrix determinant in terms of its component
contributions, each with its own convergence factor according to the original time-ordering.

One may also choose to write the action in a matrix form such that both components appear
with the same convergence factor [4]. In order to do so, let us consider the action

S− =

∫ βħh

0

dτα(τ+)ζ(−ħh∂τ +ħhω)α(τ) = βħh
∑

ℓ

α−ℓζ(iħhωℓ +ħhω)eiωℓ0
+
α−ℓ. (4.33)

We have [see Eq. (4.27)]

−ζ lnZ− = lim
δ→0+

∑

ℓ

ln[βħh(iωℓ +ω)]eiωℓδ = ln
�

eβħhω − ζ
�

, (4.34)

therefore the partition function Z− is related to the partition function Z = (1− ζe−βħhω)−ζ of
the action S in the first line of Eq. (4.29a) by Z− = e−ζβħhωZ. This gives us a relation between
the actions themselves, S = −ζβħh2ω+ S−. We can now use this relation to write the action
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S22 appearing as the 22 component of the matrix form in the second line of Eq. (4.29a) in
terms of the corresponding S−22, obtaining

S = −ζħh
βħhω

2
+

1
2

∫ βħh

0

dτ
�

α(τ+) α(τ+)
�

�

ħh∂τ +ħhω 0
0 ζ(−ħh∂τ +ħhω)

��

α(τ)
α(τ)

�

= −ζħh
βħhω

2
+
βħh
2

∑

ℓ

�

αℓ α−ℓ
�

�

(−iħhωℓ +ħhω)eiωℓ0
+

0
0 ζ(iħhωℓ +ħhω)eiωℓ0

+

��

αℓ
α−ℓ

�

.

(4.35)

Comparing Eqs. (4.29a) and (4.35), we see that we have effectively changed the time-ordering
of the fields of the 22 component at the cost of adding a constant term to the action, and
both components now appear with the same convergence factor in frequency space. When
performing the Gaussian integration, the contribution of the Gaussian part of the action to
−ζ lnZ is then given by Eq. (4.28), while the contribution of the constant part of the action
exactly cancels the spurious term βħhω/2, so that we obtain again the exact result

−ζ lnZ = −
βħhω

2
+

1
2

lim
δ→0+

∑

ℓ

ln
�

β2ħh2(ω2
ℓ +ω

2)
�

eiωℓδ = ln
�

1− ζe−βħhω
�

. (4.36)

The preceding discussion should further clarify that the specific form of the convergence
factors is determined by the time-ordering of the path integral. While the physical time-
ordering is fixed by the construction of the discretized path integral, one may alter the time-
ordering, and consequently the convergence factors, at the cost of introducing counterterms
in the action. These counterterms ensure that the final result remains identical to that ob-
tained using the original time-ordering. There are two reasons why one might prefer writing
the action in the form of Eq. (4.35). The first, more formal, is that the two-component field

A(τ) =
�

α(τ) α(τ)
�T

and its conjugate are then assigned a single, well-defined time argu-
ment: both components of A are evaluated at the same imaginary time τ, while both compo-
nents of A are evaluated at the slightly later time τ+. Hence the two-component field can really
be considered as a single object, and the Gaussian part of the action (4.35) takes the canonical

form
∫ βħh

0 dτA(τ+)[−G−1(τ)]A(τ). The second, more practical, reason is that performing the
Matsubara-frequency summations may turn out to be easier when both components carry the
same convergence factor. We will see some examples of this in the following sections.

5 Weakly-interacting Bose gas

We consider now the (D+1)-dimensional quantum field theory for a nonrelativistic system of
interacting bosons. The many-particle Hamiltonian is in general

Ĥ =

∫

dDx Ψ̂†(x)

�

−
ħh2∇2

2m
+ U(x)

�

Ψ̂(x)

+
1
2

∫

dDx dDx′ Ψ̂†(x)Ψ̂†(x′)V (x− x′)Ψ̂(x′)Ψ̂(x), (5.1)

where Ψ̂(x), Ψ̂†(x) are bosonic field operators, U(x) is an external potential, and V (x − x′)
is the interaction potential. The number operator N̂ =

∫

dDx Ψ̂†(x)Ψ̂(x) and the momentum
operator P̂ = −iħh

∫

dDx Ψ̂†(x)∇Ψ̂(x) commute with the Hamiltonian and are therefore con-
served in all physical processes. Our goal will be to compute the grand canonical partition
function

Z = Tr
�

e−β(Ĥ−µN̂)
�

≡ Tr(e−βĤ ). (5.2)
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The system can be considered weakly interacting if the diluteness condition |as|DN/LD≪ 1
holds, where as is the s-wave scattering length and L is the linear size of the system. In
this scenario, a perturbative treatment of Ĥ is viable. At small temperatures, the standard
perturbative approach introduced by Bogoliubov [1, 19–24] is based on the assumption that
the system exhibits Bose-Einstein condensation (BEC), namely a macroscopic occupation of
a single one-particle state described by the normalized wavefunction χ0(x). Writing the field
operator in terms of annihilation operators as

Ψ̂(x)≡ Ψ̂0(x) + η̂(x) = χ0(x)â0 +
∑

i ̸=0

χi(x)âi , (5.3)

the macroscopic occupation of χ0(x) is realized by means of the Bogoliubov prescription
â0 →

p

N0, where N0 is the occupation number of χ0(x). This amounts to replace the zero-
mode component of the field operator by the classical field

Ψ0(x) =
p

N0χ0(x), (5.4)

which defines the BEC order parameter. At the mean-field level, this is related to the chemical
potential µ of the system by

µ=
1
N0

∫

dDxΨ∗0(x)

�

−
ħh2∇2

2m
+ U(x) +

∫

dDx′ V (x− x′)|Ψ0(x
′, t)|2

�

Ψ0(x), (5.5)

and its time evolution is given by the Gross-Pitaevskii equation [25,26]

iħh
∂

∂ t
Ψ0(x, t) =

�

−
ħh2∇2

2m
+ U(x) +

∫

dDx′ V (x− x′)|Ψ0(x
′, t)|2

�

Ψ0(x, t). (5.6)

For simplicity, in the following we specialize the Hamiltonian (5.1) to the case of a uniform
system by setting U(x) = 0, while allowing for an arbitrary repulsive interaction potential

V (x− x′) =
1
LD

∑

k

eik·(x−x′)
eV (k), (5.7)

where eV (k) =
∫

dDx e−ik·xV (x)≥ 0 is the corresponding Fourier transform.

5.1 Hamiltonian approach

The field operator can be expanded on the basis of eigenfunctions {ψk(x)} of the one-particle
Hamiltonian ĥ= −ħh2∇2/2m, which are plane waves indexed by the wave vector k, as

Ψ̂(x) =
∑

k

ψk(x)âk =
∑

k

eik·x
p

LD
âk. (5.8)

This corresponds to a change of basis in the one-particle Hilbert space, from the position basis
to the momentum basis. The Hamiltonian then becomes

Ĥ =
∑

k

εk â†
kâk +

1
2LD

∑

kk′ q

eV (q)â†
k+qâ†

k′−qâk′ âk, (5.9)

where k = |k| and

εk =
ħh2k2

2m
(5.10)

is the one-particle energy.
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A rigorous result is that for a uniform noninteracting Bose gas below the critical tem-
perature for BEC, the macroscopically occupied one-particle state is the ground state of the
one-particle Hamiltonian, i.e. the state with k = 0. We assume the same for the uniform
weakly-interacting gas, so that the Bogoliubov prescription is

Ψ̂(x) = Ψ0 +
∑

k̸=0

eik·x
p

LD
âk, (5.11)

where

Ψ0 =

√

√N0

LD
≡
p

n0. (5.12)

Correspondingly, the number operator is

N̂ = N0 +
∑

k ̸=0

N̂k = N0 +
∑

k̸=0

â†
kâk. (5.13)

Substituting â0→
p

N0 in Eq. (5.9) and retaining only the interaction terms that are no more
than quadratic in âk and â†

k operators with k ̸= 0 (Bogoliubov approximation, also called
Gaussian or one-loop), we obtain Ĥ ≃ ĤG , where

ĤG = E0 +
∑

k̸=0

�

h

εk + n0eV (0) +
n0

2

�

eV (k) + eV (−k)
�

i

â†
kâk +

n0eV (k)
2

(â†
kâ†
−k + âkâ−k)

�

(5.14)

and

E0 = LD
eV (0)n2

0

2
(5.15)

is the mean-field ground state energy. It follows that ĤG ≡ ĤG −µN̂ is

ĤG = Ω0 +
′
∑

k̸=0

§

h

εk + n0eV (0)−µ+
n0

2

�

eV (k) + eV (−k)
�

i

(â†
kâk + â†

−kâ−k)

+ n0eV (k)(â
†
kâ†
−k + âkâ−k)

ª

, (5.16)

where
Ω0 = E0 −µN0 (5.17)

and the prime indicates that the summation is restricted to one half of momentum space, since
the terms corresponding to k and −k must be counted only once5.

The Hamiltonian (5.16) can be diagonalized via the Bogoliubov transformation, that is the
pseudorotation [20,23]

�

b̂k

b̂†
−k

�

=

�

uk −vk
−vk uk

��

âk

â†
−k

�

,

�

âk

â†
−k

�

=

�

uk vk
vk uk

��

b̂k

b̂†
−k

�

, (5.18)

where b̂k, b̂†
k are new bosonic operators satisfying canonical commutation relations, provided

that the real functions uk, vk satisfy

u2
k = v2

k + 1=
1
2

�

εk + n0eV (0)−µ+
n0
2

�

eV (k) + eV (−k)
�

Ek(µ, n0)
+ 1

�

, (5.19)

5We notice that, at the level of Gaussian approximation, it does not make any difference whether the condensate
density n0 or the total density n appears in summation, since one could use Eq. (5.13) to write N0 in terms of N up to
corrections of quartic order in the âk and â†

k operators. However, it has been suggested on variational grounds that
the second possibility provides a more accurate result for the grand potential and the condensate fraction [27,28].
Nevertheless, here we will stick to the standard treatment, where there is n0 and not n.
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where

Ek(µ, n0) =

√

√
h

εk + n0eV (0)−µ+
n0

2

�

eV (k) + eV (−k)
�

i2
−
�

n0eV (k)
�2

(5.20)

is the generalized Bogoliubov spectrum. The diagonalized Hamiltonian reads

ĤG = Ω0 +Ω
(0)
G +

∑

k ̸=0

Ek b̂†
k b̂k, (5.21)

where

Ω
(0)
G =

1
2

∑

k̸=0

h

Ek − εk − n0eV (0) +µ−
n0

2

�

eV (k) + eV (−k)
�

i

. (5.22)

This shows that, within the assumptions made, the original system of interacting bosons
can be described by a Hamiltonian of noninteracting bosonic quasiparticles with the Bogoli-
ubov spectrum Ek. The operators b̂†

k and b̂k represent the creation and annihilation oper-

ators of these quasiparticles. From this perspective, a physical particle created by â†
k is de-

scribed as a superposition of quasiparticles, according to Eq. (5.18). At small momenta,
uk ∼

p

mcs/2ħhk≫ 1, where cs =
Æ

n0eV (0)/m is the Bogoliubov sound velocity, and vk ∼ −uk,
therefore â†

k ∼
p

mcs/2ħhk(b̂†
k− b̂−k) and a physical particle is described by a very large number

of quasiparticles. This is equivalent to say that a single quasiparticle excitation corresponds to
a collective excitation of many physical particles. Instead, at large momenta uk ∼ 1 and vk ∼ 0,
so that â†

k ∼ b̂†
k and the quasiparticles become indistinguishable from the real particles.

In terms of the new quasiparticle operators, Eq. (5.13) becomes

N̂ = N0 +
∑

k̸=0

v2
k +

∑

k ̸=0

(u2
k + v2

k )b̂
†
k b̂k +

∑

k̸=0

ukvk(b̂
†
k b̂†
−k + b̂k b̂−k). (5.23)

The expectation value of last term on the eigenstates of the Hamiltonian (5.21) vanishes,
because the Hamiltonian commutes with each N̂ ex

k ≡ b̂†
k b̂k. Therefore the number operator

may be written equivalently without such term. Since the chemical potential is related to n0
by [see Eqs. (5.5) and (5.12)]

µ= n0eV (0), (5.24)

we then have

N̂ = N0 +
1
2

∑

k̸=0

εk +
n0
2

�

eV (k) + eV (−k)
�

− Ek(n0)

Ek(n0)
+
∑

k̸=0

εk +
n0
2

�

eV (k) + eV (−k)
�

Ek(n0)
b̂†

k b̂k, (5.25)

with

Ek(n0) =

√

√
h

εk +
n0

2

�

eV (k) + eV (−k)
�

i2
−
�

n0eV (k)
�2

. (5.26)

Quasiparticles are noninteracting, thus the thermal average of their number 〈N ex
k 〉 follows the

Bose-Einstein distribution. This yields

N(N0,β) = N0+
1
2

∑

k̸=0

εk +
n0
2

�

eV (k) + eV (−k)
�

− Ek(n0)

Ek(n0)
+
∑

k̸=0

εk +
n0
2

�

eV (k) + eV (−k)
�

(eβEk(n0) − 1)Ek(n0)
, (5.27)

which is an implicit equation for the condensate fraction N0/N at finite temperature [28].
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At this point, the grand canonical partition function is computed from Eq. (5.21) as

ZG = Tr
�

e−βĤG
�

= e−β(Ω0+Ω
(0)
G )
∑

{N ex
k }

〈{N ex
k }|e

−β
∑

k̸=0 EkN̂ ex
k |{N ex

k }〉

= e−β(Ω0+Ω
(0)
G )
∏

k̸=0

1
1− e−βEk

, (5.28)

which gives the grand potential

ΩG ≡ −
1
β

lnZG

= Ω0 +
1
2

∑

k ̸=0

h

Ek − εk − n0eV (0) +µ−
n0

2

�

eV (k) + eV (−k)
�

i

+
1
β

∑

k̸=0

ln
�

1− e−βEk
�

. (5.29)

One can easily verify that N = −∂ΩG/∂ µ evaluated in µ= n0eV (0) gives back Eq. (5.27).
Zero-range interaction—In the case of a repulsive zero-range interaction modeled by a

delta function potential V (x−x′) = gδD(x−x′), with g > 0, we have eV (k) = g = const., hence
the above result simplifies to

ΩG = Ω0 +
1
2

∑

k ̸=0

(Ek − εk − 2gn0 +µ) +
1
β

∑

k̸=0

ln
�

1− e−βEk
�

, (5.30)

with
Ek(µ, n0) =

Æ

(εk + 2gn0 −µ)2 − (gn0)2. (5.31)

5.2 Path integral approach

Now we will show how exactly the same result can be obtained with the path integral approach.
The grand canonical partition function is [Eq. (2.20)]

Z =
∫

DΨ∗DΨ e−S[Ψ,Ψ∗]/ħh =

∫

DΨ∗DΨ e−
1
ħh

∫ βħh
0 dτ

∫

dDxL[Ψ∗,Ψ], (5.32)

where

L= Ψ∗(x,τ)

�

ħh∂τ −
ħh2∇2

2m
−µ

�

Ψ(x,τ) +
1
2

∫

dDx′ V (x− x′)|Ψ(x,τ)|2|Ψ(x′,τ)|2 (5.33)

is the Lagrangian density of the system, and Ψ(x) are the eigenfunctions associated to the
bosonic coherent states |Ψ〉 ∝ e

∫

dDxΨ(x)Ψ̂†(x)|0〉 that we use as the representation basis for the
path integral [cf. Eq. (2.18)]. Following the Bogoliubov prescription (5.11), the eigenfunc-
tions Ψ(x,τ) are separated as6

Ψ(x,τ) = Ψ0 +η(x,τ). (5.34)

The part of the Lagrangian that depends only on Ψ0 and Ψ∗0 reads

L0 = −µ|Ψ0|2 +
eV (0)

2
|Ψ0|4, eV (0)> 0. (5.35)

6The reason for Ψ0 to be time independent is that in the construction of the path integral, time-slicing and
the introduction of time-dependent integration variables were required because the Hamiltonian contained non-
commuting operators. Since the Bogoliubov prescription replaces the quantum operator Ψ̂0 with a classical quan-
tity, the corresponding integration variable in the path integral is time independent.
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For large |Ψ0|, the quartic term dominates and guarantees the action S0 = βħhLDL0 to be
bounded from below, and thus the stability of the system, for any value of µ. In particular, for
µ ≤ 0, S0 has a global minimum at |Ψ0| = 0, which means that there is no stable condensate
amplitude. Instead, for µ > 0, S0 has the shape of a “Mexican hat”, with a full circle of degen-
erate minima at |Ψ0|2 = µ/eV (0), corresponding to a finite condensate density n0 = µ/eV (0),
in agreement with Eq. (5.5). This condition fixes Ψ0 =

Æ

µ/eV (0) eiθ , with θ ∈ S1. By fixing
the phase θ we select a particular minimum, determining the spontaneous breakdown of the
U(1) symmetry of the action. Without loss of generality, we take θ = 0, so that Ψ0 is real and
positive, corresponding to Ψ0 =

p
n0 =

Æ

µ/eV (0).
Analogously to what we did in the Hamiltonian approach, we now substitute Eq. (5.34)

into Eq. (5.33) and retain only terms up to second order in the fluctuations η, η∗ around Ψ0

(Gaussian or one-loop approximation). The condition Ψ0 =
Æ

µ/eV (0) ensures that we are
expanding around a minimum of the action, hence linear terms in the fluctuations vanish.
Expanding the fluctuations in Fourier series as

η(x,τ) =
1
p

LD

∑

k̸=0

∞
∑

n=−∞
ak,n ei(k·x−ωnτ), ωn =

2πn
βħh

, (5.36)

and taking into account the time-ordering, we obtain

S ≃ SG = βħhLDL0 +
βħh
2

∑

q

�

a∗q a−q
�

�

−G−1
11 (q)e

iωn0+ −G−1
12 (q)

−G−1
21 (q) −G−1

22 (q)e
−iωn0+

��

aq
a∗−q

�

, (5.37)

where

−G−1
11 (q) = −iħhωn + εk + n0eV (0)−µ+

n0

2

�

eV (k) + eV (−k)
�

, (5.38a)

−G−1
12 (q) = −G

−1
21 (q) = n0eV (k), (5.38b)

−G−1
22 (q) = iħhωn + εk + n0eV (0)−µ+

n0

2

�

eV (k) + eV (−k)
�

, (5.38c)

and q = (k, n) with k ̸= 0. G(q) is the classical propagator of the η field in Fourier space. Its
poles, that are determined by the condition det[−G−1(q)] = 0, yield the dispersion relation of
the excitations, which is again the generalized Bogoliubov spectrum (5.20).

To compute the partition function we must now perform the path integral over the fluctu-
ation fields, following the procedure illustrated in Section 4.2. The measure is

∫

Dη∗Dη=
∫

∏

(x,τ)

dη∗(x,τ)dη(x,τ)
2πi/LD

=

∫ ′
∏

q

da∗qdaqda∗−qda−q

(2πi)2
, (5.39)

where the prime indicates that the product is restricted to one half of k space. Hence

ZG = e−β LDL0

∫ ′
∏

q

da∗qdaqda∗−qda−q

(2πi)2
exp

¨

−
′
∑

q

�

a∗q a−q
� �

−βG−1(q)
�

�

aq
a∗−q

�

«

= e−β LDL0

′
∏

q

det
�

−βG−1(q)
�−1

. (5.40)

Here we have used that fact that the matrix −G−1(q), although it is not Hermitian, has a
positive-definite Hermitian part. Furthermore, its determinant is manifestly real, ensuring
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that the partition function is real. We then obtain

ΩG = Ω0 +
1
β

′
∑

q

lndet
�

−βG−1(q)
�

= Ω0 +
1

2β

∑

q

ln
�

β2G−1
11 (q)G

−1
22 (q)− β

2G−1
21 (q)G

−1
12 (q)

�

= Ω0 +
1

2β

∑

q

�

ln
�

−βG−1
11 (q)e

iωn0+
�

+ ln
�

−βG−1
22 (q)e

−iωn0+
�

+ ln

�

1−
G−1

21 (q)G
−1
12 (q)

G−1
11 (q)G

−1
22 (q)

��

,

(5.41)

where Ω0 = LDL0 = LD
eV (0)n2

0/2− µN0, in agreement with Eq. (5.17). The last term in the
summation is convergent, but it is convenient to multiply it by eiωnδ, which does not change
the result [6]. Exploiting the fact that G−1

22 (q) = G−1
11 (−q), the summation is then equal to

lim
δ→0+

∑

q

�

2 ln
�

−βG−1
11 (q)

�

+ ln

�

1−
G−1

21 (q)G
−1
12 (q)

G−1
11 (q)G

−1
22 (q)

��

eiωnδ =

lim
δ→0+

∑

q

�

ln
�

−βG−1
11 (q)

�

− ln
�

−βG−1
22 (q)

�

+ ln det
�

−βG−1(q)
�	

eiωnδ. (5.42)

Using [see Eqs. (4.7), (4.34), and (4.28), respectively]

lim
δ→0+

∑

q

ln
�

−βG−1
11 (q)

�

eiωnδ =
∑

k̸=0

ln
¦

1− e−β[εk+n0eV (0)−µ+
n0
2 (eV (k)+eV (−k))]

©

, (5.43a)

lim
δ→0+

∑

q

ln
�

−βG−1
22 (q)

�

eiωnδ =
∑

k̸=0

ln
¦

eβ[εk+n0eV (0)−µ+
n0
2 (eV (k)+eV (−k))] − 1

©

, (5.43b)

lim
δ→0+

∑

q

lndet
�

−βG−1(q)
�

eiωnδ =
∑

k̸=0

�

βEk + 2 ln
�

1− e−βEk
��

, (5.43c)

we finally obtain

ΩG = Ω0 +
1
2

∑

k̸=0

h

Ek − εk − n0eV (0) +µ−
n0

2

�

eV (k) + eV (−k)
�

i

+
1
β

∑

k ̸=0

ln(1− e−βEk), (5.44)

which coincides with the Hamiltonian result, Eq. (5.29). We note that an undoubted ad-
vantage of the path integral over the Hamiltonian approach is the possibility of avoiding the
complications related to the Bogoliubov transformation.

Alternative time-ordering—Alternatively, we can change the time-ordering so that both
components of the matrix in Eq. (5.37) appear with the same convergence factor. As described
in Section 4.2, the action then becomes

SG = βħhLDL0 −
βħh
2

∑

k̸=0

h

εk + n0eV (0)−µ+
n0

2

�

eV (k) + eV (−k)
�

i

+
βħh
2

∑

q

�

a∗q a−q
�

�

−G−1
11 (q)e

iωn0+ −G−1
12 (q)

−G−1
21 (q) −G−1

22 (q)e
iωn0+

��

aq
a∗−q

�

. (5.45)

The corresponding grand potential is

Ω= Ω0 −
1
2

∑

k̸=0

h

εk + n0eV (0)−µ+
n0

2

�

eV (k) + eV (−k)
�

i

+
1

2β

∑

q

ln det
�

−βG−1(q)
�

eiωn0+ ,

(5.46)
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and using result (5.43c) for the last summation, we immediately obtain Eq. (5.44). This al-
ternative time-ordering allows us to obtain the result by calculating only one frequency sum-
mation instead of three.

The treatments we have presented, which are based on the careful treatment of conver-
gence factors following the implicit time-ordering of the path integral, and which reproduce
exactly the Hamiltonian result, are not the most common in the literature, even for the simpler
case of a zero-range interaction. The usual route is to write Eq. (5.41) as

ΩG = Ω0 +
1

2β

∑

q

ln
�

β2
�

ħh2ω2
n + E2

k

��

. (5.47)

We considered summations of this form in Section 4.2 [see in particular Eq. (4.28)] and
showed that a naive evaluation of the Matsubara summation yields the commonly quoted
expression [18,22,27–30]

ΩG = Ω0 +
1
2

∑

k̸=0

Ek +
1
β

∑

k̸=0

ln
�

1− e−βEk
�

. (5.48)

This does not coincide with the result obtained from the Hamiltonian approach because certain
contributions to Ω(0)G are missing. This discrepancy is not catastrophic in practice, since the
zero-point energy must be regularized in any case [30–36], and after a suitable regularization
Eqs. (5.29) and (5.48) lead to the same grand potential [30]. Nevertheless, the difference is
conceptually important: when Matsubara summations are performed naively, the regulariza-
tion procedures required for the Hamiltonian and path-integral calculations differ, and only
the final, regularized results coincide. By contrast, the method advocated here yields agree-
ment already at the intermediate stage, so that the subsequent regularization is identical in
both approaches.

6 BCS Superconductor

We consider as a final example the Bardeen-Cooper-Schrieffer (BCS) theory of superconductiv-
ity [37–39]. The conceptual foundation of the theory is the existence of an effective attractive
interaction between electrons mediated by vibrations of the crystal lattice (phonons), which
induces an instability of the electron gas towards the formation of bound states of two elec-
trons (Cooper pairs) in the vicinity of the Fermi surface. Cooper pairs behave like composite
bosonic quasiparticles, and at low temperatures they form a condensate which is responsible
for conventional superconductivity.

6.1 Hamiltonian approach

The Hamiltonian of the system in momentum space is [40,41]

Ĥ =
∑

k,σ

εk ĉ†
k,σ ĉk,σ +

1
2LD

∑

k,k′,q
σ,σ′

eVσσ′(k− k′)ĉ†
k+q/2,σ ĉ†

−k+q/2,σ′ ĉ−k′+q/2,σ′ ĉk′+q/2,σ, (6.1)

where ĉ†
k,σ, ĉk,σ (σ =↑,↓) are fermionic creation and annihilation operators and eVσσ′(k− k′)

is the interaction matrix element between the two-electron states |k + q
2 ,σ;−k + q

2 ,σ′〉 and
|k′ + q

2 ,σ;−k′ + q
2 ,σ′〉. The assumption that the ground state |ΦBCS〉 of the superconductor is

a condensate of Cooper pairs implies a nonzero expectation value of the pair amplitude,

Φσσ
′

k′,q ≡ 〈ΦBCS|ĉ−k′+q/2,σ′ ĉk′+q/2,σ|ΦBCS〉 ̸= 0. (6.2)
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Similarly to what we did for the Bose gas, we use this fact to write ĉ−k′+q/2,σ′ ĉk′+q/2,σ =
Φσσ

′

k′,q + (ĉ−k′+q/2,σ′ ĉk′+q/2,σ − Φσσ
′

k′,q ) in Eq. (6.1) and retain only terms up to first order in

the fluctuations (ĉ−k′+q/2,σ′ ĉk′+q/2,σ −Φσσ
′

k′,q ). Introducing the gap parameter

∆σσ
′

k,q ≡
1
LD

∑

k′

eVσσ′(k− k′)Φσσ
′

k′,q (6.3)

we thus obtain that the Gaussian approximation for Ĥ = Ĥ −µN̂ is

ĤG =
∑

k,σ

(εk −µ)ĉ
†
k,σ ĉk,σ

+
1
2

∑

k,q
σ,σ′

�

−∆σσ
′

k,q

∗
Φσσ

′

k,q +∆
σσ′

k,q

∗
ĉ−k+q/2,σ′ ĉk+q/2,σ +∆

σσ′

k,q ĉ†
k+q/2,σ ĉ†

−k+q/2,σ′

�

. (6.4)

To simplify things a bit, we now consider the case of a spin singlet superconductor, where
the effective interaction is eVσσ′(k) = (1 − δσσ′)eV (k), and we assume that the Cooper pairs
have zero center-of-mass momentum, i.e. q= 0. In this case, Eq. (6.4) becomes

ĤG =
∑

k,σ

(εk −µ)ĉ
†
k,σ ĉk,σ +

∑

k

�

−∆∗kΦk +∆
∗
k ĉ−k,↓ ĉk,↑ +∆k ĉ†

k,↑ ĉ
†
−k,↓

�

= −
∑

k

∆∗kΦk +
∑

k

(εk −µ) +
∑

k

�

ĉ†
k,↑ ĉ−k,↓

�

�

εk −µ ∆k
∆∗k −εk +µ

��

ĉk,↑
ĉ†
−k,↓

�

, (6.5)

with
Φk′ = 〈ΦBCS|ĉ−k′,↓ ĉk′,↑|ΦBCS〉, ∆k =

1
LD

∑

k′

eV (k− k′)Φk′ . (6.6)

The matrix in the last line of Eq. (6.5) is Hermitian and thus can be diagonalized by the unitary
Bogoliubov transformation [4]

�

d̂k,↑
d̂†
−k,↓

�

=

�

uk −vk
v∗k u∗k

��

ĉk,↑
ĉ†
−k,↓

�

,

�

ĉk,↑
ĉ†
−k,↓

�

=

�

u∗k vk
−v∗k uk

��

d̂k,↑
d̂†
−k,↓

�

, (6.7)

where d̂k,σ, d̂†
k,σ are new fermionic operators satisfying canonical anticommutation relations,

provided that the complex functions uk, vk satisfy

|uk|2 = 1− |vk|2 =
1
2

�

1+
εk −µ
Ek

�

, u∗kvk = −
∆k

2Ek
, (6.8)

where
Ek =

Æ

(εk −µ)2 + |∆k|2. (6.9)

The diagonalized Hamiltonian reads

ĤG = −
∑

k

∆∗kΦk +
∑

k

(εk −µ− Ek) +
∑

k,σ

Ekd̂†
k,σ d̂k,σ. (6.10)

This shows that the elementary excitations of the system, the Bogoliubov quasiparticles created
by d̂†

k,σ, have a minimum energy equal to |∆k|, which is nonzero in the superconducting phase
(hence the name gap parameter). Owning to the energy gap separating filled and empty
quasiparticle states, these are difficult to excite at low temperatures, implying the rigidity of

32



SciPost Physics Lecture Notes Submission

the BCS ground state |ΦBCS〉. The latter is the vacuum state of the algebra {dk,σ, d̂†
k,σ}, namely

the state that is annihilated by all annihilation operators d̂k,σ:

|ΦBCS〉=
∏

k

d̂k,↑d̂−k,↓|0〉=
∏

k

�

uk + vk ĉ†
k,↑ ĉ

†
−k,↓

�

|0〉, (6.11)

where |0〉 is the vacuum state of the the algebra {ĉk,σ, ĉ†
k,σ}.

The grand canonical partition function is then

ZG = Tr
�

e−βĤG
�

= e−β[−
∑

k∆
∗
kΦk+

∑

k(εk−µ−Ek)]
∏

σ=↑,↓

∑

{N ex
k,σ}

〈{N ex
k,σ}|e

−β
∑

k EkN̂ ex
k,σ |{N ex

k,σ}〉

= e−β[−
∑

k∆
∗
kΦk+

∑

k(εk−µ−Ek)]
∏

k

�

1+ e−βEk
�2

, (6.12)

which gives the grand potential

ΩG = −
∑

k

∆∗kΦk +
∑

k

(εk −µ− Ek)−
2
β

∑

k

ln
�

1+ e−βEk
�

. (6.13)

At this point, the gap parameter ∆k and the chemical potential µ must be determined self-
consistently solving a ‘gap equation’ together with a ‘number equation’.

Gap equation—Substituting Eq. (6.11) into Eq. (6.6), and making use of Eq. (6.8), we
obtain

Φk′ = 〈0|(u∗k′ + v∗k′ ĉ−k′,↓ ĉk′,↑)ĉ−k′,↓ ĉk′,↑(uk + vk′ ĉ
†
k′,↑ ĉ

†
−k′,↓)|0〉= u∗k′ vk′ = −

∆k′

2Ek′
. (6.14)

It follows that the self-consistent equation for the gap parameter at zero temperature is

∆k = −
1
LD

∑

k′

eV (k− k′)
∆k′

2Ek′
. (6.15)

At finite temperature, the anomalous average Φk′ is defined on a thermal state rather than
on the ground state. Using relations (6.7) and the fact that the only nonzero thermal average
for noninteracting quasiparticles is 〈d̂†

k,σ d̂k,σ〉 = (eβEk + 1)−1 (Fermi-Dirac distribution), we
obtain

Φk′ = 〈ĉ−k′,↓ ĉk′,↑〉= −u∗k′ vk′〈d̂
†
k′,↑d̂k′,↑〉+ u∗k′ vk′〈d̂−k′,↓d̂

†
−k′,↓〉= −

∆k′

2Ek′
tanh

�

βEk′

2

�

, (6.16)

and thus the finite-temperature gap equation

∆k = −
1
LD

∑

k′

eV (k− k′)
∆k′

2Ek′
tanh

�

βEk′

2

�

. (6.17)

This corresponds to the condition
∂ΩG

∂∆∗k
= 0. (6.18)

Number equation—The total number of particles is N = 2〈c†
k,↑ck,↑〉, where the factor of

two accounts for the two spin polarizations. Using again relations (6.7), we obtain

N =
∑

k

�

1−
εk −µ
Ek

tanh
�

βEk

2

��

, (6.19)
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that is an implicit equation for µ. This corresponds to the thermodynamic relation

N = −
∂ΩG

∂ µ
. (6.20)

Zero-range interaction—In the case of an attractive zero-range interaction modeled by
a delta function potential eV (x − x′) = gδD(x − x′) = −g0δ

D(x − x′), with g0 > 0, we have
eV (k) = −g0 = const., hence the gap parameter ∆= − g0

LD

∑

k′ Φk′ is constant, the gap equation
simplifies to

1
g0
=

1
LD

∑

k

tanh(βEk/2)
2Ek

, (6.21)

and the grand potential reduces to

ΩG =
LD|∆|2

g0
+
∑

k

(εk −µ− Ek)−
2
β

∑

k

ln
�

1+ e−βEk
�

. (6.22)

6.2 Path integral approach

The same results can be obtained with the path integral. We start directly with the case of a
spin singlet superconductor, whose grand canonical partition function is given by [Eq. (2.46)]

Z =
∫

DΨ↑DΨ↑DΨ↓DΨ↓ e−
1
ħh

∫ βħh
0 dτ

∫

dDxL[Ψ↑,Ψ↑,Ψ↓,Ψ↓], (6.23)

where [Eq. (6.1)]

L=
∑

σ=↑,↓

Ψσ(x,τ)

�

ħh∂τ −
ħh2∇2

2m
−µ

�

Ψσ(x,τ)

+

∫

dDx′ V (x− x′)Ψ↑(x,τ)Ψ↓(x
′,τ)Ψ↓(x

′,τ)Ψ↑(x ,τ). (6.24)

is the Lagrangian density of the system, and Ψσ(x) are the Grassmann eigenfunctions asso-
ciated to the fermionic coherent states |Ψ〉 = e−

∑

σ=↑,↓
∫

dDxΨσ(x)Ψ̂†
σ(x)|0〉 that we use as the

representation basis for the path integral [cf. Eq. (2.42)]. Introducing an auxiliary bilocal
bosonic field ∆(x,x′,τ), which will turn out to be the gap parameter, the interaction term can
be decoupled via the Hubbard-Stratonovich transformation

e
1
ħh

∫∫

V (x−x′)Ψ↑(x,τ)Ψ↓(x′,τ)Ψ↓(x′,τ)Ψ↑(x,τ) =
∫

D∆∗D∆ e−
1
ħh

∫∫

[∆∗(x,x′,τ)V−1(x−x′)∆(x,x′,τ)−(∆∗(x,x′,τ)Ψ↓(x′,τ)Ψ↑(x,τ)+h.c.)], (6.25)

where
∫∫

≡
∫ βħh

0 dτ
∫

dDx dDx′. Defining the two-component Nambu spinors

ψ(x,τ) =

�

Ψ↑(x,τ)
Ψ↓(x,τ)

�

, ψ(x,τ) =
�

Ψ↑(x,τ) Ψ↓(x,τ)
�

, (6.26)

we can rewrite the partition function as

Z =
∫

D∆∗D∆DψDψ e−SHS[∆∗,∆,ψ,ψ]/ħh, (6.27)
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where

SHS =

∫∫

�

−∆∗(x,x′,τ)V−1(x− x′)∆(x,x′,τ) +ψ(x,τ)[−G−1(x,x′,τ)]ψ(x′,τ)
�

, (6.28)

−G−1(x,x′,τ) =

�

δ(x− x′)(ħh∂τ −
ħh2∇2

2m −µ) ∆(x,x′,τ)
∆∗(x,x′,τ) δ(x− x′)(ħh∂τ +

ħh2∇2

2m +µ)

�

. (6.29)

We can now perform the Gaussian path integral over spinor fields to obtain

Z =
∫

D∆∗D∆ e−Seff[∆∗,∆]/ħh, (6.30)

where

Seff =

∫∫

�

−∆∗(x,x′,τ)V−1(x− x′)∆(x,x′,τ)
�

−ħh lndet
�

−G−1(x,x′,τ)
�

. (6.31)

Up to here everything is exact. We now make the assumptions that the HS field is static and
translationally invariant, ∆ = ∆(x− x′). The latter corresponds to the assumption we made
in Eq. (6.5), that the Cooper pairs have zero center-of-mass momentum. Taking the Fourier
transform of Eq. (6.31), and accounting for the time-ordering, then yields

Seff = −βħh
∑

k

∆∗kΦk −ħh
∑

q

ln det
�

−βG−1(q)
�

, (6.32)

where

−G−1(q) =

�

−G−1
11 (q)e

iωn0+ −G−1
12 (q)

−G−1
21 (q) −G−1

22 (q)e
−iωn0+

�

=

�

(−iħhωn + εk −µ)eiωn0+ ∆k

∆∗k (−iħhωn − εk +µ)e−iωn0+

�

, (6.33)

ωn = (2n+ 1)π/βħh, and q = (k, n). The Gaussian approximation now consists in evaluating
the partition function at the saddle point of the HS field:

ZG = e−Seff[∆∗k,∆k]/ħh, ΩG =
1
βħh

Seff[∆
∗
k,∆k], (6.34)

where ∆k, ∆∗k satisfy the saddle-point conditions

∂ΩG

∂∆∗k
=
∂ΩG

∂∆k
= 0. (6.35)

These identify the HS field as the gap parameter of the BCS theory, see Eq. (6.18).
Using the fact that G−1

22 (q) = −G
−1
11 (−q), and neglecting the overall minus sign [see the

discussion following Eq. (4.31)], we can then follow the same procedure of Eqs. (5.41)-(5.42)
to obtain

ΩG = −
∑

k

∆∗kΦk −
1
β

∑

q

ln det
�

−βG−1(q)
�

= −
∑

k

∆∗kΦk −
1
β

lim
δ→0+

∑

q

�

ln
�

−βG−1
11 (q)

�

− ln
�

−βG−1
22 (q)

�

+ lndet
�

−βG−1(q)
�	

eiωnδ.

(6.36)
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Using [see Eqs. (4.7), (4.34), and (4.28), respectively]

lim
δ→0+

∑

q

ln
�

−βG−1
11 (q)

�

eiωnδ =
∑

k

ln
�

1+ e−β(εk−µ)
�

, (6.37a)

lim
δ→0+

∑

q

ln
�

−βG−1
22 (q)

�

eiωnδ =
∑

k

ln
�

eβ(εk−µ) + 1
�

, (6.37b)

lim
δ→0+

∑

q

ln det
�

−βG−1(q)
�

eiωnδ =
∑

k

�

βEk + 2 ln
�

1+ e−βEk
��

, (6.37c)

we finally obtain

ΩG = −
∑

k

∆∗kΦk +
∑

k

(εk −µ− Ek)−
2
β

∑

k

ln
�

1+ e−βEk
�

, (6.38)

which coincides with the Hamiltonian result, Eq. (6.13).
Alternative time-ordering—Let us consider also the alternative time-ordering, in which

both components of the matrix (6.33) appear with the same convergence factor. As described
in Section 4.2, the action becomes

Seff = −βħh
∑

k

∆∗kΦk + βħh
∑

k

(εk −µ)

−ħh
∑

q

ln det

�

β

�

−G−1
11 (q)e

iωn0+ −G−1
12 (q)

−G−1
21 (q) −G−1

22 (q)e
iωn0+

��

. (6.39)

The corresponding grand potential is

ΩG = −
∑

k

∆∗kΦk +
∑

k

(εk −µ)−
1
β

∑

q

lndet
�

−βG−1(q)
�

eiωn0+ , (6.40)

and using result (6.37c) for the last summation, we immediately obtain Eq. (6.38).
We emphasize that here (differently from the case of the weakly-interacting Bose gas,

where the chemical potential is fixed by the condensate density) obtaining exactly this grand
potential is crucial; if we had computed det[−βG−1(q)] naively, as in Eq. (5.47), the second
term in Eq. (6.38) would have been −

∑

k Ek, and consequently the relation N = −∂ΩG/∂ µ

would have produced an incorrect number equation.

7 Conclusion

We have presented a unified account of the coherent-state path-integral approach to the parti-
tion function of quantum many-particle systems, emphasizing the technical subtleties that, if
overlooked, can lead to incorrect or inconsistent results. Starting from the construction of the
discretized path integral, we showed how to take the continuum limit in imaginary time or
in Matsubara-frequency space without losing contact with the canonical Hamiltonian formal-
ism. Through a sequence of paradigmatic examples, from the bosonic and fermionic harmonic
oscillators to the weakly interacting Bose gas and the BCS superconductor, we demonstrated
that, when treated with due care, the path-integral formalism reproduces exactly the thermo-
dynamic quantities obtained by canonical operator methods. Our emphasis has been delib-
erately technical rather than interpretive, focusing on how to compute equilibrium quantities
rather than on the physical consequences of the results, which are extensively reviewed in the
existing literature. We hope these notes serve as a practical reference and a didactic comple-
ment to popular textbooks, and that they help readers avoid common pitfalls while applying
coherent-state path integrals to new problems.
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