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Abstract

A recent construction of polylogarithms on Riemann surfaces of arbitrary genus
in arXiv:2306.08644 is based on a flat connection assembled from single-valued non-
holomorphic integration kernels that depend on two points on the Riemann surface.
In this work, we construct and prove infinite families of bilinear relations among these
integration kernels that are necessary for the closure of the space of higher-genus poly-
logarithms under integration over the points on the surface. Our bilinear relations
generalize the Fay identities among the genus-one Kronecker-Eisenstein kernels to ar-
bitrary genus. The multiple-valued meromorphic kernels in the flat connection of En-
riquez are conjectured to obey higher-genus Fay identities of exactly the same form as
their single-valued non-holomorphic counterparts. We initiate the applications of Fay
identities to derive functional relations among higher-genus polylogarithms involving
either single-valued or meromorphic integration kernels.
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1 Introduction

A variety of cutting-edge challenges in high-energy physics and different areas of mathemat-
ics evolve around the treatment of iterated integrals on increasingly complex geometries.
Different flavours of polylogarithm functions have become a common theme of Feynman-
integral computations in quantum field theory [1, 2, 3, 4] and the moduli-space integrals
over punctured Riemann surfaces in string amplitudes [5, 6, 7, 8]. At the same time, spe-
cial values, Hopf-algebra structures and related properties of such polylogarithms connect
deep questions in number theory and algebraic geometry with computational advances at
the interface of mathematics and physics [9, 10, 11, 12]. A central objective in this field of
research is to construct function spaces of polylogarithms that close under taking primitives
and to exhibit effective algorithms to determine these primitives.

The space of polylogarithms on a (compact) Riemann surface ¥ strongly depends on
the genus of the surface ¥. On the sphere (genus zero), polylogarithms arise from iterated
integrals of rational functions [13, 14, 15]. Their closure under taking primitives can be
traced back to standard partial fraction identities [16].

On the torus, namely on a compact Riemann surface of genus one, elliptic polylogarithms
were introduced in [17, 18, 19], further developed in [20] and organized according to appli-
cations to superstring amplitudes and Feynman integrals [21] and [22], respectively. Elliptic
polylogarithms may be obtained as iterated integrals on the torus of Kronecker-Eisenstein
kernels. Essential to their closure under integration are certain identities among theta func-
tions [19, 20] that are closely related to the Fay trisecant identity of [23] and will be referred
to as Fay identities in the sequel. Fay identities at genus one play the role of partial fraction
decompositions at genus zero and rearrange bilinear combinations in Kronecker-Eisenstein
in a form that permits the evaluation of the primitives of all combinations of integration
kernels and elliptic polylogarithms in any number of variables [21, 24]. Fay identities also
underly the algebraic and differential relations that elliptic polylogarithms satisfy at special
values of their arguments [25, 26], known as elliptic multiple zeta values [27, 28] and, in the
real-analytic case, modular graph functions and forms [29, 30, 31].

The literature on integration kernels, associated flat connections and polylogarithms on
Riemann surfaces of higher genus h > 2 goes back to the study of correlators in Wess-
Zumino-Witten models in [32] and more recently features a broad bandwidth of approaches
(33, 34, 35, 36, 37, 38]. In view of the growing relevance of higher-genus polylogarithms for
Feynman integrals [39, 40, 41, 42, 43] and string amplitudes [44, 45, 46, 5, 47], the quest for
conceptual and computational control of the functional identities they obey is clearly a timely
endeavor. Even so, while the Fay trisecant identity and its applications to bosonization are
well-known for arbitrary genus, the generalization of the Fay identities that is required to
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promote the space of higher genus polylogarithms into an algebra of functions that closes
under differentiation and integration has remained part of largely uncharted territory.

In this work, we close this gap by constructing and proving Fay identities for integration
kernels on compact Riemann surfaces X of arbitrary genus h. We will mostly follow the ex-
plicit approach to higher-genus polylogarithms in [37] where the integration kernels are given
by iterated convolutions of the Arakelov Green function [48, 49, 44| as well as holomorphic
Abelian differentials and their complex conjugates. As a consequence, the integration kernels
of [37] are single-valued but non-meromorphic functions of two points on ¥ and transform
as tensors under the modular group Sp(2h,Z) [50, 51, 52].

Our main results include infinite families of tensor-valued Fay identities among bilin-
ears in the single-valued higher-genus integration kernels of [37] which are complete in the
following sense. The dependence of these bilinears on three points x,y,z € ¥ can always
be rearranged to avoid a repeated dependence on any of the points x,y or z in more than
one integration kernel factor. This rewriting of higher-genus integration kernels in terms of
products with at most one x,y or z-dependent factor is essential for integration over the
respective point in terms of the higher-genus polylogarithms of [37].

We also investigate the three-point Fay identities in the limit of two coincident points
and encounter modular tensors that solely depend on the moduli of ¥ and generalize (al-
most) holomorphic Eisenstein series to higher genus. As a simple subclass of two-point Fay
identities, we recover the so-called interchange identities which were presented in[46, 52, 37|
relating integration kernels and Abelian differentials. The web of relations that is found to
descend from the Fay identities in this work paves the way for deriving functional identities
among higher-genus polylogarithms and proving their closure under taking primitives. In
sections 7 and 9.5, we illustrate the role played by the interchange and Fay identities in the
concrete construction of primitives involving different types of higher-genus polylogarithms.

At genus one, our understanding of elliptic polylogarithms and their special values ben-
efitted from the interplay between two types of Kronecker-Eisenstein integration kernels:
single-valued but non-meromorphic f and meromorphic but multi-valued ¢ with » > 0.!
Numerous main results of this paper are derived and proven through the properties of single-
valued but non-meromorphic modular tensors f/1%r ;(x, y) which generalize the f)(z—y) to
higher genus [37]. In particular, the ubiquitous integration-by-parts identities in our compu-
tations crucially rely on the single-valuedness of the f-tensors. Meromorphic but multiple-

1'While the single-valued f(") entered the Brown-Levin formulation of elliptic polylogarithms [19] as well
as their string-theory applications in [21, 53], the alternative formulation of elliptic polylogarithms [22] in
terms of the meromorphic ¢(") is predominantly used in Feynman-integral applications [1].



valued higher-genus generalization of the ¢\ (z—) kernels, to be denoted by g"+" ;(x, ),
were introduced by Enriquez through their functional properties [33].

Another main result of this work is a generalization of the interchange identities, which
we prove, and a generalization of the Fay identities, which we conjecture, to the case of
the meromorphic Enriquez kernels g/t ;(x,y) at arbitrary genus and tensor rank. While
explicit representations for the Enriquez kernels are somewhat cumbersome to exhibit,® their
defining properties provide sufficient guidance for anticipating and proving the conjectural
identities in this work. Finally, the coincident limits y — x of Enriquez kernels g/t ;(z, )
are conjectured to introduce meromorphic versions of the solely moduli-dependent modular
tensors encountered in the analogous coincident limits of f71 ;(z, y).

1.1 Outline

This work is organized as follows: We start by motivating the quest for higher-genus Fay
identities in section 2 by highlighting the significance of partial fractions and genus-one Fay
identities for iterated integrals on the sphere and the torus, respectively. In section 3, we
review the protagonists of the Fay identities of this work, namely, the single-valued but
non-meromorphic integration kernels of [37] and the associated higher-genus polylogarithms.
Section 4 introduces a simple subclass of Fay identities on compact Riemann surfaces of
arbitrary genus h that transform as scalars under the modular group Sp(2h,Z). We then
proceed to the general case of bilinear identities among higher-genus integration kernels with
tensorial transformation law under Sp(2h,Z): interchange identities involving two points in
section 5 and Fay identities involving three or more points in section 6. In section 7 we
illustrate the role of the interchange and the Fay identities in the closure under taking
primitives of multivariable higher-genus polylogarithms. The coincident limits of higher-
genus integration kernels and Fay identities featuring tensorial generalizations of (almost)
holomorphic Eisenstein series are discussed in section 8. Finally, in section 9, we gather
counterparts of the results obtained in earlier sections for the meromorphic but multiple-
valued integration kernels in the Enriquez connection [33], to prove a meromorphic version
of the interchange identities and conjecture a meromorphic version of the Fay identities.

The appendices complement the discussion in the main text with additional background
material on the prime form and the Arakelov Green function (Appendix A), an alternative

2We depart from the normalization conventions of the meromorphic integration kernels w!t I ;(z, y)
introduced in Enriquez’s work [33] by g/t ;(z,y) = (—27i)"witI ;(z,y) to attain a smooth genus-one
limit g/ I (2, y)|n=1 = ¢ (z—y) and simple poles ¢’ ;(z,y) = 8% /(x—y) + reg with unit residue.

3See [38] for a recent proposal to express the Enriquez kernels wt " ;(z,y) in terms of Poincaré series

and Schottky variables in the restricted subset of moduli space where the Poincaré series converges.



approach to multi-variable Fay identities (Appendix B), proofs of the main lemmas and
theorems (Appendix C) and a construction of higher-weight Fay identities from convolutions
of lower-weight ones (Appendix D). Pointers to the main Theorems, and Conjectures of this
work are as follows.

e For the single-valued but non-meromorphic integration kernels of [37]:

— interchange identities in Theorem 5.2,
— three-point Fay identities in Theorems 6.2 and 6.3,

— their coincident limits in Theorems 8.3 and 8.4

e For the meromorphic but multiple-valued Enriquez kernels of [33]:

— interchange identities in Theorem 9.2,
— three-point Fay identities in Conjectures 9.6 and 9.7,

— their coincident limits in Conjectures 9.10 and 9.11.

1.2 Results obtained after the first archive version of this paper

Several questions and conjectures that were stated in the earlier versions of this paper have
since then been addressed or solved.

e A proof of the Conjectures 9.6 and 9.7 was advanced in [54];

e Relations between the single-valued f-kernels and the meromorphic g-kernels, and their
consequences for the associated classes of polylogarithms can be found in joint work
with Enriquez and Zerbini [55];

e An alternative proof of the Conjecture 9.6 is obtained in [56] by demonstrating the
equivalence between interchange and Fay identities and flatness of DHS or Enriquez
connections in multiple variables.
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2 Motivation: Fay identities at genus zero and one

The space of polynomials forms a ring under the operations of addition and multiplication
and closes under differentiation and integration, namely the derivative and the primitive of a
polynomial is again a polynomial. While rational functions also form a ring under addition
and multiplication (they actually form a field) and close under differentiation, the primitive
of a rational function is not necessarily again a rational function. Instead, the logarithm
arises as the primitive of a simple pole, and polylogarithms [13, 14, 15] arise from further
operations of multiplication by rational functions and integration. The resulting space that
combines rational functions and polylogarithms on the complex plane or on the Riemann
sphere is closed under addition, multiplication, differentiation and integration [16]. While
the study of polylogarithms has a long history [57, 58], their significance for perturbative
quantum field theory [59, 60, 61, 9] and string theory [62, 63, 64] has been recognized only
over the past few decades.

On the torus, elliptic functions again close under addition, multiplication and differentia-
tion, but integration again produces new functions, which are referred to as elliptic polyloga-
rithms. Double periodicity and meromorphicity are not always compatible with one another
on the torus and this conflict leads to different formulations of the function spaces of elliptic
polylogarithms. The standard choices are based on either single-valued but non-meromorphic
flat connections or alternatively meromorphic but multiple-valued ones [17, 18, 19, 22, 20].
Similar to their genus-zero counterparts, elliptic polylogarithms have become a common
theme of perturbative computations in quantum field theory [65, 66, 67, 68, 69] and string
theory [21, 30, 53, 70, 71].

Further generalization to polylogarithms to a higher-genus Riemann surface 3 have also
been introduced recently. The construction of polylogarithms is greatly facilitated by the
introduction of a flat connection whose associated path-ordered exponential integral, or
holonomy, between two points x,y € X depends only on the homotopy class of paths between
the points x and y but not on the specific representative chosen to represent each class.
The conflict between meromorphicity and single-valuedness, that existed already on the
torus, persists for higher-genus Riemann surfaces > and again leads one to make choices.
Formulations in terms of meromorphic flat connections on a punctured Riemann surface of
arbitrary genus feature either multiple-valued integration kernels with simple poles [33, 38|
or single-valued ones with higher poles [34, 36]. Their disadvantages are that modular
invariance is obscured, and that the basic integration kernels are somewhat cumbersome to
exhibit explicitly (though the Schottky parametrization has recently been used to evaluate
genus-two polylogarithms numerically [38]).

In a recent paper [37] a construction of polylogarithms was developed based on a non-
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meromorphic but single-valued and modular invariant flat connection with at most simple
poles. More specifically, the Sp(2h,Z) invariance of the connection of [37] on a Riemann
surface ¥ of arbitrary genus h is explicitly realized in terms of integration kernels that
transform as modular tensors.

Closure under integration of the function space of a certain class of meromorphic hy-
perlogarithms was proven recently in [36]. It has remained a challenge, however, to obtain
effective algorithms for the explicit determination of primitives from that approach and any
other. It is the purpose of this paper to investigate the closure under integration of the
polylogarithms introduced in [37] multiplied by the integration kernels in their underlying
flat connection. We shall prove bilinear identities among the higher-genus kernels that imple-
ment this closure as detailed in section 7 and generalize the genus-one Fay identities among
the Kronecker-Eisenstein kernels in [19]. We also propose concrete conjectures for certain
relations that are needed to show the existence and determine the explicit form of primitives
of the meromorphic polylogarithms derived from the kernels of [33, 38].

In this section, we present brief reviews of the polylogarithms at genus zero, namely on
the Riemann sphere, and for elliptic polylogarithms at genus one, namely on the torus. The
remainder of the paper will be devoted to higher genus.

2.1 Partial fraction decomposition at genus zero

On the Riemann sphere, any rational function of x may be expressed using partial fraction
decomposition. The primitive of every term in this decomposition, except for simple poles,
is again a rational function. Therefore, the extension beyond rational functions required to
obtain closure under integration is generated by differentials dx/(x — a;). The corresponding

polylogarithms G(ay, - -+ ,a,;x) with a;,x € C are defined recursively by G(0; z) = 1 and,
*od
G(ay, -+ ,an;x) :/ : G(ag, - ,an; 2) (2.1)
0 *F—a1

By the shuffle relations among iterated integrals, the product of two polylogarithms G(- - - ; z)
with the same endpoints 0 and x of the path is a linear combination of the same type of
integrals. Hence, in the discussion of closure under integration over z, it is sufficient to
consider expressions with at most one factor of polylogarithms (2.1). In order to integrate
over the labels a; of G(ay, -+ , a,; x), the differential equations of polylogarithms can be used
to move the integration variable into the endpoint of the path G(--- ;a;) [16, 62, 72, 73]. As
detailed in section 7, these types of functional identities are known as a change of fibration
basis, and we will lay the ground for their generalizations to arbitrary genus.

The primitive of the product of a polylogarithm G(ay,--- ,a,;2) and a rational func-
tion ¢(z) may be decomposed into a sum of rational functions and polylogarithms. To
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show this, we decompose ¢(z) into partial fractions. The primitive of any simple pole term
1/(2—b) in ¢(z) clearly produces a new polylogarithm G(b,ay,--- ,a,;x) while polynomial
and higher order poles may be integrated by parts and again recursively decomposed onto

the polylogarithms of (2.1). For example, choosing ¢(z) = ( with two linear fac-

1
z—b1)(z—b2)
tors in the denominator, the partial fraction decomposition needed to integrate the product

d(2)G(ay, - ,ay; z) via (2.1) is given by,
/deG(CLl,“',CLn;Z): 1 /de(G(CLl,“',CLn;Z)_G(CLl,"‘,an;2)>
0 (Z—b1)<2—b2) bl—bg 0 Z—bl Z-bg
1
© by—b,

Partial fraction decomposition is a property of rational functions and will not be available,

(G(bl,al, cosany ) — G(be,ag, - ,an;x)> (2.2)

as such, for genus one and beyond. Instead, what will be available at genus h > 1 are
multi-periodic generalizations of the elementary partial fraction relation,

1 N 1 n 1
(z=z)(z—y)  (e=y)(y=2) (y—2)(z—x)

among three points on the sphere which implies partial fraction decompositions involving an

—0 (2.3)

arbitrary number of points. More specifically, recursive application of (2.3) to products of
several simple poles will lead to standard partial fraction decomposition, such as in,

r

1 1
= + perm(zy, To, - , Ty 924
z—x;  (z—z1)(v1—22) - (o1 —21) perm(z1, T2 ) (2.4)

J=1

or in,
1

(z1—22)(T9—23) - - - (T, 1~ ;)
As will be motivated further below, the multi-periodic generalizations of the elementary

+ cycl(zy, 29, -+ ,2,) =0 (2.5)

partial fraction relation (2.3) to genus A > 1 will be referred to as Fay identities. Similar
to the situation on the sphere, elementary Fay identities among three points on a Riemann
surface of genus h will be sufficient to simplify functions of an arbitrary number of points.
The desired simplifications to be achieved via higher-genus Fay identities are set by the
closure of the genus-h polylogarithms of [37] under integration in the same way as partial
fraction enables the genus-zero integration in (2.2).

2.2 Kronecker-Eisenstein series at genus one

As mentioned in the introductory paragraphs to this section, function theory on the torus
reflects the conflict between meromorphicity and single-valuedness, and leads to two natu-
ral but different generalizations of rational functions on the sphere. They are referred to
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as the Kronecker-Eisenstein coefficients g")(x) and f)(z) and are given by the following
generating series,”

S oo™ () — 1(0)h (z+a)
rz—; o) U1 ()01 () (2:6)

= r—1 g(r) _193(0)191(%‘4—0&) < ( . IIH_.I)
;O‘ A NS TR R G T

where o € C plays the role of a bookkeeping device, while the modulus 7 of the torus
Y = C/(Z+77Z) will be suppressed throughout. The functions ¢ (x) defined by (2.6) are
meromorphic in 2 € ¥ but multiple-valued, while the functions f(z) are single-valued but
not meromorphic. One has ¢(®(z) = f(©(z) = 1 and the first non-trivial functions are,

gV (x) = 8, In v () (2.7)

Imzx

fY(z) = 0, In0,(z) + 27?21

mrT

Both of ¢V)(z) and fM)(z) have simple poles for any = € (Z+7Z). While all the single-
valued f(")(z) are regular on ¥ for r # 1, the meromorphic functions ¢ (z) for r > 2 on
the universal cover C of the torus have simple poles at x € (Z+7Z) \ Z.

The single-valued functions f)(z—y) will generalize at higher genus to the modular
tensors f/1 ;(z,y) introduced in [37] while the meromorphic functions ¢ (z—y) will
generalize to the differential forms ¢”*;(z,y) introduced in [33]. Translation invari-
ance on the torus admits the simple parity properties f)(z—y) = (—=1)"f")(y—2z) and
g (x—y) = (=1)"¢™(y—x) of the genus-one functions. However, their higher-genus gen-
eralizations obey more involved identities dubbed interchange identities, see section 5 and
section 9.2 below.

Recall that the scalar Green function G(x,y) on the torus is defined by [7],

I 2\ 2
+27r—m(x v)

(2.8)

. 2
[

ImT

where the Dedekind 7 function satisfies ¢;(0) = 27n®. Note that G(z,y) is single-valued,
symmetric under swapping x and y, and depends only on the difference x—y in view of
translation invariance on the torus. The Kronecker-Eisenstein coefficients ) (z—y) can be

4The ¥-function is given by ¥ (z) = 2¢"/® sin(rx) [[0, (1 — ¢")(1 — €2™%¢q") (1 — e~2™@g") for g = €277,
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naturally obtained from G via differentiation and convolutions, as follows, [74],

FOa—y) = —0,G(z,y) (2.9)
f(T)(x—y) = / d*z 0,6 (z, z)f(T_l)(z—y) , r>2
s

The Kronecker-Eisenstein coefficients, either meromorphic or single-valued, play a role for
iterated integrals on the torus [19, 21, 22| that is analogous to the role played by the differen-
tials dz/(z—a;) for the polylogarithms (2.1) on the sphere. Accordingly, both of ¢ (z) and
f0)(x) are referred to as integration kernels or Kronecker-Eisenstein kernels. Both g™ ()
and f)(x) are said to have weight r which in both cases equals the transcendental weight
of the Fourier coefficient and in the case of f(")(x) equals the modular weight (though the
g (z) do not transform as Jacobi forms under SL(2,Z) [75]).

2.3 Three-point Fay identities at genus one

In this subsection, we review the genus-one Fay identities in terms of both types of integration
kernels ") and ¢(") and provide a definition of the term z-reduced for the genus-one case.

2.3.1 Three-point Fay identities in terms of f(")

The genus-one analogue of the partial-fraction identity (2.3) on the sphere is readily formu-
lated in terms of the Kronecker-Eisenstein kernels f) in (2.7) and f®, [19, 21]

fE=2) fD(@—y) + fOr—y) fD(y—2) + fD(y=2) P (z—2)
+ [P @—y) + [P y—2) + [P (z=2) = 0 (2.10)

The factors f() in (2.10) account for the pole terms in (2.7), while the non-singular f terms
in the second line compensate for the non-holomorphicity of the first line. The relation in
(2.10) for fM and f® and its meromorphic counterpart for g and ¢® are the simplest
examples of Fay identities [23] for the special case of genus one.

At genus one, the Fay trisecant identity relating the meromorphic functions g™ and ¢
may be derived via Riemann identities for ¥-functions at arbitrary points in the Poincaré
upper half plane. Similarly, for arbitrary genus, the Riemann identities hold at arbitrary
points in the Siegel upper half space. By contrast, the Fay trisecant identity for arbitrary
genus [23] hold only on the subset of the Siegel upper half space that corresponds to the period
matrices of compact Riemann surfaces, referred to as Torelli space. The identities derived
here similarly hold only on Torelli space, whence we refer to them also as Fay identities.
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The Fay identity (2.10) plays a crucial role in reducing the integrals of elliptic polylog-
arithms against products of f(-functions to elliptic polylogarithms again, similarly to the
discussion following (2.1) for the sphere. For example, in an integral over the variable z,
the Fay identity (2.10) allows one to reduce the product ™ (y—z)f®"(z—x), both of whose
factors involve z, to a sum of terms in which only a single factor is z-dependent. We shall
refer to this process as z-reduction and the final expression thus obtained as z-reduced.
In this z-reduced form, the z-integral may now be carried out and produces again elliptic
polylogarithms, possibly multiplied by factors f)(z—y) with r > 1.

Analogous manipulations are needed to z-reduce more general products ™) (y—z) ) (z—x)
for arbitrary values of r, s > 1, namely to express them in terms of a sum of products of
Kronecker-Eisenstein kernels with at most one z-dependent factor. This is accomplished by
the following generalization of the Fay identity (2.10) to arbitrary weight [21],

l+r—1
14

PO @=2) O y=2) = =(=1)* f ) y=z) + 3 (7)) SO =y FH O y2)
=0

T

+> <£+2_1)f(""“’)(y—x)f(s”)(I—Z) (2.11)

=0

The z-reduction process, which was introduced and illustrated above for the case of genus
one, will play a central role throughout this paper and will be defined more generally and
more formally for arbitrary genus in section 3.6. Generalizations of the Fay identities (2.11)
which implement the z-reduction at arbitrary genus can be found in Theorems 6.2 and 6.3.

A generating series for the Fay identities (2.11) crucially enters the proof that the el-
liptic polylogarithms of Brown and Levin are closed under taking primitives [19]. The Fay
identity (2.11) drives integration algorithms for the variants of the Brown-Levin elliptic
polylogarithms used for genus-one string amplitudes [21, 53]. First, integrating products
of f&)(xz—2)f")(y—z) and elliptic polylogarithms over z necessitates a z-reduction of the
Kronecker-Eisenstein kernels via (2.11). Second, preparing these primitives with respect to
z for integration over x or y in a later step requires a change of fibration basis of the elliptic
polylogarithms which is performed through the differential equations they satisfy and the
Fay identities of their integration kernels [21]. A detailed discussion of changing fibration
bases and explicit results on its implementation at higher genus can be found in section 7
(also see section 9.5 for a formulation in terms of meromorphic polylogarithms).

5The generating series of (2.11) and its meromorphic counterpart follow from the Fay trisecant identity
for the odd ¥; function via (2.6). By a slight abuse of terminology, we shall also refer to the coefficient
identities (2.11) themselves, and their higher-genus generalizations below, as Fay identities.
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2.3.2 Three-point Fay identities in terms of ¢(")

The Kronecker-Eisenstein kernels ¢ literally satisfy the same Fay identities (2.11) upon
replacing f by ¢ in all terms. The definition of z-reduction straightforwardly car-
ries over from £ to ¢"). Accordingly, the meromorphic versions of the Fay identities
(2.10) and (2.11) obtained from replacing f by ¢ are said to z-reduce the product
9 (2—2)g" (y—=2).

In fact, these algorithms carry over to the meromorphic formulation of elliptic polylog-
arithms [22, 24] (see [20] for recent work on their closure under taking primitives) upon
replacing the single-valued kernels () by their meromorphic counterparts g™ in (2.6).

2.4 Higher-point Fay identities at genus one

Similar to the identity (2.4) among rational functions of multiple points z1,--- ,x, on the
sphere, one can iterate the genus-one Fay identity (2.11) to rewrite products [[}_, f k) (z—z;)
in terms of z-reduced combinations of f. The genus-one uplift of the cyclic identity (2.5)
among ((z1—x3)(xa—x3) -+ (x,_1—x,)) ! may be expressed in terms of the following elliptic
(i.e. meromorphic and doubly-periodic) functions of n points on the torus [76, 77, 21],

Vw(L e 7n) = Z f(kl)(x1_$2)f(k2)(x2_x3) T f(kr_l)(xrfl_xﬁf(kr)(xr_ml) (212>

k1+k2++kn:w

Their special cases with n = w+1 vanish,

V(1,2,-+- Jw+1) =0 (2.13)
as one can conveniently check from their generating series [76] or the following inductive
argument: The elliptic functions V,,(1,2,--- ,n) in (2.12) have simple poles in (z;,—z;41)
with residue V,,_1(1,---,j—1,j+1,---n). Hence, the V,(1,2,--- jw+1) in (2.13) are non-
singular if their lower-weight counterparts V,,_1(1,2,--- ,w) vanish. With the base case
Vi(1,2) = fO(z1—x5) + fP(2y—21) = 0 of (2.13) and the fact that all the V,,(1,2,--- ,n)
with w < n vanish upon integrating xi,--- ,z, over the torus, this leads to an inductive

proof of (2.13).

The second non-trivial example V5(1,2,3) = 0 of (2.13) is literally the weight-two Fay
identity (2.10). At general w > 3 in turn, (2.13) realizes multiple instances of higher-weight
Fay identities (2.11) applied to different triplets of points. From the contribution with w
factors of f)(zj—x;11) to Vi(1,2,- -+ ,w+1), the pole structure of (2.13) is identical to the
genus-zero identity (2.5), namely given by the cyclic orbit of ((z1—z2) - - - (z,_1—x,)) "' under
Tj — Tjp1 With x4 = 21.
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3 The Arakelov Green function and polylogarithms

In this section, we review some basic ingredients that will enter the formulation and proof
of interchange and Fay identities, including the homology of Riemann surfaces for arbi-
trary genus h, modular transformations, Abelian differentials, the Arakelov Green function,
integration kernels, and the construction of polylogarithms in [37] from flat connections.
Additional details on the construction of the Arakleov Green function via the prime form
may be found in Appendix A and in [7].

3.1 Homology, cohomology and Sp(2h,Z) basics

We follow the notation and conventions of [37] for the basic ingredients for integration on
compact Riemann surfaces ¥ of arbitrary genus h. A canonical basis of Hy(3,7Z) = 7Z*h
is spanned by homology cycles 2! and B; with I,J = 1,2,--- , h subject to a symplectic
intersection pairing J(A/,B ;) = —T(B,;, A7) = 6% and J(A, A7) = T(B;,B;) = 0.

The h Abelian differentials w; € H'(X,Z) are normalized on the 2A-cycles while the
B-cycles give rise to the components €2;; = €, of the period matrix €2,

%WJ:(S{I, f WJ:Q[J (31)
AL Br

The positive definite imaginary part of €2;; and its matrix inverse will be denoted by,

Yiy=ImQy, Y7 = (mQ)™H)" (3.2)

and used to raise and lower indices, for instance,’

w =Y"w;, wr = Y w’ (3.3)

In local complex coordinates z,z on Y, we will frequently peel the differential dz off the
Abelian differentials w; and denote the component functions wy(z) in normal font,

wr = wr(2)dz, o' =al(2)dz (3.4)

With the notation d?z = %dz A dz for the coordinate volume form the Riemann bilinear
relations take the following form,

%/Ewl/\@‘] = /Edzzwl(z)w‘](z) =67 (3.5)

SHere and throughout this work, repeated indices are understood to be summed over unless indicated
otherwise, i.e. Y7 w; = Zf}zl Y w; and Yijw’ = Z§=1 Y7 s;w”’. Unless stated otherwise, the dependence
on the period matrix of the Abelian differentials, and other functions in the sequel, will be suppressed.
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Modular transformations M € Sp(2h,7Z) implement changes of canonical H;(3,Z) bases
that preserve the intersection pairing, i.e. M'IM = J as 2h X 2h matrices. In the notation
A=A/, B=Byj;, C=C" and D = D' for the h x h blocks of M = (4 B), the modular
transformation of the homology cycles is given by,

Br= A B, + B A
A = s, + DI A7 (3.6)

The holomorphic Abelian differentials w and their complex conjugates @, the period matrix
(), its imaginary part Y, and the inverse of Y transform as follows under Sp(2h,Z),

JJI :wJR(Q)J] Q[J = (AQ+B)IKR(Q)KJ
@' = Q) 0’ Y1y = Yo R, WLJ
vIJ _ yKL QQ) x WJL (3.7)

where we use the following shorthand for the ubiquitous combination C'(24 D and its inverse,
Q) =CQ+ D, R(Q) = (CQ+D)! (3.8)

By raising and/or lowering indices via contraction with Y/ and/or Y7, one can trade trans-

formations via anti-holomorphic factors Q(2) and R(2) for transformations via holomorphic
factors R(Q2) and Q(f), respectively. For instance, while the anti-holomorphic form w; with
lower index transforms by a factor of R(f), its counterpart @’ transforms via a factor of
Q(R) as shown in the second line on the left of (3.7). It will be convenient to convert all
indices in such a way that their modular transformations are either under Q(2) or R(), i.e.
not under their complex conjugates. A function 7}111.',3: that depends on 2 and possibly on
a number of points on ¥ and transforms as follows under Sp(2h,Z),

TR () = QU s - Q) ae, TALLT (Q RO, - RO

E]

(3.9)

is referred to as a modular tensor. A tensor of vanishing rank, namely with r = s = 0,
will be referred to as a modular scalar. Siegel modular forms constitute a special case of
(3.9) for which suitable anti-symmetrization of the indices reduces the transformation to
multiplication by a power of the determinant det (C'2+ D). Modular tensors may be viewed
as sections of holomorphic vector bundles on Torelli space 7, namely the moduli space of
Riemann surfaces with a specified canonical homology basis (see also Appendix A).

3.2 Higher-genus integration kernels

Polylogarithms on higher-genus Riemann surfaces were constructed in [37] in terms of complex-
valued integration kernels 71" ;(z, y) that depend on the period matrix € and on two points
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x,y € 3, and transform as modular tensors under Sp(2h,Z) in the sense of (3.9). Their ex-
plicit construction may be carried out in terms of convolutions of Abelian differentials and
the Arakelov Green function G(z, z) [37], and starts off with the following modular tensor,
introduced by Kawazumi in [51, 78], and exploited further in [52],

! ;(x) = /26122 G(z,2) @' (2)ws(2) (3.10)
Modular tensors of higher rank are defined via the following iterated integrals,
CIDIl"'ITJ(x) = /EdQZ G(z,2) (I)Il(z) QzCI)IQ"'I’“J(z)
Ghtr(z,y) = /deZ G(z,2) @Il(z) OZQIQ"'IT(z,y) (3.11)

where we define G®21(2,y) = G(2,y) for r = 1. Both are complex-valued scalar functions
of z,y € ¥ and obey the following trace and symmetry relations,

@IIIT_lJJ(:L‘)
Ghtr(z,y) =

0
(=)G" By, x) (3.12)

where the former implies the vanishing of the genus-one restriction ®"'r ;(z)|,—; and the
latter is established by successive integrations by parts. The integration kernels f11I ;(z, )
are defined as follows,

Frt (@, y) = 0,010y (x) — 8,611 (w,y) 6 (3.13)
They are (1,0) forms in x and (0,0) forms in y and transform as follows under Sp(2h, Z),
F () = Q) -+ QU e 55 () RES (@) (3.14)

Combining the definition of (3.13) with the convolutions of (3.10) and (3.11), we get the
following formula directly for f7;(x,y) and the convolution formulas for f71I ;(z, ) with
r>2,

i) = [ d20,60.2) (! (sz) = 8z 0)8))
£ ) = [ E20,60,2)8" () 1 () (315)

Note that the trace fi1I=1/ ;(x, y) gives —hd,G"I=1(z,y) while the traceless part in the
two rightmost indices gives 9,9 ;(z), i.e. no information is lost in taking the sum (3.13).
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While the Arakelov Green function G(z,y) is a conformal scalar in x, y, string theory cal-
culations often make use of the string Green function G(z,y) defined in (A.11) of Appendix A
which is not a proper conformal scalar in x,y but admits a simple representation in terms
of the prime form and Abelian integrals. Using the relation of (A.13), one readily verifies
that G(z,y) used in the iterative definition of f!;(z,y) and fiIr;(x,y) may equivalently
be replaced by G(z,y), as all dependence on their difference cancels out.

Finally, we define the weight r of a modular tensor to be the minimal number of Green
functions G(z,y) required to define the tensor. Thus, by this counting, all of f/Ir;(z, y),
.G Ir=1(x,y) and 9,9 ! ;(x) have weight 7.

3.3 Anti-holomorphic derivatives

The proofs of the main results in this work will be based on the anti-holomorphic derivatives
of the integration kernels f/*r ;(z,y) in (3.13) and (3.15). Their d; and 9; derivatives can
be traced back to the Laplace equation of the Arakelov Green function and the ® tensor,

0z0:G(x,y) = —mo(2,y) + 7 k()

050, (,y) = md(a,y) — wwr(x) &' (y)

0:0,9" ;(z) = —m @' (x) wy(2) + 7 0% K(z) (3.16)
where k(z) = wr(z)@!(z)/h is the normalized modular and conformally invariant volume

form on X discussed more extensively in Appendix A. The above relations readily imply the
following formulas for the derivatives of f!;(z,y),

e f'y(x,y) = —m 0! (2) wy(x) + 785 8(z,y)
Oyf " s(x,y) = w6 @™ (y) wie(x) — 765 6(x,y) (3.17)

The delta function is normalized by [, d*z §(z,y) = 1 and reflects the singular behavior,

1 5t
awg(xay) = _ZL'_—y +reg7 fIJ(:L‘7y) = ﬁ + reg (318)

The analogous anti-holomorphic derivatives at higher weight r > 2 are given by,
0u " () =~ () T ()
O "1 () = mo7 [0 g, )@ (y) (3.19)
or equivalently (s > 1 and r > 2),
050,61 (2, y) = —m " (2) G (2, 1)
0y0, G (w,y) = w0, G1 T (w,y) W (y) — w T () 07 (y)
0:0, 01T ;(2) = —m 0" (2) 0,921 ;(x) (3.20)
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At various intermediate stages in the sequel another family of modular functions, defined by
iterated convolutions, will occasionally enter,

Gn(z,y) :/EdZZQ(x,z) K(2) Gn-1(z,y) (3.21)

where we set Gi(z,y) = G(x,y). One readily verifies that for n > 2, they are symmetric
Gn(z,y) = Gu(y, z) and satisfy the following Laplace equation,

070.Gn(x,y) = =7 k(x) Gp1(z,y) (3.22)

As we will see in (5.6), the 0,0, derivatives of the Go(z, y) function are ultimately expressible
in terms of f-tensors and Abelian differentials of total weight 2 with all of their indices
contracted.

3.4 Polylogarithms via a flat connection

The modular tensors f1Ir ;(x, y) may be used to construct a flat connection and associated
polylogarithms on a compact Riemann surface ¥ of arbitrary genus A > 1, which generalize
the genus-one non-holomorphic polylogarithms of Brown and Levin in [19].

3.4.1 The flat connection Jpus

To do so, we introduce a Lie algebra g that is freely generated by 2h non-commutative
elements denoted by a’ and b; for I = 1,---,h. In addition, we construct a g-valued
connection Jppus(z, p) on the punctured Riemann surface 3, = 3\ {p}, given by [37],

Tpus(z,p) = —1 &' ()b + wy(x)a’ + Z dx f™ I j(x,p)By, - - - Bra’ (3.23)

r=1

where By is a derivation in g that generates the adjoint action B; X = [b;, X] for any X € g.
The connection Jpps(z,p) is a differential form of type (1,0) & (0,1) in = and a scalar in p,
the (0,1) part being generated solely by the first term in (3.23). Using the closure of the
forms w; and @!, and the anti-holomorphic derivatives of f given in (3.17) and (3.19), one
readily shows that the connection Jppus(z,p) satisfies the Maurer-Cartan equation,

dijHS(JU,p) - jDHS(Lp) A jDHS(xap) =7ndr Ndx 5(%2?) [bh CLI] (3-24)

"The generators denoted by a! below were denoted by a! = af + 7Y ?7b; in [37].
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and is therefore a flat connection, away from the singular point p,
Tous(@,p) =~ [by, a'] + regul (3.25)
pus(¥,p) = — |br,a regular .
(z—p)

In view of the modular transformation laws under Sp(2h,Z) of wr,&” given in (3.7), and
flI ;(z, p) given in (3.14), the connection Jpgg will be invariant under Sp(2h, Z) provided
the generators a’ and by transform as follows (see (3.8) for Q(§2) and R(Q)),

C~LI = Q(Q)IJ CLJ, B[ = bJ R(Q)J[ (326)
Restricting to genus one and redefining a — a + 7wb/Im 7 produces the non-holomorphic
connection of [19] valued in a Lie algebra freely generated by two elements a, b.

3.4.2 Polylogarithms from the flat connection Jpus

Flatness of Jpus(x,p) guarantees that the differential equation,

is integrable. Its solution, subject to the initial condition I'(y, y;p) = I, is valued in the Lie
group of g and may be represented by the path-ordered exponential,

I'(z,y;p) =Pexp/ Jous (2 p) (3.28)
Yy

which satisfies the composition law,

C(z,y;p) = T(x,2;0) T(z,y;p) (3.29)

The multiplication on the right side is understood to be that of the Lie group of g. Flatness
of Jpus(x, p) also guarantees that I'(z, y; p) is homotopy invariant, namely that its value only
depends on the homotopy class of paths used to integrate from y to x but is independent of
the representative path chosen within a given homotopy class.

Higher-genus polylogarithms are obtained by expanding I'(z, y; p) in words to consisting
of a finite number of letters in the alphabet made up of the letters a’ and b; for I,J =
1,---,h. The set W, of all words in the alphabet of letters a’, b; closes under the associative
concatenation product, has the empty word ) as its neutral element, and is thereby a monoid.
This expansion requires working in the enveloping algebra of g and takes the form,

T(z,y;p) = Y wI(w;2,y;p) (3.30)

weEW.
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where the sum is over all different words to in W, including the empty word with T'((; x, y; p) =
1. For a given word to, the function I'(to; x, y; p) is homotopy invariant and referred to as a
higher-genus polylogarithm. Since Jpus(z,p) is modular invariant, so is I'(z, y; p), and the
polylogarithms T'(w; z,y; p) are modular tensors. In section 3.5 below, we shall generalize
these polylogarithms to depend on an arbitrary number of variables.

The integral representation of their generating series (3.28) implies the following shuffle
product rule (see section 6.2 for properties of the shuffle product) on polylogarithms,

D(wy;z,y;p) T(wg; 2, y5p) = Y (i, y;p) (3.31)

et Lo

The polylogarithm I'(to; z, y; p) for a word w of length ¢, may be calculated by expanding
the path-ordered integral of (3.28) in powers of Jpus (with to = z in the n = 1 term),

e o] x t1 tn—1
L(xz,y;p) =1+ Z/ jDHS(tlap>/ Jpus(tz,p) - - / Jpus(tn, p) (3.32)
n=1vY Y Y

retaining only the terms with n < ¢, and projecting onto the contributions for the word tv.
Note that the polylogarithm I'(to;x,y;p) for a word w of length ¢ will generically receive
contributions from all n < /.

3.4.3 Examples

The simplest examples correspond to words composed of the letters a’ only, or of the letters
by only. They admit the following expressions,®

T t1 tr—1
D(a”a” a2, y;p) = / dt; wy, (t1) / dtywy,(ts) - - / dt,wy, (t,) (3.33)
y y y

F(bhbfz e bIT; xz, y7p> = (_7.‘,)1”/

Y

t1 tr—1
dl?l (I)Il (tl) / dl?g (IJIQ (tz) e / dfr (DIT (tr)
Yy Yy

Both are homotopy-invariant, independent of p and multiple-valued in x,y. The first is
holomorphic in x,y while the second is anti-holomorphic in x, y.

Polylogarithms corresponding to words that involve both letters a’ and b;, however,
feature sums of iterated integrals, each of which generically fails to be homotopy-invariant
by itself. Thus, carrying out the expansion in (3.32) requires one to define all integrals to
be evaluated along the same path. Only when all contributions to the polylogarithm are

8In the conventions of (3.23) for Jpus(z, p), the coefficients I'(tv; , y; p) of words in a” and by defined by

(3.30) were denoted by I'(to; z,y; p) in [37].
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combined will the dependence on the choice of representative for a given homotopy class of
paths cancel out. We illustrate this mechanism for the simplest non-trivial case where the
word is tv = bra’, and we obtain,

L(bra’;x,y;p) = /x dt f15(t,p) — 7T/x dt o' (t) /t dt’ wy(t') (3.34)

y y y

Neither integral on the right side is homotopy-invariant, and their separate evaluation re-
quires specifying a path of integration from y to  along which the point ¢ also takes values.
To see that T'(bra’;z,y;p) is path-independent within a given homotopy class of paths on
the punctured surface ,° we recast the integral in the following form,

L(bra”; 2, y;p) = / v y(t,p) (3.35)
Y
where the (1,0) @ (0, 1) form v/ (¢, p) is given by,
t
V(6 p) = dt fLy(t p) — mdE @ (1) / 0w (¥) (3.36)
Yy

The integral defining I'(b;a”; , y; p) is homotopy-invariant because the form v ;(, p) is closed
with respect to t and satisfies d;v! ;(t,p) = 0 for t # p in view of the first equation in (3.17).
Note that special values p = x or p = y give rise to endpoint divergence whose regularizations
can for instance be approached via tangential base points [79, 73, 2].

Similarly, polylogarithms I'(tv; z, y; p) for longer words containing both letters of type a’
and b; may be obtained by expanding the path-ordered exponential of (3.28) to higher order,
and collecting all contributions with the same word tv. Individual iterated integrals in the
expansion are of the form,

T t1 tm—1
[ttty [t sy [ o) 337
y y y
multiplied by the coefficient,

[bhv["' 7[bfrva’J]"']] [bK17[ 7[meaL]”'H”'[bPU["' 7[bPu7aQ]"'H (338>

Each of these individual iterated integrals in (3.37) fails to be homotopy-invariant, but the
flatness of the connection (3.24) guarantees that (3.37) is always accompanied by a tail of

additional path-dependent integrals involving lower-weight f-tensors, that eventually render

a polylogarithm such as I'(by, - - - by a”bg, - - br,a” - - -bp - - -bp,a®; x,y;p) and all the other

S

higher-genus polylogarithms homotopy invariant.

9The simple pole f!;(t,p) = 6% /(t—p) +reg causes I'(b;a’; x, y; p) to change by integer multiples of 2mid’,
once the homotopy class of the path from z to y is modified by loops around the singular point p.
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3.5 Polylogarithms in multiple variables via a flat connection

Applications of polylogarithms to quantum field theory and string theory necessitate gener-
alizations of the polylogarithms discussed in the previous subsection to multiple variables,
namely dependent on several points p; € ¥ for ¢ = 1,--- ,n. An explicit construction of
such polylogarithms at arbitrary genus as provided in [37] will now be reviewed. Their con-
struction requires enlarging the Lie algebra g to a Lie algebra g. which is freely generated
by a’,b; for I =1,--- ,h and one extra generator ¢; for i = 1,--- ,n per additional point p;.
The corresponding multi-variable connection Jy(z,p;p1, -+ ,pn) introduced in [37] is,

jmv(-xap;pl? T 7pn) = jDHS(xap) + Z dx<H<x>p7 B) - H('Tvpi; B)>Cz (339)
i=1
where H is given by,

H(x,y; B) = 0:.G(x,y) + Y 0.G" " (2,y)By, - By, (3.40)

r=1

or may alternatively be expressed solely in terms of the integration kernels f,

Hlr,y: B) = — 1 s(w9) - 1 11 () By, - By, (3.41)

r=1
The connection Jy(x, p;p1,- -+, pn) is flat away from the points p and p;, as may be verified
by evaluating its curvature form,

Ao Tne = Ty N Ty = 7dT N da (5(1’ p)[br,a’] + Z cz< T, pi) — 5(96729))) (3.42)

The connection Jy,, is modular invariant under Sp(2h, Z), provided that w; and &7 transform
asin (3.7), fir-Ir j(z, p) as in (3.14), the generators a’ and by as in (3.26), and the generators
¢; as scalars. The connection Jp,, reduces to the multi-variable Brown-Levin connection [19]
upon restricting to genus h = 1.

Higher-genus polylogarithms in multiple variables may now be defined in analogy with
the case of polylogarithms of a single variable, where the connection Jpys and the Lie algebra
g in the expansion of the path-ordered exponential in (3.28) and (3.30) are now adapted to
Jmv and g, respectively,

F($ayap7plv 7pn) = PeXP/ jmv(tap;pla"' 7pn)
)

WEWhe
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This expansion assigns a multi-variable polylogarithm I'(w;z, y; p; p1,- -+ ,pn) to each w in
Wape composed of all possible letters in the alphabet {a',---,a" by, - by,c1---c,}. The
resulting multi-variable polylogarithms are homotopy-invariant upon complete assembly of
all contributions to a given word tv and depend only on the homotopy class of the path
taken from z to y on the punctured surface ¥\ {p, p1,- -+ ,pn}. Moreover, products of multi-
variable polylogarithms with the same endpoints x,y of their integration path satisfy the
same shuffle relations (3.31) noted in the single-variable case, implying their closure under
multiplication.

Simple examples of multi-variable polylogarithms which depend non-trivially on an extra
point p; include,

U(ei; @, y;p501) = /m dt (2G(t,p) — 0G(t, p1)) (3.44)

Y

x t
F(aKcl;x,y;p;pl)z/ dtwK(t)/ dt' (0xG(t',p) — O G(t', p1))
) Yy

L(brer; z, y;p; pr) =/ dt (8,6 (t,p) — 0:G" (¢, p1))

Y

_ W/m dt ' (t) /t dt' (0pG(t',p) — v G(t', ;1))

Y

where the homotopy invariance of the third example does not hold for the individual terms
and is tied to their special linear combination selected by the expansion of (3.43), also see
the discussion below (3.34) for a single-variable analogue.

3.6 Definition of z-reduced

Besides their intrinsic interest, the Fay identities will serve to carry out fundamental re-
ductions in the construction of polylogarithms that lead to their closure under addition,
multiplication, and taking primitives. To organize these reductions, we generalize the notion
of z-reduced, introduced informally for genus one in section 2.3, to arbitrary genus.

We shall present the definition here in the non-meromorphic context, and defer the minor
modifications needed for its adaptation to the meromorphic case to section 9. Informally, a
sum of products of tensors f is z-reduced if it can be expressed as a linear combination of
tensors f(z,y) or f(y,z) with coefficients that are independent of z.

More formally, the building blocks of the connection Jpys of section 3.4 and its general-
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ization J, to multiple points z,--- , 2y are given by the differential forms,'"
wI(zi) s U_JI(Zi) s fIlmITJ(Zi7 Zj) = fIl'“ITJ(Zi, zj)dzl- (345)

for i,j = 1,--- , N and all possible values of r > 0 and I,1;,---1.,J = 1,---  h (setting
F25(2,2) = wy(z)). They generalize the forms dz;/(z—z;) at genus zero and the forms
dz;, dz;, f(T)(zi—zj)dzi at genus one. Here and below, we are assuming that the points are
non-coincident, namely z; # z; for i # j. The differential forms of (3.45), together with the
two-forms obtained by applying the total differential d; = dz;0., + dz;0, to f,

djfhmlr‘](Zi, Zj) = —8ij[1m[r‘](2’i, Z])dZZ A de — W(S(I]Tfhm]r_lj((zi, Zj) A\ (:JK(ZJ) (346)

generate an algebra Ay of differential forms in N variables whose multiplication is the
exterior product of differential forms. By construction, the algebra Ay is closed under
addition, under exterior product multiplication and under total differentiation by d;. This
is clear for wr(z;) and @’(z;) and holds true for the forms f and d; f thanks to the relations
(3.17), which we recast here in terms of differentials,

dif T (2, 25) = =m0 () A T (2, 2)

di (djfll...ITJ(Zi, Zj)) = —7'('(.?)11 (Zz) A dijZMITJ<Zi, Zj) (347)

Note that wedge products of the form £ ;(z;, 2;) A FE e (2, %) that share their first
point z; vanish identically.

An arbitrary element ¢(z1, - ,zy) € Ay is defined to be z;-reduced, for a given value
of i € {1,---,N}, if it is a linear combination of z-independent terms and those gener-
ators of the algebra Ay that depend on z;, with coefficients that are independent of z;.
More explicitly, ¢(z1, -, zn) is z;-reduced if its z;-dependent parts are a linear combination
of the differential forms w;(z), @' (z), £ (2, %), fIlmIT](Z]’, i), dijIMITJ(Zi,Zj> and
d; fhtr 7(zj,z;) with z-independent coefficients, and arbitrary assignments of the indices
I1,J.1,---I.. The process of obtaining the z;-reduced form of an element in Ay will be
referred to as z;-reducing or z;-reduction.

The Fay identities in section 6 will perform the z;-reduction for coefficients f™r ;(z;, z;)
of the above differentials dz;. For instance, Theorem 6.2 provides the z-reduced form of
products fPr-PsM j(y 2) fhe-Ied g (2, 2), written in terms of bilinears of the schematic form
f(y,2)f(z,y) and f(y,z)f(x,z) with no more than one z-dependent factor. Given that
the tensors 0® and 0G may be obtained from the trace and traceless part of the kernels
fhdr j(x,y) via (3.13), the definitions of z-reducing apply to the products involving 9% and
0G as well.

10Tn this subsection, we shall denote the points z,p and pq,-- - , pn involved in the connections Jpug and
Jmv by 21, ,zy with N = n+42 in order to stress the generality of the definition of z-reduction.
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4 Scalar prototypes of higher-genus Fay identities

The simplest higher-genus Fay identities involving three points z, y, z will be modeled on the
relation between rational functions in (2.3) and doubly periodic functions in (2.10) for genus
zero and genus one, respectively. In both cases, the points z, y, z enter on an equal footing, as
the relations may be viewed as scalars in x,y, z, and invariant under cyclic permutations of
x,Yy,z. On a Riemann surface of higher genus, however, it is the derivative of the Arakelov
Green function 0,G(z,y) that exhibits a simple pole, as shown in (3.18). The fact that
0.G(x,y) is a (1,0) form in x and a (0,0) form in y creates an asymmetry between the
dependences on x and y. It is not hard to see that the generalization of the Fay identity for
three points to higher genus cannot be cyclically symmetric in the points x, y, z, but rather
must be a (1,0) form in two of the points and a (0,0) form in the other point.

To exhibit this structure and its implications in the simplest possible setting first, we
begin with a discussion of the higher-genus Fay identity in three points for modular scalars.
An immediate extension to scalar Fay identities in an arbitrary number of points can be
found in section 4.4, and the more comprehensive generalizations to tensorial Fay identities
at arbitrary rank and weight are discussed in section 6.

4.1 The modular scalar Fay identity in three points

A natural Ansatz for a sum of products of the derivative of the Arakelov Green function
that contains the pole terms of (2.3) is provided by the following combination,

0,G(, ?/)ayg(% z) + ayg(y’ 1)0,G(x,2) — 0,G(x, Z)ayg(y’ z) (4.1)

which we choose to be a (1,0) form in  and y and a (0,0) form in z. Applying the 9 operator
to this combination in z,y, z using (3.16) reveals that it is not holomorphic and therefore
cannot vanish. This situation is familiar from the corresponding identity in (2.10) for doubly
periodic functions at genus one in which contributions from weight-two functions £ were
required. Similar contributions are required also here, and the result may be summarized by
the following theorem.

Theorem 4.1 The three-point Fay identity that is a scalar under modular transformations
states that the following combination, which is a (1,0) for in x,y and a (0,0) form in z,

Fy(z,y,2) = 0:G(2,y) 9,G(y, 2) + 9,G(y, ) 0.G(x, 2) — 0:G(x, 2) 9, Gy, 2)
—wi(2) 9,G"(y, 2) — wi(y) %G (v, 2) + 0:0,Ga (. y) (4.2)

vanishes identically on a Riemann surface ¥ of arbitrary genus,

Fs(z,y,2) =0 (4.3)
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Recall that the ingredients of (4.2) were defined in section 3, and we will see in section 5

that the last term 0,0,G2(x,y) may equivalently be expressed solely in terms of f and ®.

4.2 Method of proof

The proof of Theorem 4.1 follows the same method that will be used throughout this work
to demonstrate the vanishing of certain single-valued modular tensors. For this reason the
method of proof presented below is structured so that it applies to the proof of Theorem 4.1
as well as to the proofs of many results in the sequel. For simplicity, we consider the case
where the identity involves three points z,y, z on an arbitrary compact Riemann surface ¥,
the case of additional points being a straightforward generalization of the three-point case.

We consider a sequence of modular scalars or modular tensors 7, (z,y; z) (tensor indices
will be suppressed throughout this subsection) labeled by a non-negative integer n indicating
their weight in the sense of section 3.2. The sequence may have a finite or an infinite number
of elements, and each element 7T(,,)(x,y; 2) is a polynomial in the integration kernels f, single-
valued in z, y, z, and assumed to be a (1,0) form in x and y and a scalar in z. We shall assume
that the relation 7()(z,y;2) = 0 has been established to hold. The proof of a sequence of
identities for n > 1 of the form,

Ty (2,y32) =0 (4.4)
proceeds via the following two steps.

1. First, one proves that the anti-holomorphic derivatives of 7, (x,y; 2) in z,y and z all
vanish when 7, (2, y; 2) = 0 for all m in the range 0 < m < n,

O: Ty (2, y;2) =0

05Ty (2,93 2) =0 mod {7 =0,0<m <n} (4.5)

0z Ty (z,y;2) =0
using the differential equations in section 3.3. Holomorphicity in z,y, z implies that
Tny(x,y; 2) is independent of z (since it is a scalar in z) and can be expanded in a
basis of holomorphic (1,0) forms in = and y as follows,

for an x,y independent modular tensor T(IE)L.

2. Second, one proceeds to verify that 7, (z,y; 2) integrates to zero against a basis of
holomorphic (1,0) forms in z and v,

[ @) [ ot )T w0 = T =0 (4.7)
P ¥
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Establishing the vanishing of these integrals is greatly facilitated by the fact that many
terms in T, (7, y; 2) are total derivatives of a single-valued function in  or y, or both.
Note in particular that, by virtue of (3.15), the tensors f{1I ;(z,y) and therefore also
0, @1 Ir ;(x) and 9,G" =1 (x,y) are total derivatives in z at arbitrary rank r > 1.

4.3 Proof of Theorem 4.1

Let us now apply the two steps of the previous section to prove the vanishing of F3 in (4.2).

1. One first verifies that the 0z, 0y, 05 derivatives vanish. Holomorphicity in z,y follows
outright from (3.16), (3.20) and (3.22). However, the 0; derivative of F3,

0:Fy(x,y,2) = 72" () (wi(2)0, @' (y) — wic (), G(y, 2) + (w2 9))  (48)

gives rise to a particular weight-one combination in the parenthesis which vanishes by
the interchange identity of (5.1). The latter was already demonstrated in [46, 52] and is
reviewed in more detail in section 5. Therefore, F3(x,y, z) must be independent on z, a
holomorphic (1, 0) form in ,y, and admit an expansion Fz(z,y, 2) = wk (z)wr (y) FEL
with a modular tensor F¥% independent on z, y.

2. Second, one verifies that Fj integrates to zero against [, d*zw™(x) [ d*yw*(y) to
show that Ff*f = 0. The vanishing of the integral over z is manifest from the first,
third, fifth and sixth term on the right side of (4.2) since each one of these terms is a
total derivative of single-valued functions in x. Similarly, the second, third, fourth and
sixth terms in (4.2) are total derivatives of single-valued functions in y and integrate
to zero against [, d*y 0™ (y).

4.3.1 Comments on Theorem 4.1

Although the Fay identity (4.2) is a (1,0)-form in z,y and a scalar in z and thus fails to
be cyclically symmetric in z,y, z for higher genus, its restriction to genus one is cyclically
symmetric and reduces to (2.10) in view of the following restrictions to genus one,

@y =1, 0.6(r.9) |, = ~1 (o)

0:G" (@, 9)| ey = —FP (=), 0:0,Ga(x,y)|,_, = fP(z—y) (4.9)
Similarly, the genus-zero counterpart (2.3) is also cyclically symmetric in z,y, z
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4.3.2 Application of z-reduction to arbitrary genus

The scalar Fay identity in Theorem 4.1 provides a first example that motivates the general-
ization of the notion of z-reduction to arbitrary genus h given in section 3.6.

While the scalar Fay identity (4.2) is symmetric in z,y, it has no further symmetry
involving the variable z. As a result, (4.2) may be used in two inequivalent ways towards
the calculation of iterated integrals. As a (1,0) form in x,y and a scalar in z, it may be
rearranged either in a z-reduced or in an x-reduced form. More explicitly,

e z-reduce the product 0,G(z, 2)0,G(y, 2) in the third term of (4.2), which is a (0,0)
form in z, to a sum of terms in which at most one factor is z-dependent; or

e z-reduce the product 9,G(y,x)0,G(x, z) in the second term of (4.2), which is a (1,0)
form in x, to a sum of terms in which one factor is z-dependent

In neither case will the terms in (4.2) yield homotopy-invariant integrals over x or z all by
themselves. Still, the generating-series construction of higher-genus polylogarithms in (3.28),
(3.30) and (3.43) provides a complete prescription for how to arrange individual iterated
integrals over f-tensors to produce homotopy invariant combinations in a fully constructive
manner. Our main results in later sections are tensorial Fay identities among (1, 0)-forms in
x,y and scalars in z which bring arbitrary products of w; and higher-weight tensors f, 0G,
0® into either a z-reduced or a x-reduced form.

4.4 Higher-point modular scalar Fay identities

On the sphere, the identity (2.3) for three points suffices to carry out a partial fraction de-
composition for an arbitrary rational function of an arbitrary number of points, as exhibited
for the denominators in (2.4) and (2.5). We shall establish here that an analogous strat-
egy essentially also works for arbitrary genus. Here, we shall again focus on the simplest
higher-genus identities that share the pole structure of (2.5) and are modular scalars.

It will be convenient to denote the various points by z; and use the standard abbreviations
for the arguments of functions such as in G(i,j) = G(x;, x;), and derivatives 0; = 0,,. In
particular, we introduce the following notation for the vanishing expression (4.2),

F5(1,2,3) = 0,G(1,2)0,G(2,3) + 3:G(2,1)01G(1,3) — 91G(1,3):G(2, 3)
— wi(1)0:G67(2,3) —wr(2)0,G7(1,3) + 0,0:G,(1,2) (4.10)

The combination F3(1,2,3) is a (1,0) form in 21,25 and a scalar in x5 with the manifest
symmetry F3(1,2,3) = F3(2,1, 3).
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One readily engineers an expression with the pole structure of (2.5) for four points which
is a (1,0) form in x1, x9, z3 and a (0,0) form in x4, given by,

Fy(1,2,3,4) = 0,G(1,2)0,G(2,3)0:5G(3,4) — 0,G(2,3)0:G(3,4)0:G(1,4) (4.11)
+ 05G(3,4)0,G(1,4)0,G(2,1) — 0:G(1,4)0:G(2,1)0:G(3,2)
+ (010:G2(1,2) —wr(2)01G" (1,4) — wr(1)8:G"(2,4)) [0:G(3,4) — 95G(3,2)]
+ (0205G(2,3) — wr(2)85G7 (3,4) — wr(3)2:G7(2,4)) [0:G(1,2) — 0:G(1,4)]

The first two lines on the right side capture the pole structure of the decomposition of (2.5)
in a minimal manner, namely with the smallest number of terms. The third and fourth lines
consist of terms required to make the full expression holomorphic in x1,--- ,z4. As a result,
F} is independent of x4 and is a holomorphic (1,0) form in xq, 9, 3. Finally, as in the case
of three points in Theorem 4.2, one readily shows that the integral of Fy(1,2,3,4) against
04 (1)w?B(2)w”(3) vanishes so that we must have Fy(1,2,3,4) = 0.

One may construct an analogous combination for five points,

F5(17 27 T 5) = alg(lv 2)a2g(27 3)83g(37 4)a4g(47 5)_82g(27 3>a3g(37 4)84g<47 5>81g(17 5)
+05G(3,4)04G(4,5)01G(1,5)0:G(2,1)—0,G (4, 5)0,G(1,5)0:G(2,1)05G(3, 2)
+01G(1,5)0G(2,1)05G(3,2)0,G(4,3) + - - - (4.12)

where the ellipses stand for another 45 terms that are required for F5(1,2,3,4,5) = 0. These
terms may be constructed as we did for the cases of three and four points.

Instead of the above expressions for Fj and Fj in terms of individual monomials in the
derivatives of the Green functions and related functions, one may re-organize their expres-
sions recursively, as given for the four and five points functions in the following Theorem.

Theorem 4.2 The modular scalar Fay identities for four and five points may be recursively
expressed in terms of,

Fy(1,2,3,4) = (0:G(1,2) — G (1,4)) F5(2,3,4) + (05G(3,4) — 0:G(3,2)) F5(1,2,4)
F5(1,2,3,4,5) = (0,:6(1,2) — 0:G(1,5)) Fi(2,3,4,5) + [agg(3,4)a4g(4,5)

—01G(4,5)05G(3,2) + 85G(3,2)04G (4, 3)] F4(1,2,5) (4.13)
which both vanish identically on a Riemann surface ¥ of arbitrary genus,

Fy(1,2,3,4) =0
F5(1,2,3,4,5) =0 (4.14)
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In the expression for Fy the function Fy may be eliminated in terms of F3 functions using
the first equation, so that both Fy and F5 are linear combinations of Fs functions only.

Theorem 4.2 may be proven in two different ways. Either one may algebraically rearrange
the explicit expressions for F; found in (4.11) and for F5 found in (4.12) into the above forms.
Or one may show that the expressions for F; and Fj given in Theorem 4.2 precisely contain
the corresponding minimal pole parts, and no other poles. In particular, one argues that all
poles between non-adjacent points, which arise from individual terms in (4.13), cancel in the
sums that make up Fy and F5. Specifically, the pole term 0,G(2,4) cancels in Fy while the
pole term 0,G(2,5) cancels in F5. All other pole terms are between adjacent points. Since
F3 was already shown to vanish, it then follows straightforwardly that also Fy and Fj vanish.

The generalization of Theorems 4.2 and 4.1 to the case of an arbitrary number of points
Ty, ,x, is most easily provided by following the second argument above.

Theorem 4.3 The modular scalar Fay identity for an arbitrary number of points n, char-
acterized by the following minimal pole structure,

F.(1,2,--- ,n) = 0:G(1,2)0:G(2,3) - - - Op,_1G(n—1,n) (4.15)
n—1 n—1 7
+a1g(1, n) Z(—l)j( H @‘g(i,i—i-l)) (Hakg(k, k—l)) + -
j=1 i=j+1 k=2
may be recursively related to F,, for m <n as follows,
Fo(1,2,--,n) = (01G(1,2) — 1G(1,n)) Fon (2, -+ ) (4.16)
n—1 r—1 J
+ (—1)3‘( 11 &Q(i,iﬂ)) (Hakg(l{?,k—U)Fg(l,Q,n)
=2 i=j+1 k=3

and therefore vanishes on a Riemann surface ¥ of arbitrary genus,
F.(1,2,--- ,n)=0 (4.17)

The proof of this theorem may be carried out with the help of the second approach
followed above for Fy and F5. The contributions with n—1 factors of 9;G(i,j) involving
adjacent points 4, j, spelt out in (4.15) have exactly the pole structure of the genus-zero
identity (2.5). Some of the factors 9;G'(i, ) in the ellipsis of (4.16) involve non-adjacent
points 7, j. The cancellation of terms 9;G (i, 7) involving non-adjacent i, j, already established
for F; and Fjs, can be recursively generalized to any number n of points. In fact, imposing
the cancellation of the poles 02G(2,n) in individual terms of F,,_1(2,--- ,n) fixes the form of
the second line in (4.16). Accordingly, the vanishing of F, (1, -+ ,n) given by (4.16) can be
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viewed as the higher-genus uplift of the identity (2.5) on the sphere. In the same way as the
higher-point identities (2.4) and (2.5) among rational functions boil down to iterations of
the three-point partial-fraction identity (2.3), the recursion (4.16) reduces n-point modular
scalar Fay identities at arbitrary genus to the elementary three-point identity F3(i, j, k) = 0.

4.4.1 Comments on Theorem 4.3

As a genus-one counterpart of the n-point identity (2.5) among rational functions, we re-
viewed the vanishing of elliptic functions V,,_;(1,--- ,n) in section 2.4. While the expression
(2.12) for arbitrary V,, functions only involves Kronecker-Eisenstein kernels f*) (x;—x;) with
adjacent j = i+1modn, the recursion (4.16) for higher-genus F,,(1,--- ,n) at n > 4 intro-
duces G!(i, j) with non-adjacent 4, j , see for instance (4.11). In Appendix B, we present an
alternative construction of vanishing n-point combinations of f-tensors with the pole struc-
ture of (2.5) which furnish a more direct generalization of V,,_1(1,--- ,n) = 0 to arbitrary
genus.
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5 Interchange identities

The goal of this section is to formulate and prove interchange identities that relate prod-
ucts of the form wy,(x) f 1 ;(y, x), with two z-dependent factors, to their counterparts
war(y) f1 5 (z, y) with 2 and y swapped plus a sum of products in which no more than one

11

factor depends on x."" In the spirit of the definition z-reduction given in section 3.6 and

illustrated for scalar Fay identities in section 4.3.2 for arbitrary genus, interchange identities
will produce x-reductions of wy(x)f11 ;(y, ) necessary to express their primitives with
respect to z in terms of the higher-genus polylogarithms reviewed in sections 3.4 and 3.5.

Lemma 5.1 The basic interchange identity [46, 52| for lowest weight reads as follows,
Wit (2)3, @M 5 (y) + war ()9, 9Y j(2) — wi(2)9,G(y, ) — ws(y)2G(z,y) =0 (5.1)
or equivalently as follows in terms of f-tensors,

wir(@) M 5 (y, @) + wnr(y) M (2, y) = 0 (5.2)

The role of the tensor ®, which was defined in (3.10), may be viewed as compensating for the
lack of translation invariance of the Arakelov Green function G(x,y) on a Riemann surface
of higher genus A > 2. The equivalence between (5.1) and (5.2) is readily established using
the decomposition of (3.13). The proof of Lemma 5.1 in [46] follows the two steps explained
in detail for Theorem 4.1 in section 4.2: The left sides of (5.1) and (5.2)

1. are easily verified to be holomorphic in x,y via (3.16) and (3.17), respectively,

2. integrate to zero since all of 9,®M ;(z),9,G(x,y) and fM ;(z,y) are total derivatives of
single-valued functions in x (and the remaining terms are similarly total y-derivatives).

5.1 Interchange identities at higher weight

Convolutions of the basic interchange identity (5.1) or (5.2) with 0,G(z,z) lead to higher-
weight analogues [37]. At weight two, the compact formulation in terms of f-tensors is,

war (@) f™ 5y, ) — wnr (W) ™ (2, ) + far(y, a) f7 5 (2, 0) = [ (@, 0) Y 5 (y,a) =0 (5.3)

10One can view interchange identities as simpler versions of Fay identities that only involve two instead of
three points and trivialize at genus one by translation invariance on the torus and the parity f (T)(:cfy) =
(=1)" ") (y—2) of Kronecker-Eisenstein kernels.
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This relation may be derived either from convolutions of the weight-one interchange identity
with 0,G(z, x)w0! (x)'? or by following the steps in the proof of the basic interchange identity
in (5.2). The combination of the last two terms may be viewed as a matrix commutator
which is actually independent of the points a,b € ¥, and may be re-expressed as follows,

fIM(ya a)fMJ(xa b) - fIM(xa b)fMJ(ya a)
= 0, D" 11 ()0, @M () — 0, D" 11 ()0, ™ ;(y) (5.4)

The interchange identities (5.1) and (5.3) at weight one and two allow us to express deriva-
tives of the Gy(z,y) function (3.21) entering the Fay identity of Theorem 4.1 in terms of
f-tensors: Integrating the weight-one lemma (5.1) against the product 0,G(x, z)w;(z) gives,

/Zdzz 0:G(z, 2)wi(2)07(2)0,G(y, 2) = wu (2) FM 1 (y, 2) + 0,8 [(2)9, D7 11 () (5.5)

Then, upon contraction in 7, J and using the contracted version of the weight-two identity
(5.3), war(x) fIM 1 (y, 2) = wi(y) fI (2, y), we arrive at the two equivalent representations,

h0,0,Gs(z,y) = wir () f ™M 1 (y, ) + 8x<I)M1(x)8y<I>IM(y)
= wn (W) ™M (2, y) + 0.9 ()0, n (y) (5.6)

One may further rewrite 9,97 ;(x) as the traceless part of f7;(x,a) for an arbitrary point a.

The generalization of (5.3) to arbitrary weight r+1 is provided by the following theorem.

Theorem 5.2 The modular tensors B-1Ir ;(x,y) defined by,

P (2, y) = wa (@) 1My, ) + (1) wn (y) [ (2, ) (5.7)
+ Z(_l)k—’—r |:fllm[kM(y7 ak)flrmlk*—lMJ('ra bk) - fllm[k_lMJ<y7 ak)flrmlkM(xa bk)]
k=1
with arbitrary points ay, -+ ,a, by, -+ , b, € X vanish for all r > 0,
Pl (2,y) =0 (5.8)

The proof of the theorem is carried out by repeating the two steps in section 4.2 just as we
did in the above proof of (5.2).

12The derivation of (5.3) by integrating (5.2) against d?x 9,G(z, )&’ (x) requires an additional application
of the weight-one interchange identity (5.1) to the term 9,G(z, z)&! (z)wpr(z) fM ;(y, z) in the integrand to
x-reduce the product 9,G(z, z)war(x).
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1. Holomorphicity in x is most conveniently proven by induction in r by noting that,

O P (2, y) = w@" () B (2, y) (5.9)

and that the base case B? ;(x, y) = war(z) M 1 (y, ) +war(y) fM (2, y) at r = 0 vanishes
by (5.2). Holomorphicity in y follows from the previous result 0z P71 ;(z,y) = 0
through the symmetry property B0 ;(x,y) = (=) B ;(y, ) under simultaneous
exchange = <> y and reversal Iy --- I, — I.--- I; of the indices.

2. The integral [ d*zw”(z) [ d®y w9 (y) P ;(x,y) vanishes since each term in (5.7)
is a total derivative in x or y of a single-valued function on > x 3.

Note that the second line of (5.7) can be alternatively rewritten as,

T

S (DB, @0 Ty () B, @1 M () — 0, BN ()0, 80 Ty ()] (5.10)

k=1

in terms of the higher-weight ®-tensors in (3.11) since the G-tensors in the decomposition
(3.13) cancel separately at each value of k. In this way, we recover the formulation of higher-
weight interchange identities in section 4.6.1 of [37] that manifests the independence on the
arbitrary points a;, b; of (5.7).

5.2 Uncontracted interchange identities

The interchange identities of Theorem 5.2 may be used to obtain the x-reduced form of the
specific contraction wyy(x) f11 "M ;(y, x) over M. In a more general situation, however, one
may wish to z-reduce a product wy(z)fiIrly(y, x) with free indices Iy, --- , I, J, L and K
in preparation for integration over x in terms of the higher-genus polylogarithms of [37]. In
this section, the product wy(z)f Ly (y, z) with “uncontracted” indices will be z-reduced
by means of the “contracted” interchange identities of Theorem 5.2 at general weight and
the elementary identity,

@) [T ae(y,2) = FTEk(y, a)] = wi(2)55 0,67 (v, a) — 0,67 (y, )] (5.11)
= 5w (@) [F T 5y, 2) — FTM 5(y, )]

valid for arbitrary a,z,y € ¥. Here and below, we use mul(t_i—index notation ? =Ll ---1
for ordered sets of r > 0 indices /; and denote the reversal I = I, ---I5I; through a flipped
arrow. The rearrangement (5.11) is a straightforward consequence of the decomposition
(3.13) since the 9,® contributions to f?%x(y,-) and f?MJ(y, -) clearly cancel from both
lines. This takes advantage of the fact that all the dependence of /" ;(z,y) on the second
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point y is concentrated in the trace 6{{ with respect to the last two indices. In other words,
when flI ;(z,y) is viewed as an h x h matrix indexed by I, J, the decomposition (3.13)
implies that each term is either proportional to the unit matrix or independent on y.

The rearrangement (5.11) paves the way for the following uncontracted version of the
interchange identities of Theorem 5.2:

Corollary 5.3 The modular tensor wJ(x)f?LK(y,:c) with multi-indes T = LI, and
weight r+1 may be x-reduced as follows,

wi(@) f ey, ) = —(— 1)’"wJ(y)f” (2,9) + ws (@) F  Fac(y, a) — Skwne(z)F T M5 (y, a)
(=1 ws () f T s, b) — (—1) Shwons () f T 5z, b)

r

3 D (1) M ) £ s, )

=1

_ fIlmIéM(ya aé)flr---fg+1MJ(x7 bg)] (512)

This corollary is readily proven by applying (5.11) to both terms on the left side of

wr@) T iy @) + (<1 ws ()] il y) (5.13)
— wy(@)f iy, a) — Skeon (@) f T 5 (y, a)

(=1 ws)f T s, b) = (~1) Skwn(y)f T (2, b)

08 wnr(@) f TV (g, ) + (— 1) war(y) f T (2, )]

and eliminating the coefficient of §% in the last line through the contracted interchange
identities of Theorem 5.2.
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6 Tensorial Fay identities

This section is dedicated to the systematic construction and proof of higher-genus Fay iden-
tities among bilinears in the tensors f11I* ;(z, 1) of section 3.2 involving three points. In
section 6.1 we shall extend the three-point identity in (4.2) among bilinears in the modular
scalar 0;,G(7, j) to a tensor-valued identity. Such an identity is needed already to obtain an
x-reduced form (in the spirit of the definition given in section 3.6 and its illustration in sec-
tion 4.3.2) of products 9,G(y, )0, ®M () in the same way as (4.2) provides the x-reduced
form of the product 9,G(y, x)0,G(z, z).

The shuffle product will greatly facilitate and shorten the formulation and proof of tensor-
valued Fay identities of higher rank and higher weight, and will be briefly reviewed in section
6.2. The fundamental Lemma 6.1 of section 6.3 will underly many of the subsequent results
in this section. In section 6.4, we will construct explicit all-weight formulas for tensorial Fay
identities that z-reduce the expression fT™ ;(x,2)f ! (y,2) which is a scalar in z and a
(1,0)-form in both = and y and where we use the multi-index notation,

0 cr=0 1) :5=0

?:{Il---lr cr>1 ?:{Pl---PS cs>1 (6.1)
introduced already informally in section 5.2. In section 6.5 we shall rearrange the Fay
identities of section 6.4 in order to obtain the z-reduced expression for a product of the type
f?;(x, z)f?JK(y, x), which is a (1,0)-form in z.

The contraction of one index J in the Fay identities of sections 6.4 and 6.5 is convenient
to formulate compact expressions. In section 6.6, we deduce Fay identities for expressions of
the form f?QL(x, z)f7MK(y, z) and f7K(x, z)fl—gQL(y, x) from their counterparts with one
index contraction, using the same techniques that allowed us to deduce the uncontracted
interchange identities in section 5.2. Most importantly, iterative use of these uncontracted
Fay identities produces z-reduced expressions for higher products of f-tensors with an (N >
3)-fold appearance of a given point z.

6.1 Tensorial Fay identity at weight two

The simplest tensorial Fay identity has weight two and is given by

M@ ) f k(. 2) + My, o) [k (@, 2) = Mo, 2) [k (y, 2)
+wy(@) M gy, x) + ws ) f M k(2 2) +ws (@) M K (y,2) = 0 (6.2)

It comprises h? components from the values M, K = 1,2, --- , h of the free indices. The left
side of (6.2) is symmetric in z <> y which is manifest for the first two terms and the last
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two terms. Verifying the z <+ y symmetry of the remaining two terms wy(z) M7k (y, z) —
M j(z, 2) f7k (y, 2) requires the weight-two interchange identity (5.3).

We shall discuss the following two alternative proofs of (6.2):

e Following the two-step procedure of section 4.2, one first verifies that the left side of
(6.2) has vanishing anti-holomorphic derivatives in x,y, z, which relies on the weight-
one interchange identity (5.2). The integral of the left side of (6.2) against [, @'(z) [ @7 (y)
vanishes, since each term on the left side of (6.2) is a total derivative in z or in y of a
single-valued function.

e Alternatively, one applies the arguments of the previous paragraph to prove that,

Vi (,,2) = wi()wre (2) F7 1 (@, y) + ws W) Tk (2, 2) FE (2, y) + eyel(z,y,2) (6.3)

vanishes, thereby generalizing the vanishing of the elliptic V5(1, 2, 3) function in (2.12)
to arbitrary genus. The identity V1(2) (x,y,z) = 0 used in section 4.6.2 of [37] is a (1, 0)-
form in all of x,y, z as opposed to the left side of (6.2) which is a (1,0)-form in z,y
and a scalar in z. Even though only three out of six terms in the cyclic sum (6.3) have
an exposed factor of wy,(z), one can apply (contracted and uncontracted) interchange
identities to rewrite VI(?) (z,9,2) = wy(2)ZM (2,9, 2). The tensor =M i (z,y, 2) turns
out to exactly reproduce the left side of (6.2).

In Appendix B, we conjecture a construction of identities Vl(w)(xl, cee Typy1) = 0

at arbitrary genus and arbitrary multiplicity which generalize the genus-one identity
V(1,2, ... ;w+1) = 0 of section 2.4.

The scalar three-point identity in (4.2) may be recovered from (6.2), up to a factor of h, via
contraction with 0% which for instance reduces the last two terms to —wr(x)9,G'(y, 2) —
wr(y)0.G'(x,z) by the tracelessness condition axq)?MK(x)éﬁ = 0. The remaining h*—1
components of (6.2) are captured by the traceless part in M, K,

8,6 (y, )0, 2" i (2) = —=0,G (2, y)0, ™ K (y) + wy(2)9, 2" K (y) + ws (1) D@ ()
+ wy(z) M g (y, ) — 203wy (z) [ Ly, )

+ 0, 5 ()0, @7 ke () — 10K 0, @ ()0, @7 1 () (6.4)

which z-reduces the left side. Hence, the added value of the tensorial Fay identity (6.2)
beyond the trace component in (4.2) is an z-reduced expression for 9,G(y,x)0,®M k(z).
Note that the last two lines are, up to renaming of indices, the traceless projection of the
tensorial weight-two convolution in (5.5).
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6.2 The shuffle product

The shuffle product provides an efficient tool in terms of which to organize and prove various
tensor-valued Fay identities for higher rank and higher weight. Here, we review the essentials
of the shuffle product and shuffie algebra that will be needed in the subsequent developments
(for a standard reference see for example [80]).

The shuffle product Y LLJ ? is a binary operation on two words ? and 7 formed out
of a given alphabet of letters and is given by the sum of all possible ways of interlacing the
letters of X and Y such that the order of the letters in each word is preserved in X LU
The shuffle product has the following properties that make the set of words equipped with
addition and the shuffle product into a shuffie algebra:

1. associativity (? LLJ 7) W7 =X w (? Ll 7) ~XwYuw ?;
2. commutativity 7 LLJ 7 = 7 LU };

3. neutral element provided by the empty set () such that Y W)= Y;
4. recursive decomposition for non-empty words ? = X;--- X, and 7 =YY,

XWY = Xi(Xo- X, wWY) + Vi(X WYs--- V)
(X1 X, W)X, + (X WYY, )Y, (6.5)
The shuffle products considered here will be on words formed out of multi-indices denoted
=1I---I, and = P, - -+ P, containing letters in the alphabet {1,--- ,h}. The represen-

tations of the shuffle algebra on the tensors encountered here is obtained by implementing
the recursive decomposition of item 4. above on tensors as follows,

TP (ayy) = fE P () TR gy (6.6)

Accordingly, the anti-holomorphic derivatives (3.19) of f tensors generalize to shuffles via,

0o f TP (5 y) =~ () fU2 T PIM (4 0) — P () f PP DM Ly (6.7)

O TP (1, ) = o TP ) 72 PP P )| ()

_>
for arbitrary M = M --- M; with t > 0 and 7, ? # (). Many of the subsequent formulas
simplify by writing f?;(x,y) = w;(z), in analogy with the kernel f(® = 1 at genus one.

6.3 A fundamental lemma

In subsequent subsections, we shall derive two different types of Fay identities. Suppressing
all index structure, they may be schematically represented as follows:
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e in section 6.4 to z-reduce the product f(z,z)f(y, z), namely where the repeated point
z corresponds to the scalar on both factors;

e in section 6.5 to x-reduce the product f(x,z)f(y,x), namely where the repeated point
x corresponds to a (1,0) form on one factor and a scalar on the other factor.

On a genus-one Riemann surface these two cases are equivalent to one another, but for genus
h > 2 they are inequivalent and require separate treatments. Both cases will be built on a
single lemma, valid for arbitrary rank, weight and genus, which we now state.

Lemma 6.1 The following combination, defined for 7 =11, and ? =P - P, via,
ST .y, 2) = £ ale ) (£ ww2) = £y, 2))
P02 (£ kel y) = £k, 2))

+ I (a y) fP el (y )
k=0

30 P ) f T P, 2) (6:8)
/=0

vanishes identically for arbitrary r,s > 0,
STIP i (a,y,2) = 0 (6.9)

Here and throughout we use f°;(z,y) = wy(z).

The lemma is proven in Appendix C.1. The right side of (6.8) exposes the symmetry,
STIP (g 2) = ST k(y, 2, 2) (6.10)

under simultaneous exchange of ? > ? and = <> y. For 7 = ? = (), all dependence on z
cancels, and the remaining terms reduce to the basic interchange identity given in (5.2).

6.4 Eliminating repeated scalar points at all weights

In this section, we extend the tensorial weight-two identity (6.2) to arbitrary weight which is
one of the main results of this work. A first variant of all-weight Fay identities among three
points z,y, z € X is stated in the following theorem.
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Theorem 6.2 The contracted product f?MJ(y,z)f?JK(a:,z), which is a scalar in the re-
peated point z, may be z-reduced as follows,

FPM g, ) F T e, 2) = (=1 ws () £ TP () (6.11)
M ) FP (g 2) + 3 F e () fP O M ()
k=0
M) T () + S0 P (g, ) TP PO ()
=0

+ Z(_l)sqz [fpl"'P[J(y, be)f?MPS"'P‘“JK(Z', ag) — [P i (y, be)f?MPS'"PeJ(iU, a)
=1

<_
where? =11, ? =P ---P;and P = P,--- P,P,. The pointsay,--- ,as andby,--- , by
in the last line are arbitrary and actually drop out of the combination on the last line.

The proof of Theorem 6.2 is given in Appendix C.2 and relies on Lemma 6.1. In view of
our convention f%;(z,y) = wy(z), the k = 0 and ¢ = 0 summands in the second and third line
I (y, 2) and wy(y) fTTPM

x, z), respectively. The
trace component of (6.11) with respect to M, K expresses @gﬁ (y,2)0.G " (x, z) for arbitrary

of (6.11) are given by wy(x)f!
pairs P, I of multi-indices in terms of G and ®-tensors without any repeated appearance
of z. Inserting the decomposition (3.13) into the last line of (6.11) cancels all OG tensors and
one is left with manifestly a;, b;-independent bilinears of 9,® and 9,® tensors.

6.4.1 Comments on Theorem 6.2

Since the proof of Theorem 6.2 in Appendix C.2 is not constructive, we sketch two construc-
tive algorithms in Appendix D that may be used to generate higher-weight Fay identities
from convolutions of lower-weight ones. The examples at weight 3 < w < 6 obtained from
the methods of Appendix D led to anticipating (6.11), initially as a conjecture, which is now
underpinned by the proof in Appendix C.2.

In the specialization of (6.11) to genus one, the last line cancels, and the shuffle products
lead to Kronecker-Eisenstein kernels (2.6) multiplied by combinatorial factors according to

fCl"'Cp(Al'"AmLUB1"~Bn)D1"~DqK(I7 y)’hzl _ (m;n) f(m+n+p+q) (z—y) (6.12)

In this way, one recovers the binomial coefficients in (2.11) and can readily verify consistency
with the genus-one Fay identities at arbitrary weight.
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6.4.2 Examples at weight three and four

The simplest example of (6.11) at T-P-= () is the weight-two identity (6.2). For choices
of I and P with a total of one and two letters, we obtain the following Fay identities at

weight three and four,

Y5 2) Y k(@ 2) = Moy, o) 7k (0, 2) + (e y) 7Y ke (y, 2)
+ S 9) R (Y, 2) 4+ wi (@) f7™ ke (y, 2)
+ws () ™M (2, y) + ws(y) fOUDOM (2, 2)
Py, ) 2 g (w,2) = Moy, o) 2 (e, 2) + 12 (2, y) f Y Kk (y, 2)
+ ) P ke (y, 2) + Y () f R (y, 2)
+ws (@) [T e (y, 2) + wa(y) M ()
+wy(y) fOEM (2, 2)
Py ) Y k(0 2) = M (g 2) Y (@, 2) + 7 5 () UM (2, 2)
+wy () fITOM (2, 2) + [ (2, 9) 7 K (), 2)
+ 1y, y) fPHIM e (y, 2) + wy () fPUTDM e (y, 2)
+ 7oy, 0) ™M e (,a) — fc(y, ) f1 5 (2, a)
—wy(y) fM e (2, y) (6.13)

6.4.3 Examples involving weight-one factors

The all-weight family of Fay identities (6.11) with ? = () takes the simple form

P T e ) = ) T ke ) + £ M) ke (y, 2) (6.14)

S ) UM (g, 2) () T k() + w0 () F T (3, 2)
k=0

where the bilinears of 0,® and 0,9 tensors in the last line of (6.11) are absent. More
importantly, the right side of (6.14) features just a single repeatedly z-dependent term
My, 2) f 17k (x, 2) even though the Fay identities (6.11) are engineered to eliminate re-
peated points z rather than z. Hence, as exploited in Appendix D.4, the Fay identities (6.14)
can also be solved to x-reduce f ;(y,z)f !’ k(x,z) on the right side instead of z-reducing
the left side. In other words, (6.14) intersects with the Fay identities of the next section
which are dedicated to the removal of repeated one-form points. This is a peculiarity of
having P - () in (6.11) and will no longer be the case for non-empty P.
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6.5 Eliminating repeated one-form points at all weights

We shall now proceed to another main result of this work which may be summarized in the

following theorem.

Theorem 6.3 The contracted product f?J(x,z)fﬁJK(y,x), which is a (1,0)-form in the
repeated point x, may be x-reduced as follows,

£ f P ey, m) = £ 5, 2) 77 ke(y, 2) (6.15)
_Z s KZng Ppyqwily I (ZL’ y)fPl PoJIgqq-Ir (y72)

k=0

LSRRy, 2) [fPe P DI () 4 f PPl bl ()

where7:1'1---1r and?zpl---Ps withr > 1 and s > 0.
The proof is presented in Appendix C.3 and proceeds in two parts. In the first part
we prove Lemma 6.4 below. In the second part the result of Lemma 6.4 is used to prove

Theorem 6.3.

Lemma 6.4 The contracted product f7J(x, z)f?‘]K(y, x) may be expressed in terms of,

s

f?J(fl% Z)f?JK(?J, r) =Y (=) A?LUPSMP”IIPPPZK(% Y, 2) (6.16)

=0

where the right side is built from the following x-reduced products,

NP (g 2) = £ o, )i, 2) = 1P 0y 2) (7o) = £V k(@,2)) (617)

— s TP (2 = ST () f Py, 2)

=0

+ Z [f?u_le...PSJ(% Z)fPl---Pg,le(y’ aé) _ f?“”P‘H”'PSK(:U, Z)flePZJ(y, aé)}

=1
The points ay,--- ,as € X in the last line are arbitrary. The specific choice by which they
are all identified with z produces various cancellations in (6.10) that lead to (6.15).

Given the non-constructive proofs of Theorems 6.2 and 6.3 in Appendices C.2 and C.3,
respectively, we sketch two constructive algorithms in Appendix D that were initially used
to generate examples and played an essential role in proposing (6.11) and (6.15).
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6.5.1 Examples

The simplest example of (6.15) with ? = [ and ? = () reproduces the weight-two identity
(6.2) after applying the interchange identity (5.3). Specializing I = I and P—Pto single
letter words leads to the weight-three identity

Flale, 2) 7k (y, w) = =@, 9) 77k 2) + £7 (@, 9) f7 ke (y, 2)
— 2y, 2) 1 k(e y)+ iy, 2) 00 (2, y)
— Py, ) ke (,2) + (e, 2) 7 ke (y, 2)
—wy (@) [T ke (y, 2) +ws(y) [T k (2, 2)
+ws(y) fP (2, y) (6.18)

One can derive all instances of Theorem 6.3 for arbitrary ? and ? # () from suitable
combinations of Theorem 6.2 with different choices of the multi-indices. The key idea is
to solve (6.11) for the term f?MJ(y,.I)f?JK(.I, z) on the right side which has a repeated
appearance of the (1,0)-form point z and where the factor of f7'* ;(y, z) carries a maximum
number of indices.'® In this way, f?M gy, ) fF7 g (z,2) can be iteratively expressed via
terms P (y, x)f(7LUJP‘f+1"'PS)MK(:U, z) with fewer indices in the f ;(y, x)-tensor and z-
reduced terms. This recursion terminates in the base case w;(y)f I/ FIM g (z, 2) where
f25(y, z) = ws(y) only leaves a single 2-dependent factor.

6.5.2 Comments on Theorem 6.3

In view of f;(x,y) = w,(x), the summand with & = 0 and ¢ = s in the second line of (6.15)
is given by —w;y(x)fF7 1 (y,z). Similarly, the £ = 0 termgf the last line is (—1)*'w;(y)
multiplying [f@LU?)JK(I, y) + f@‘]mh'“h—l)h;{(m, 2)] with P = Ps--- ByPy.

The terms with a repeated appearance of = on the left side of (6.15) are
~0,67 (5, 2)f T (. 2) = 0,67 (y, ) (050,071 (, 2) — 0,07 () (6.19)

Accordingly, the Fay identities needed to xz-reduce the products 8yg}_3)(y,x)8mgh"'“—1(x, 2)
and ayg?(y, a:)@x(I)?K(a:) are obtained from the trace and the traceless part of (6.15) with
respect to I, K, respectively.

13The term f?MJ(y,x)f7JK(x,z) in (6.11) can be lined up with the index structure of the left side
f7J(x, z)f?‘]K(y, x) of (6.15) by means of the matrix commutator identity (with arbitrary a,b € X),

PP () f T ke, 2) = FP7 k() M g, 2) — £27 (@) £ 1M 5, b) + F2M 5 (y,0) £ 77 e ()
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6.6 Uncontracted and iterated Fay identities

Our main results for tensorial Fay identities at arbitrary weights in (6.11) and (6.15) feature
a contracted index J in f?MJ(y, z)f7JK(x, z) and f?J(fE, z)f}_gJK(y, x). In this section, we
describe simple manipulations that generalize the earlier Fay identities to situations where
all indices are free, leading to “uncontracted Fay identities”. In this form,_)Fay identities
can be iterated, and we provide an algorithm to z-reduce products vazl [Pk, (x5, 2z) with

_>
arbitrary multi-indices P; and possibly an extra factor of f ’ m(z,y).

6.6.1 Uncontracted Fay identities for repeated scalar points
The driving force for the derivation of uncontracted Fay identities is the mild generalization
of (5.11)
PPl ) [T 2) = 179, a)] = f7V ke, 2)02 0,67 (2,0) = 0,67 (2, 2)] (6.20)
= 6257V (. ) T ke, 2) — Tk, a)]

valid for arbitrary x,y,z,a € ¥ which makes use of the fact that all the dependence of
f 7Q r(z, z) on the second point z is concentrated in the trace 529 with respect to its last two
indices. The same idea leads to the rearrangement

[P, 2) = FP9 )] TV k(2 2) = 69[0,67 (y,0) — 0,67 (4, 2)] F T M k(. 2) (6.21)
=0 PM (g, 2) — fPM ()] £ T ke, 2)

As aresult, we can enforce index contractions in an uncontracted Fay identity either via (6.20)

FPM iy, 2) FT9(, 2) = 627 5y, 2)F T e, 2) (6.22)
+ f]—D)MK(y, Z)f?QL(l"a a) - 5§f’_3MJ(y, Z)f7JK(ff» a)
or via (6.21)
FPQuy, ) F M e(,2) = 627 4y, 2)F 17 c(w, 2) (6.23)
+ P9y, a) f T e, 2) — 62 PM sy, a) F T e, 2)

In both of (6.22) and (6.23), the only term with a repeated point z on the right side is
fl—gM J(y, 2) f7J k(z,2). The latter has exactly the right index configuration (including the
contraction of J) to apply the contracted Fay identity (6.11), eliminating the repeated ap-
pearance of z. Hence, both of (6.22) and (6.23) can be viewed as uncontracted Fay identities
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that z-reduce the product f?MK(y, z)f?QL(x, z) by applying (6.11) to f_P)MJ(y, z)f?JK(x, 2)
on the right side.

The arbitrary points a in (6.22) and (6.23) can be identified with z or y without alter-
ing the desired simplification of the z dependence. In presence of f-tensors depending on
additional points, however, different choices of @ might turn out to be even more opportune.

6.6.2 Uncontracted Fay identities for repeated one-form points

The uncontracted version of the Fay identities (6.15) to eliminate the repeated (1,0)-form
point z in f?J(x, z)f?JK(y,m) can be obtained from the same techniques. We shall only
spell out one of the two possible rearrangements analogous to (6.20) and (6.21)

F k(@ ) [P, 2) — [Py, a)] = 17 k(2. 2)02[0,67 (y,a) — 0,67 (y,7)]  (6.24)
=0T @ ) [ k) — P ey, a)]

As a result, we are led to the uncontracted Fay identity

£k, 2)f P9y ) = 026 T (@, 2) 77 ke (y, 2) (6.25)
+ £ T we(@, 2)F Py, a) — 6217 5w, 2)F P k(s a)

where the only term f?J(l', z)fl_g"K(y, x) with a repeated appearance of = on the right side
can be z-reduced by means of the contracted Fay identity (6.15). The arbitrary point a € ¥
can be identified with z without impairing the simplification of the x dependence, though
situations with additional marked points may suggest different choices.

6.6.3 Iterated Fay identities

The uncontracted Fay identities (6.22) and (6.25) allow for an iterative reduction of higher
products of f-tensors that share a given point z an arbitrary number of times. We shall
consider products of the form

) €3

N

P T '
HfPJKj(QS']',Z) — 4 '
Jj=1

N TN-1 (6.26)

47



which can be viewed as the higher-genus uplift of the product of (z—z;)~" in (2.4). The
visualization as a star graph is based on drawing a directed edge between vertices x; and z

for each factor of fP (25, 2).

The following algorithm will eventually z-reduce the product (6.26). To see this, one
starts by applying the uncontracted Fay identity (6.22) to any two factors (6.26) — without
loss of generality the first two — resulting in a single z-dependent factor in each term with a
different index structure,

PP )P0, 2) = 3 [CF (20,m1) P, 0, 2) (6.27)

K1K2Q2
—
Q2

—>

+DP1P2L2 (21, 72) [ 1, (9, 2)

K1K2Q

The modular tensors C’Plpﬂg (22, 21) and DPI];?L(; (x1,22) are (1,0)-forms in their first ar-
guments built from f- telnszors and Kroneckerldéltas which can be made fully explicit by
combining (6.22) with the contracted Fay identity (6.11)."" The sum over the multi-index
Q2 in (6.27) includes the case of @3 = () and is finite since it preserves the weight of both
sides. Upon multiplication with the remaining factors in (6.26) with j > 3, the maximal

number of z-dependent factors is N—1.

— —

In the next step, the factors of @2, (x1,2) and @21, (x,2) on the rig&t side of (6.27)

are combined with another factor from (6.26) — without loss of generality %, (x3,2) — and

one applies (6.27) again to these products of two z-dependent factors. The result involves
H.

— —>—
additional modular tensors C’QQPSgi and DSQII;S%?; that depend on 1,9, 3 but not on z.
2033 213&3

Together with the j > 4 contributions to (6.26), the maximal number of z-dependent factors
is now N—-2.

By iteratively applying (2.27) to the product of the residual z-dependent factors of the
previous step and the next f%7 (25, z) from (6.26), the (N—1)" step eventually results in at
most one z-dependent factor per term, i.e. a z-reduced expression. These final z-dependent
f-tensors will be accompanied by up to N—1 tensors C' and D in (6.27) (with various index
contractions among different factors) whose explicit form is fully determined by (6.22) and
(6.11). The number of terms upon expanding these contracted C- and D-tensors will grow

drastically with NV and the length of the multi-indices Pj in (6.26).

The above algorithm can be straightforwardly extended to the products (6.26) multi-
plying an additional (1,0)-form fﬁ v (2,y) in z: apply the uncontracted Fay identity (6.25)

4Tn view of the arbitrary points (ag, be) in the last line of the contracted Fay identity (6.11), its individual
terms only take the form of (6.27) upon setting (ae, be) to either (y, z) or (z,z). However, there is no need
to make this choice since all of ay, by drop out separately for each value of ¢ in the last line of (6.11).
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followed by its contracted counterpart (6.15) to the product of fj_% m(z,y) and the final
z-dependent factor from the N—1 iterations of (6.27).

With the above reduction of (6.26) and its extension to include additional factors of
f’—% v (2,y) at hand, we have z-reduced the most general polynomial in f-tensors compatible
with the (1,0)-form degree < 1 (see section 3.6), and systematically eliminated a wide class
of obstructions to the z-integration of the higher-genus polylogarithms in [37]. The above
argument was carried out for products with star-graph topology in (6.26), but we will see in
section 8 that coincident limits x; — x; or y — z; (introducing loops into the star graphs) do
not alter the conclusion. The procedure of this section implies that Fay identities involving
three points x, y, z € 3 are sufficient to eliminate the repeated appearance of any given point
in functions of an arbitrary number of points x1,--- ,xy,¥y, z that are built from f-tensors
and Abelian differentials.
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7 Fay identities and polylogarithms

In this section, we illustrate the role of the interchange and Fay identities of the previous
sections for the closure of the higher-genus polylogarithms of sections 3.4 and 3.5 under
integration over all points they depend on.

Primitives with respect to the endpoints x,y of the path that defines the polylogarithms
[(w;z,y;p) in (3.30) and their multi-variable generalization in (3.43) readily follow from
their construction as iterated integrals. More specifically, the differential equation,

dy T(z, y;p0s 1, 2 Pn) = Taw(@, D03 D1, -+, 0n) T(2, 5 P03 P1, -+ D) (7.1)

of the multi-variable path-ordered exponential (3.43) determines the primitives of any (1,0)®
(0, 1)-form in x occurring in the expansion of the right side. This settles the closure under
integration over x for products of f11Ir ;(x, p;) with polylogarithms I'(v; 2, y; po; p1, -+ , Pn)
labeled by arbitrary words to in the letters a”, b; and ¢; with i = 1,--- ,n. The z-reduction
performed by the Fay identities of the previous section furthermore determines the primitive
in « for ['(vo; z, y; po; p1, - - - , pn) multiplied by arbitrary products,
N,
0 ) T AP ) (7.2)

Jj=1

Recall that products of the type /I ;(z;, z;) f517 % (2, 21,) which share their first point 2,
never arise, since the corresponding wedge product f' (2, z;) A F50 1 (2, ) of (1,0)
forms in the algebra Ay of section 3.6 vanishes identically.

While closure under integration in the variable = clearly holds true in view of the dis-
cussion above, we also claim closure under integration in all the other points p; of arbitrary
products of multi-variable polylogarithms I'(to;z, y; po; p1, - -+, pn) and fIIr ;(p;, 2). The
quest for primitives in the additional points p; (i = 0,1, -+ ,n) of the flat connection in (7.1)
is considerably more challenging since they enter the defining representation of higher-genus
polylogarithms through the second argument of 3;,G* (¢, p;). Our main strategy to prepare
for integration over p; is to rewrite all polylogarithms in the integrand such that their entire
dependence on p; is moved to the integration limit. These rewritings are said to change the
fibration basis.'”®> For a generic scalar or tensor-valued function T'(p;) of the point p; to be
integrated, changes of fibration bases are implemented through the fundamental theorem of

15The terminology stems from the fact that singling out a particular point p; amongst the points
Do, D1, -+ ,Pn may be formalized in terms of a choice of fibration of moduli spaces My, ,, — My, ,,—1 for
genus h with n and n—1 punctures, respectively, as advocated, for example, in [16, 19].
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calculus,

()=o) + | " 4T () (7.3)

as done for polylogarithms at genus zero [16, 62, 72, 73] and genus one [21, 24]. In the
cases of our interest, the placeholder I'(p;) is identified with multi-variable higher-genus
polylogarithms I'(to; x, y; po; p1, - -, Pn). The central task is then to express the (1,0)® (0, 1)-
form deI'(€) in terms of the expansion coefficients on the right side of (7.1) with £ in the
place of x — without any additional dependence on p; in the integrand of (7.3). Whenever
this is accomplished, integrations of (7.3) over p; can be performed with the same ease as
the integral of I'(vw; z, y; po; p1, -+ ,Pn) Over x. In particular, the primitives with respect to
p; of arbitrary products I'(vo; z, y; po; p1, - - - , pn) multiplying f(p;,-) and possibly additional
f (-, pi)-tensors become available through algorithmic methods in this case.

Instead of attempting a general proof that the differentials d¢I'(£) can be brought into
the desired form, we shall present three non-trivial case studies in this section. The first one
in section 7.1 shows through the computation of d¢I'(bja”; x,y;€) that the polylogarithms
generated from the connection Jppus(x,p) of (3.23) in two variables do not by themselves
close under integration over p. Instead, primitives with respect to p automatically introduce
the multi-variable polylogarithms of section 3.5. The second case study in section 7.2 neces-
sitates an interchange identity to attain the desired form of d¢I'(tvo; x, y; ) with ro = a®a’b;
and exemplifies that changes of fibration bases of I'(vw; x,y;&;p1, - -+, pn) are performed re-
cursively in the length of the words tv. The third case study in section 7.3 illustrates the
need for Fay identities to integrate generic I'(to;x, y; po;p1,- -+ ,pn) With words to of length
> 4 over p;. These three examples should incorporate the key features of a general integra-
tion algorithm for the higher-genus polylogarithms of [37], and it would be valuable to have
computer implementations similar to those for polylogarithms [72, 81, 82].

7.1 The need for multi-variable polylogarithms
The protagonist of the first case study is the polylogarithm,

Iy, y:p) = T(bra”; 2, y:p) = / St () — / Caral () / dtwy(t)  (74)

Y Y Y

which was already discussed in (3.34). The opening line (7.3) towards integration over p = p;
then specializes to,

Ffj(x,y;p)=F1J(x,y;Q)+/ eI (3,3 ) (7.5)

q
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where the p-independent term I'/ ;(x,y;q) on the right side is straightforward to integrate
over p (upon multiplication with one-forms in p). The actual challenge is a rewriting of the
integral over £ in terms of polylogarithms I'(to; p, ¢; x;) with p-independent coefficients. The
double integral in (7.4) and the 9,®7 ;(t) part of f7;(¢,p) do not depend on p and therefore
do not contribute to,

/q T () = / Car / Cde ! (1.6)

_ g /y "t /q " (4 e0G (1, €) + dE 0:0,G (1, €))
g /q " i /y " (—d, 3Gt €) + dEODG(1,€)) + 75, /q " oM /y " on
~ { / " de (9:9(6,y) - 9:9(6,2))
e e o]
=0} (Dlcoip s y52) — 700 (p, )T (2,y) + 70 (2, )T (p, @) (7.6)

In passing to the third and to the fourth line, we used 9:0,G(t, &) = —mwy(t)w™(€) and
0:0:G(t, &) = —mwp (§)w™ (t) away from the support of the delta function in (3.16). In the
last line, we have identified combinations of the Abelian integrals (3.33)

T t1 tr—1
Ly (@yy) = D(@h - a2, y:p) = / wi () / wi(ta) - / wilt) (1)
) X Y ) Y . y -
P ag) = by bysyin) = [ &h(0) [ et [T e
Yy Yy Yy

and the simplest example (3.44) of multi-variable polylogarithms at higher genus.

The final form of (7.6) with all p-dependence as an integration limit of some I'(to; p, ¢; - - - )
is tailored to facilitate integration over p. As an example, we compute the primitive of
dpwi (p)(TL 5 (z,y;p) — 765y (2, y)TM (p, q)), where the subtraction of the anti-holomorphic
term ~ I'™(p, q) in p ensures closure under d, and homotopy invariance of

/ Cdp wie(p) (P75 (x, y; p) — 75 (2, )T (p, q)) (7.8)

_ / dperc(p) (T 5@, 93 @) + B4 (cas p. g: y: @) — 788 as (p, )T (2, )
q

=Dz, Q)T 5 (2,93 9) + 65 (D(a" eps 2, gy y ) — 7l rar (2, )T (2, )
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The term T'(cg;p,q;y;x) in the last line of the rewriting (7.6) of I' ;(z,y;p) and its con-
tribution I'(a®c,; 2, ¢; y; 2) to the primitive in (7.8) illustrate an important property of the
function spaces: Even though the polylogarithm I'! ;(x, y; p) is generated by the path-ordered
exponential (3.28) of the connection Jpus(z,p) in two variables, its primitives with respect
to the last point p inevitably involve multi-variable polylogarithms such as I'(a*c,; 2, ¢; y; )
in (3.44).

7.2 Primitives from interchange identities

While the p-integration of the example in the previous section did not require any func-
tional identities of the integration kernels other than 0:0,G(t, &) = 0:0,G(&,t), we will now
demonstrate the necessity of interchange identities by means of the example,

L' (z,y;p) = (a”a’br; 2, y; p) (7.9)

x t1
_ / dty () / dty 15 (t2, p)
Yy Yy

T t1 to
— T / dtl WK (tl) / dtQ (,L)J (tg) / dfg (Dl(t3)
Yy Y Y

Similar to the previous section, we follow the integration strategy of (7.3), exposing that all
the p-dependence concentrates in the diagonal §%,

Uiy (z,y;p) — Tres'(2,y5q) = /p deT " (2,5 €) (7.10)
=3} [ttt [ it [ (60006106 + dE0:0G(0:,))
= 5§{/ df/ dty wK(ﬁ)(agg(f,tl) —3§g(f7?/))

q )

#Tulpa) [ i) [ () — 7 (. )Cr)

In passing to the last two lines, we have again used the Laplace equation of the Arakelov
Green function, rewrote dto0¢04,G (t2, &) = di,0:G (ta, &) — dt20:0;,G (12, §) and identified the
(anti)holomorphic polylogarithms via (7.7). Even though all the p-dependence on the right
side of (7.10) enters through an upper integration limit, the double integral in the first term
fqp de¢ fyx dt1 wic(t1)0:G (&, t1) is not yet of the right form to be identified with a polyloga-
rithm in the multi-variable path-ordered exponential (7.1). In order to show consistency of
[ s (2, y;p) with the closure of higher-genus polylogarithms under integration over p, we
need to further simplify this double integral.
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The weight-one interchange identity (5.1) turns out to provide the desired rewriting

/p dg /Lr dtl WK(tl)afg(f,tl) (711)
_ / e / "ty (a0 (€) + wnr(€)0n DM e (1) — wie (€00 G (11.6))

e y) / "4 9™ () + Tui (s ) / "t 9™ i (1) — / g wn () / "t 0,6 (1, €)

Y q Y

The last integral in the third line has been brought into a suitable fibration basis in section
7.1, e.g. the trace components of (7.5) and (7.6) are equivalent to

/dt1atlg(t1,f)=/ dt1 0,,G(t1,q) — I'(ca: & q; 95 ) (7.12)

) )
— wTar(z, y)TM (€, q) + 7T (€, )T (z, y)

Upon insertion into (7.11), the challenging double integral [”d¢ fyx dty wi (11)0:G (&, 11) is
expressed in terms of multi-variable polylogarithms generated by (7.1), and we can bring the
right side of (7.10) into the following final form,

Ui’ (z,y;p) T (z,y; q) = &% {_FM<x, DM (p, q;y) — Tar(p, )™ (2, y59)  (7.13)
+T(a"ce; 2, ¢y 2) — 7l km(p, )T (2, y) — 7 kear (2, )T (p, q)}

using the notation I'(a®c,; 2, ¢;y; x) for the multi-variable polylogarithm in (3.44) and the
following shorthand for the variant of the polylogarithm (7.4)

x x t
L™ (x,y:q) = T(a®™basz,y;q) = / dt fM i (t, q) +7T/ dtwK(t)/ dt' o™t (7.14)

y y y
In summary, the quest for primitives of T'x s’ (z, y; p) with respect to p necessitates both the
weight-one interchange identity (5.1) and the change of fibration basis performed for the sim-
pler polylogarithm I'/ J(z,y;p) in section 7.1. This illustrates the more general phenomenon
that the changes of fibration bases for polylogarithms I'(v; z, y; po; p1, - - - , Pn) needed for clo-
sure under integration over any p; are implemented recursively in the length of the word tv.

7.3 Primitives from Fay identities

Our last case study is dedicated to the simplest double integral involving two non-trivial
kernels dty fLx(t1, z)dtsf! ;(ts, p) with two distinct points z # p in their second arguments.
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A convenient homotopy-invariant realization via multi-variable polylogarithms of (7.1) is
given by,

gl (@, y;p, 2) = D(bra®a’by; z, y;p) + 65T (c.a”by; 2, y; p; 2) (7.15)

_ _/;dtl Forlt, ) /ytl dthIJ(tg,p)+7T2/:<DL(t1)/ytl wK(tg)/th w,(ts) /j &' (1)
v (ot [t [t < x [Can i) [Tt [ ot

Our general strategy (7.3) then brings the p-dependence into the form of,
1AﬂLKJI(JLZ Y;p, 2) — fLKJI($7 Y; q,2) (7.16)

__ / Cdt fr(t, 2) / dty / U B (2, €) + dE D" (1, €))
) Yy q

o / ") / Cwiclt) / "ty / U (B (15, €) + dE D" (1, €))

= =m0, DY (p, )T  kns (2,95 2) + 65 (T (2, 430, 65 2) + L3 i (2, 430, G5 2))
where the first term in the last line reduces to a polylogarithm of section 3.4,

D enr(@,y;2) = T(bra™a™; 2, y; 2) (7.17)

:/yxdtl fri(ty, 2) /yt1 WM(tz)—?T/j‘-TJL(tl)/yt1 wK(tz)/th w(ts)

However, the two additional integrals ZFy, ZX in the last line of (7.16) require further

simplifications before they can be identified with multi-variable polylogarithms that occur
in (7.1),

T t1 D
Y Y q

:/mdtl Fr(ty, 2) /pdf (0:G (&, 11) — G (&, y))

Y q

T t1
t 7 Tar(prq) / dt foc(tr, 2) / @M (1)
Y

Y

T t
Iy (2,93, ¢; 2) :—w/ QL(tl)/
Y Y

1 wi(t2) /y?52 dt3 /qp d€ 0:0,,G (t3,€)
= [(at | Contty) [ e (966 1) - 0(e )

q

Ty g) / "ot / " k() / " @M (ty)
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Both cases necessitate the t;-reduction of a product f¥(t1,2)0:G(E,t1) or wi (t2)0:G(E, ta).
In case of ZZ ¢, this is resolved through the weight-one interchange identity (5.1)

. / " & n) / " (e / CdeaG(E )

w [Fohe) [ [ {00,000 — o000V () —nleaoes x(6)}

o{ i) [ ot [ dnouatitn - [Macansie) [Tato) [T oute)
v [[onte) [t [ inougie0)} (7.19)

The last term is still incompatible with the fibration bases occurring in the multi-variable
polylogarithms of section 3.5 and will be seen to cancel later on.

We shall proceed to simplifying the integral ZLx where the tensorial Fay identity (6.2) is
needed to t1-reduce the bilinear [ (t1,2)9:G(&,¢1) in the integrand of (7.18). In this way,
the most challenging contribution to ZF'x takes the form,

[t ) [Casagien) = [ ar [Cae {ota© e )+ a5 e )

Y q

— A& ) M R (t,2) + wnr (€)M i (8, €) + wnr () FE i (€, 2) + wn (€) M (8, Z)}
_ / "1c0:6(¢. 2) / Cdt et 2) + Tarle,y) / "dE P (€, 2) + Tarpo) / "t I 2)

q Y q Y

+/quffMK(f,Z)/ymdthM(t’g)+/quM(§)/;dthMK(t7§> (7.20)

The last line features two terms f; dt fEar(t,€) and fyx dt fEM (¢, €) which are not yet in
a suitable fibration basis for integration over £&. The former has already been simplified in
(7.12), and the latter requires a separate computation along the lines of section 7.1,

‘ LM _ ’ LM _ M ’ ¢ L —a L
dt f K(ta 5) - dt f K(ta q) 51{ dt (d77 anatg (ta 77) + d77 anatg (ta 77))

Y Y

x 13
- / dt F™ (1, q) + Y / dn (8,6 (n,2) — 8,6 (1, )
Y q

rnapt{ [ ) [Cartten+ [Con | " Foalno)}
' ’ ’ ' (7.21)
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For both integrals fyx dt fEr(t,n) and ff dn f¥r(n,t) in the last line, we perform another
change of fibration basis via (7.12). The latter then produces a term —d% f; ds 0sG(s,§)
which — upon integration against ["w™(t) and ["wa(€) in the last lines of (7.21) and
(7.20) — cancels the term [ wr (€) [ @"(t1) f;l dty 0;,G (t2, €) from the simplification of ZF
in (7.19).

As a result of the above manipulations, the sum over the integrals ZF jr and ZZ - in (7.18)
is expressible in terms of homotopy-invariant multi-variable polylogarithms in (7.1) with all
p-dependence in the upper integration limit:

Iz, y:p, 45 2) + Iy (2,430, 65 2) = D(abrey; p, ¢; 25 y) + 70" (2, )0 (0™ ey p, g5 23 y)
+ 7l (@, y)T(a"bra; p, q; 2) = 7°Tar(p, @)U (2, )T (2, y) + 7°Trens (p, )T ()
+ Tas (@, )T (abrbar; p, ¢; 2) + Car(p, @)U (0™ brbas; x, 55 2) + Do (p, )T (brbara™; 2,5 q)
+ 05 (e p, @ 2 9)T(cas 2,y 45 2) — T(bpa™s 2,y )T (abars p, g5 y) (7.22)
Together with (7.16), this prepares the combination of multi-variable polylogarithms in (7.15)

for integration over p and illustrates the closure of I'(w;x,y;p;p1,---,pn) under taking
primitives in p in a non-trivial case that relies on a tensorial Fay identity.
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8 Coincident limits of Fay identities

In this section, we shall investigate the coincident limits of the modular tensors 8,G " (., )
and fhIr j(z,y) as y — x, as well as the coincident limits of the Fay identities constructed
in section 6 for three points z,vy, z, as z — x or z — y. In particular, we will show that the
coincident limit of the modular tensors 9,G"*(z,y) produces constant modular tensors
NPFs of various ranks s < r+1 that restrict to (almost) holomorphic Eisenstein series
at genus one. We will also z-reduce products f* j(z,y) f_P)J k(y,x) of f-tensors which share
both points x and y. Hence, primitives with respect to the shared point x can be constructed
in the same function space of higher-genus polylogarithms [37] as in the case of products
(6.15) or (6.26) of f-tensors with a single point shared by an arbitrary number of factors.

8.1 Coincident limits of genus-one Fay identities

A crucial step in this section is to generalize the coincident limit of the Kronecker-Eisenstein
coefficients on the torus,
lim f"(z—y) = -C,, >3 (8.1)

Yy—x

to arbitrary genus. Our normalization for the holomorphic Eisenstein series G, is as follows,

1
G, = >3 8.2
22 (m7+n)r r= ( )
m,ne’
(m,n)#(0,0)

Recall that the restriction of both equations to r > 3 is required by two types of subtleties.
w(z—Z2

%) whose limit as
zImT

z — 0 depends on the direction along which the limit is taken. Second, while the double sums

First, the short-distance behavior of f)(2) features a contribution

in (8.2) are absolutely convergent for r > 2 they are only conditionally convergent at smaller
values r < 2. The holomorphic quasi modular Eisenstein series G, may be defined using
the Eisenstein summation prescription and is related to the almost holomorphic modular
completion Gy by the second relation below (see for example [83] and [7]),

M N

5mn o
Co= lim > lim Y 0200 Go=Cyp— —— (8.3)

)
Moo N—oo mr+n)? Im7
m=—M n=—N ( + )

where the notation ¢, n)£(0,0) instructs us to drop the summand with (m,n) = (0,0). Al-
ternatively, the modular version Go of weight-two Eisenstein series arises in the limit,

lim <f<2>(x—y) b (i_@) ~ G, (8.4)

y— Im7 z—y
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which is well-defined by the subtraction of the problematic term ~ 2 of f®(z). We will
generalize the coincident limits (8.1) and (8.4) to arbitrary genus and encounter modular
tensors MNP with a higher-genus analogue of the integral representations of (almost)
holomorphic Eisenstein series [84],

G = (H/ : xj) 0:,G(21,12)05,G (29, 3) - Op, ,G(0y—1,24) 02, G (2, 21), 723

G /dle/d% 00,6 (11, 1)0:,G (03, 71) — 0,,00,G (11, 1)) (8.5)
= G (21, 22)0,,G (29, 1 02,G (11, .
2 L Tmr ImT 1 9(21,22)02,6 (22, 21 102,9(21, T2
in terms of the Arakelov Green function G(z,y) on the torus defined in (2.8). In contrast
to the vanishing of Eisenstein series Gosy1 at odd weight, their higher-genus counterparts
MPFs turn out to be non-trivial also at odd rank s € 2N+1.

In view of the relations (8.1) and (8.4) between Kronecker-Eisenstein coefficients and
(almost) holomorphic Eisenstein series, the coincident limit y — x of the genus-one Fay
identity (2.11) takes the form (see Appendix A of [85] or section 6.3 of [26]),

r

FOE ) = (7)) - (T Gl )

F(=1)*Grpy — Z(H—j:i—ﬁ) G, f(r+s—€)(z)

(=4
(r+s—2

o ) |:azf(T‘+sfl)(z) + Gy f'(r+572)<2>:| (8.6)

with at most one z-dependent factor in each term on the right side. For instance, the
coincident limit of the weight-two Fay identity (2.10) akin to partial fraction gives rise to
the following identity involving double poles,

(F(2))" = 2fD(2) = 0. £ (2) - Gy (8.7)

The main results of this section will be the generalizations of (8.6) to arbitrary genus in (8.39)
and (8.42) below which produces an z-reduced form for the product f? (z,y) f K(y, )
terms of f-tensors, their derivatives in the second point and constant modular tensors NP

8.2 Higher-genus coincident limits at weight two

We start by generalizing the coincident limits of (8.4) and (8.7) of weight two and genus
one to arbitrary genus. This may be achieved by organizing the coincident limit z — y of
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the modular scalar three-point Fay identity (4.2) at higher genus by grouping together those
terms whose limit is immediate and those terms whose limit is not,

lim | (9:6(2,9) — 0:G(x.2)),(y. 2) — wi(2)9,6" (1. 2)|
= wf(y)amgl(xa y) - aﬁayQQ (33, y) - &,Jg(x, y)ayg<y7 l’) (88)

Here and below, the short-distance behavior 9,G(y, z) ~ (z—y)~! introduces derivatives of
the accompanying functions of y and z. The difference of 9,G(z,y) and 9,G(x, z) inside the
limit of the first line can be converted to a derivative of a meromorphic function using the
relations (A.11) and (A.13) between the Arakelov Green function G(x,y) and the prime form
E(z,y), which in turn is defined in (A.5),

— T,2) = — nE(m,y} miwr(z) | Im wa
0.0(r.y) = 0.0(r.2) = ~0, In 2 12 I()(I / ) (8.9)

Grouping terms according to tensorial modular properties proves the following Lemma.

Lemma 8.1 The coincident limit of the modular scalar three-point Fay identity (4.2) at
arbitrary genus is given by,

wi(x)C(y) = 0.G(2,4)0,G(y, ¥) — 0:0,G(x,y) + 0:0,G(x,y) — wr(y)0:G" (x,y)  (8.10)

with the following well-deﬁned limit,
c! = lim 8QI z2)+ — yw_I 8.11
(y) zl y Y (y> ) P y ; ( . )

Similar to the limit of the genus-one term (z—y)/(z—y) in (8.4), the limit of the second
term inside the brackets of (8.11) by itself would depend on the direction in which the points
z and y approach one another. However, the combination with 9,G(y, z) leads to a well-
defined (1,0)-form C’(y) limit. In order to see this, we note that the right side of (8.10) is
manifestly single-valued in x and y so that C!(y) must be single-valued in y. Furthermore,
one verifies that the right side is holomorphic in x, as the left side is. Integrating against
w!l(x) and discarding total derivatives of the non-singular and single-valued combination
0,G2(z,y) — wr(y)G!(z,y) gives the following integral representation,

¢'ty) = [ dail(w) (0.6(2,0)0,6(.2) ~ 0.0,0(z.)) (5.12)

The double poles of the terms inside the parentheses on the right side cancel one another,
so that the integral is absolutely convergent and produces a well-defined (1,0)-form in y. To
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obtain a more tractable expression, we evaluate the d; using the Laplace equations (3.16)
for the Arakelov Green function, and express the result in terms of the ®-tensor,

a@CI(y) = —mDM(y)ay@IM(y) = agaychfM(y) (8.13)

Therefore, the combination C!(y) — 9,97 ;(y) is holomorphic and single-valued in y, so it
can be expanded in terms of holomorphic Abelian differentials, i.e. we have,

Cl(y) = 8,9™ i (y) + war (y) (8.14)

for a y-independent tensor N Upon insertion into (8.12), we obtain an integral represen-
tation for 9!/ by integrating against @’ (y),

W= [ e ) (3.15)
= [ [ @yl 0)o0)(0,6.0)0,60.0) - 0.0,0(.)

This integral is absolutely convergent as the double poles of the terms inside the parentheses
cancel one another. By the manifest symmetry of the second line in I, J, we deduce that
N = NIl Comparison with the integral representation (8.5) of the almost holomorphic
Eisenstein series Go identifies the following restriction to genus one,

N[ =G (8.16)

and shows that the coincident limit (8.14) at arbitrary genus restricts to the coincident limit
(8.4) of f@ at genus one (we recall that /1 ;(y)|,—1 = 0 by their vanishing trace (3.12)).

8.2.1 Coincident limit of the tensorial weight-two Fay identity

Based on the simplified coincident limit (8.14), the higher-genus Fay identity in (8.10) may
be recast as follows,

0=0,G(z,v)0,G(y, x) — 0,0,G(x,y) + 0,0,Ga(x, y) (8.17)

- ‘)A?”cul(x)wj(y) — wi(y)0:G" (2,y) — WI(JU)ay(DMIM(y)
The symmetry of the right side in x,y is manifest in the first four terms. The symmetry of
the remaining terms —w;(y)9.G' (z,y) — wr(x)d,®M3;(y) under I <+ J can be established

from the corollary wy(y) M7y (z,y) — wi(x) M7y (y, z) = 0 of the weight-two interchange
identity in (5.3) whose last two terms cancel upon contraction with §7.
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The coincident limit (8.17) of the scalar Fay identity at weight two can be unified with the
traceless component (6.4) of the tensorial weight-two Fay identity (6.2) to the compact form,

Pl ) k(y, 2) = 050:0,G (2, y) — ws) ™ k(@) — wil2) F k(y) (8.18)

where the last term is given by,

51 z
Folty) =t | 1)+ T2 [0 =0,0%) - ok’
22—y — Y
= 0,9 (y) — 050, wi(y) — 5N Mewns (y) (8.19)

One can view (8.17) and (8.18) as the simplest examples of z-reductions that involve deriva-
tives ayf?MJ(.fE, y) = —5{}48:,;81,9?(3:, y) of f-tensors, or dyf?MJ(x, y) in the notation of sec-
tion 3.6. At genus h = 1, the Fay identity (8.18) reduces to (8.7) in view of f1Ir ;(z,y) —
FO (z—y) as well as F/ i (y) — —Gs and 9:0,G(z,y) — O, f Y (z—y).

8.3 Coincident limits of higher-weight f-tensor

Starting from weight three, one can evaluate the coincident limits z — y of the modular
tensors f 1 ;(y,z) or 9,G"""(y, z) in a more direct way. For rank s > 2, we introduce the
shorthand,

Ch P (y) = 1im 9,67 P (y, 2) (8.20)

z—=Y

for the coincident limit at weight s+1 without the need for any addition of anti-holomorphic
Abelian integrals as in (8.11). The goal of this section is to establish both the well-definedness
and the explicit form of the limits (8.20) through a recursive strategy.

8.3.1 Coincident limit of weight-three tensors

We shall first illustrate the recursive computation of the limits (8.20) through the weight-
three example at rank s = 2. The first step is to combine the anti-holomorphic derivatives
(3.20) of the 9,G"’(y, z) tensors in both variables to obtain,

95 1im 0,G" (y, z) = 7 lim [@7(2)9,G" (v, z) — @' (¥)9,G” (y, 2)] — 7™ (y)9, " i (y) (8.21)
2=y

zZ—Y

The limits of the individual terms on the right side are ill-defined since they are lacking
the anti-holomorphic Abelian integrals of the expressions for C’(y) in (8.11). However, the
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combination in the square bracket of (8.21) conspires to yield a well-defined limit,

lim [&7(2)9,6" (v, 2) — &' (1)9,” (4, 2)]

fi e e Hhm;{oﬂ(z) [e s [ w}

2=y Y—2

= &’(2)C' (y) — @' (y)C” (y) (8.22)

since the curly bracket in second line of (8.22) vanishes with (y—z)?>. Hence, the anti-

holomorphic derivative (8.21) of the limit (8.20) at rank s = 2 is well-defined,
05C" (y) = 7 [@7(2)C"(y) — &' (1)C7 (y)] — 7™ ()9, @™ w1 (y) (8.23)

With the expression (8.14) for C(y) in terms of ® and rank-two N tensors, one can readily
integrate (8.23),

C(y) = 0,2"" wi(y) — 0,27 s (y) + 9,2 s (y) (8.24)
+ 0,7 ()M — 0,87 1 () MM 4 wpg ()M
which introduces a rank-three tensor 9t¥!/ independent on y. Upon integration against

oM (y) and discarding the total derivatives of the single-valued ® tensors, we arrive at the
following integral representation of the new tensor MM/ in (8.24),

W = [yt e) = [ dyeto) o, . (5.25)
:/dewM(y) lim [ d®7v0,G(y, z)0' (2)0.G7 (z, 2)
» z—=Y »

—/EdewM(y)/Edewl(x)/Ed2wa(w) 9,9y, ©)0:G(z, w)9,G(w, y)

In passing to the second and third line, we have inserted the recursive definitions of 9,G'7 (y, 2)
and 0,G7(z, z) as convolutions of lower-rank G-tensors. The third line of (8.25) manifests the

LIM , and integration by parts with respect to all of z,y, w fur-

cyclic symmetry MM —
thermore reveals the reflection property 9//M = —9M/I Moreover, the integrals in (8.25)
are absolutely convergent which establishes that not only the anti-holomorphic derivative

(8.21) but also the limit (8.20) defining C*/(y) itself is well-defined.

8.3.2 Recursion for higher-weight coincident limits

The steps of section 8.3.1 in the rank-two case can be repeated to show that the limits
CPiFs(y) in (8.20) are well-defined at arbitrary rank s > 2. The inductive step in showing
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this has two steps. In the first step, the anti-holomorphic derivatives (3.20) are used to
establish the relation,

J7 lim anglmPs (y,z) = mlim [@Ps (y)aygpl“'PS‘l(y, z) — @Pl(y)ayQPQ“'PS (v, z)}
z—y z—y
— 7 ()9, 97 41 (y) (8.26)
which amounts to the following recursion relation,
0yCT e (y) = ma™ (y)CT T (y) — mo T (y)CTE T (y) — 7™ (y)9, @7 P (y)  (8.27)

since both C-tensors on the right side have lower rank s—1 than the one on the left side. If
we assume s > 3 here (see section 8.3.1 for the s = 2 case), then the limits on the right side
are individually well-defined by the inductive hypothesis.

Each step of integrating (8.27) introduces a new modular rank-(s+1) tensor 9™ PP

chPe(y) = / &1 9,G(y, ) [0 ()T P (y) — &P (y)CP P (y)]
+ 9, @M P () iy (y) M (8.28)

representing the holomorphic piece in the kernel of ;. Upon integration against @™ (y) as
in (8.25), one arrives at integral representations

gftMPy--PS :/d2y@M(y)CP1PS<y) :/
by

Py (y) lim 0,67y, 2) (8.29)
» 2=y

which can be simplified by the recursive definition of 9,G""*(y, z) as an iterated convolution
as in (8.25) for r > 3,

Nl lr — (H/ dzl‘j wh («Tj)>am1g(x1;$2)ax2g<x27x2> o Oy G(@r_1, 20) 0y, G (21, 1)
j=17%

(8.30)

These expressions for the tensors il imply their dihedral symmetry under permutations
of the indices I},

si'\tflfgmfr — {)f}]zm],«[l , {ft[lfszr — (_1)T§5f\tl7~~~~1211 (831)

where the alternating sign under the reflection I115--- I, — I,.---I31; stems from the total
of r integrations by parts in the derivation via (8.30).

Finally, the absolute convergence of the integrals in (8.30) for any r > 2 implies that not
only the anti-holomorphic derivatives (8.27) but also the limits C'*""I*=1(y) themselves are
well-defined if their lower-rank counterparts are. This completes the inductive proof that
the limits (8.20) are well-defined, where the cancellation in (8.22) can be bypassed within
the inductive step once the well-defined limit (8.24) at s = 2 is taken as a base case.
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8.3.3 Explicit higher-weight coincident limits

The inductive proof of the previous subsection led to the integral representation (8.30) for
N-tensors of rank > 3 (see (8.15) for the extra term in the integrand of the rank-two case) as
well as the recursion relation (8.28) that relates CP'""*(y) to convolutions of its lower-rank
analogues. An explicit solution of this recursion (8.28) is presented in the following theorem:

Theorem 8.2 The coincident limits C"Ir(y) = lim,_,, 8,6 (y,2) at rank r > 2 are

given by,

+ Z r q a q)IlIQ PR UTY P R P | (y){ftM[PIp-‘-l'“Iq
1<p<q
(p,@)#(1,7)

Iilo Ty il lyp_q-1 MI,I e
+ ay@( 112 p—1Wdprdyr 1 q+1) pip+1 QM<y>]

The proof of the theorem proceeds in two steps. In a first step, we demonstrate by induction
in 7 that the expression (8.32) obeys the differential equation (8.27) relating C of different
rank. This is readily accomplished by means of the variant (p # 1 and g # r),

agayq)(IIIQ".Ip71MITIT71'”Iqul)aM(y) — 7T(I) (y)a @(Ig I il I q- Iq+1)5M<y> (833)
7T(IJ <y)8 CI) (InIz--Tp_qWIy_1- Iq+1)5M(y)

of (6.7) for shuffle products of f-tensors which casts the g derivative of (8.32) into the form,

0" 11 (y) =~ ()2, 2" (o) (8:34)
Y (LB ()0, v
1<p<q
(p,@)#(1,m)

—|—5q¢r@h(y)8 Gll2Ip1Wly1-Igi ( );)A?prlﬁlmlq

+5p7£1w (y)a (p 12 I 1LI_IITIT 1° Iq+1)MIpIp+1 IqM(y)

+ 6,00 ()0, Uiz Tp Wl —1- Ty 1) MIp Ly~ IqM(y)]
The notation d,.; and d,, indicates that the respective terms are absent for p = 1 and
q =7, and we set 0,®%y,(y) = wi(y) in the (p,q) = (2,7) contribution to the second line as
well as the (p, q) = (1,r—1) contribution to the third line. The first term on the right side of

(8.34) accounts for the last term in the aspired differential equation (8.27). The remaining
terms match the target expression since the coefficients of @™ (y) in the second & fourth line
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and the coefficients of @’ (y) in the third & fifth line match —wC™"!(y) and 7CTIr-1(y),
respectively, by the inductive hypothesis.

The second step of the proof is to show that the identity (8.32) is not off by a holomorphic
term in y. This can be verified by integration against @’ (y) where only the first term on the
right side of (8.32) contributes and yields 9%/7/*. This matches the @’ (y) integral of the
left side by the first step of (8.29), completing the proof of (8.32).

With the decomposition (3.13) of the f-tensors, the expressions (8.32) for C/*"r(y) make
the coincident limit

Fa T gy, y) = 0,07 I e (y) — op.CT I (y) ;> 2 (8.35)

of f-tensors fully explicit, see (8.19) for the more subtle case with r = 1 where f//(y, 2)
itself does not have a well-defined z — y limit. At genus one, comparison of the integral
representations (8.30) and (8.5) implies that the modular tensors NPPs at rank s > 3
reduce to holomorphic Eisenstein series,

yPrePs

h=1

Gy :s>3
_{ 62 o (8.36)

where we have incorporated the earlier rank-two result (8.16) involving the almost holo-
morphic Eisenstein series Gy. Together with the vanishing genus-one restrictions of the
®-tensors, this implies

chtr (Z/)|h=1 =Gy, S k(y, y)}hzl =—Gry1, 122 (8.37)

whereas (8.14) and (8.16) identify CIl(y)‘h:1 = G, in the weight-two case. In summary, the
coincident limits (8.35) of higher-genus f/Ir/(y, 2)-tensors are considerably richer than

P

their genus-one counterparts in view of the hierarchy of modular tensors NPrPe of rank

2 < s < r+1 in the expansion (8.32) of CIt"Ir(y).

8.4 Coincident limit of Fay identities for arbitrary weight

We are now ready to state and prove the coincident limit as z — y of the three-point Fay
identity established in Theorem 6.3. The main result of this section is Theorem 8.3 for
arbitrary rank, the proof of which is relegated to Appendix C.5.

The starting point is formula (6.15) for the Fay identity for three points of Theorem 6.3.
As we take the limit z — y, the left side converges to f7J(a:, Y) f?JL(y,:U), which is to be
x-reduced. On the right side, all terms admit regular limits as z — y, except for the following
two cases: terms with singularities f7;(y,2) = 64(y—2z)~! + reg and terms that are affected
by the direction dependent z — y limit of 7172 ;(y, 2) discussed below (8.11).
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1. When s = 0, the term on the first line of (6.15), and the k = r, r—1 terms on the
second line have singular or direction-dependent limits.

2. When s = 1, the limits of the term on the first line of (6.15), the terms (k,¢) =
(r,0), (r,1), (r—1,0) on the second line, and the ¢ = 1 term on the third line are
singular or direction dependent.

3. When s > 2, the terms (k,¢) = (r,0), (r,1), (r—1,0) on the second line of (6.15) and
the ¢ =1, 2 terms on the third line have singular or direction-dependent limits.

As the z — y limit of the left side of (6.15) is convergent in all cases, so must the limit of the
combined right side be. Indeed, all the singularities tabulated above for each case, combine
and cancel one another to produce well-defined limits as 2 — y. The net result of these finite
limits may be expressed in terms of the following tensor functions of a single variable,

et (y,y) r
0,12, (y) — 67 Ci(y) =2

Fhede oy~ 3 O J 8.38
wy(y) r=20

where the tensor function C(y) was defined in (8.11) and evaluated in (8.14). The coincident
limit of the three-point Fay identity (6.15) then results in the following theorem.

Theorem 8.3 The comczdent lzmzts of the three-point Fay identities allows us to x-reduce
the contracted product f J(z, y)f T (y, ) with multi-indices 7 = Ii---1I. and ? =
Py P of lengthr > 1 and s > 0,

£ o) P m) = £ () FP7ie(y) — (=)0, fF 200l (2 )
. Z Z(_)ﬁ—sfPSn-PgHLuIlmIkJ(x’ y) fP1~~~PgJIk+1~~ITK(y)

kO@O

—Z Yo F R () fR T () (8.39)

Alternatively, the rightmost term of the first line may be re-expressed using,
(?Luh A 1 _ I $LLI11~-~IT,1
Oy f "k(z,y) = =05 0,0, (z,y) (8.40)

The proof of the theorem is relegated to Appendix C.5, and the adaptation of (8.39) to the
three cases s = 0, s = 1 and s > 2 can be found in (C.66) to (C.68). The derivation of
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uncontracted Fay identities from contracted ones in section 6.6.2 straightforwardly carries
over to the coincident limit z — y, leading to,

FT e )P, 2) = 62 £ T ()™ () (8.41)
1T k@) P00y 0) = 62T o) iy, )
with an arbitrary point a € X. Moreover, the coincident Fay identities (8.39) _can be used
to extend the reduction of products of fﬁM(z, y) and an arbitrary number of 77k (2;,2) in
section 6.6.3 to situations with xz; — y.
An alternative representation of the coincident Fay identity (8.39) is stated in the theorem
below, whose proof is given in Appendix C.6.

Theorem 8.4 The x-reduction (8.59) for the contracted product f7j(x,y) fl_gJK(y,x) is
equivalent to,

13 P e, ) = ~(=1Pws () TP () (8.42)
( )Sélra B g[l“‘lr—lLU$(a,/.’ y) + (—1)8f11"'1’“_1u'|$J($, y) [(ﬁgcJ(y) _ ayq)JIrK(y)}

— Z Z Shtyt(r1,0)(— 1) flrIetiBe P () pR Bl Iiade (4 4))

k=0 ¢=0

B Z )¢ fPl P (y’ag)fPS---PHlJLu?K(l_’y) B fPl---Pg,lJK(y’aé)fPS---PgLU?JCC,y)]

with ar’bztmry points ay, - -+ ,as € 2.

8.4.1 Comments on Theorem 8.4

The alternative form (8. 423} of the coincident Fay identity manifests the cancellation of
the first term f on the right side of (8.39) and the reduction of several
FPPes(y) in its second and thlrd line to their 9,®" " ;(y) parts. Moreover, (8.42) is a
more suitable starting point to make contact with the coincident Fay identity (8.6) at genus
one. The shuffle products of f-tensors reduce to multiples of f" with the binomial coeffi-
cients in (6.12) upon restriction to genus one.' The first term on the right side of (8.42)
reproduces the first term ~ f("+%) on the right side of (8.6). The last term of (8.6) originates
from the second line of (8.42). The third line of (8.42) produces the term ~ G, in (8.6)
from the extremal term (k,¢) = (0, s) and the sums over ¢ in (8.6) from the remaining sum-
mands. The last line of (8.42) drops out at h = 1 since both of the a,-dependent f-tensors
reduce to their respective 0P parts.

60ne has to shift s — s+1 in (8.6) to account for the extra upper index J besides P = P, --- P, in the
factor f?‘]K(y7 x) on the left side of (8.42).
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9 Meromorphic Fay identities

In this section, we spell out counterparts of the identities of sections 5 to 8 among non-
meromorphic and single-valued f-tensors for meromorphic but multi-valued integration ker-
nels on surfaces of arbitrary genus. More specifically, we propose interchange identities that
we shall prove and Fay identities that we shall conjecture for the meromorphic expansion

hIr (7, y). Remarkably, the expressions for both the interchange and Fay iden-

coefficients g
tities that we find in terms of the Enriquez kernels will match with the analogous identities
for DHS kernels f/Ir ;(x,3) as carbon copies of one another upon the formal substitution
f — g. We also investigate the coincident limits y — x of the Enriquez kernels which intro-
duce meromorphic analogues of the modular tensors MPr-Pr seen in the coincident limits of

fhIr j(x,y) in the previous section.

At genus one, the Fay identities of Kronecker-Eisenstein kernels f*)(z) and ¢g*)(z) play
a two-fold crucial role for integration on the torus: first, for a general proof that elliptic
polylogarithms close under taking primitives [19, 20]; second, for an explicit derivation of
differential and algebraic identities among elliptic polylogarithms [19, 21, 22], elliptic multi-
ple zeta values [27, 25, 28, 70] and modular graph forms [85, 26, 86] (as a reformulation of the
holomorphic subgraph reduction developed earlier in [31, 87, 88]). By analogy with this im-
pact of genus-one Fay identities, the interchange and Fay identities of this work are expected
to crucially feed into derivations and classifications of relations among configuration-space
periods at arbitrary genus.

By extending the interchange and Fay identities among higher-genus f-tensors to their
meromorphic counterparts from the Enriquez connection, the results of this section pave
the way for the study of iterated integrals of ¢"*""I ;(z,y) including the hyper-elliptic poly-
logarithms of [38]. In particular, the subsequent identities will be applied to change fi-
bration bases of the meromorphic polylogarithms of [38] similar to those in section 7 for
non-meromorphic polylogarithms.

9.1 Basics of the Enriquez coefficients

Enriquez introduced meromorphic flat connections, on the universal cover of an arbitrary
compact Riemann surface, which have at most simple poles at the marked points and pre-
scribed monodromies [33]. Expanding the two-variable case of the Enriquez connection in cer-
tain non-commutative generators gives rise to merormophic integration kernels g’ ;(x, y)
which are uniquely defined through their functional identities [33].
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Theorem 9.1 (Enriquez [33]) There ezists a unique family of differentials, denoted by
whIr j(x,y) in Enriquez’s work and normalized with additional powers of —2mi in this work,

gllmlrJ('T?y) = (_QWi)Twh“.ITJCU?y) ) r 2 0 (91)

depending on two points x,y in the universal covering space of a compact Riemann surface 3
of genus h and its complex-structure moduli such that

1. gl j(x,y) are (1,0)-forms in x and scalars in y;

2. g1 y(z,y) are meromorphic in all variables;
3. the r = 0 instance is given by the Abelian differentials, ¢°;(x,y) = w(x);
4. the monodromies of g™ ! ;(x,y) in x,y vanish around the AL-cycles and obey the
following recursion around the By -cycles,'”
IiT IiT - (_QWi)k LDy TpoqoI
g (a4 B y) = g () + ) O et "i(z,y) (9.2)
k=1 )

r

2mi)* PR
gh ITJ(«T,?J"F%L) — gh hJ(x?y) + 5§r Z % gll I’rka(x’ y) 5L k+1 1
k=1 ’

where the generalized Kronecker-deltas are given by ;> = §hgl ... gk

5. given a (simply connected) fundamental domain Xy for the surface ¥ with x,y € Xy,
all of g1 j(x,y) with r # 1 are reqular as y — x; the r = 1 instance, however,
exhibits a simple pole with the following residue,

51
g i(z,y) = m—_Jy +reg (9.3)

oI,

6. aty # x, the only poles of g J(z,y) atr > 1 are those mandated by their monodromy

relations and the pole of g* ;(z,y).

As detailed in section 8 of the published version of [33], the Enriquez kernels for genus one
coincide with the meromorphic Kronecker-Eisenstein coefficients defined by (2.6),

9" (@), = 9 (x—y) (9.4)

1"The B monodromy in y in the second line of (9.2) is derived in part b) of Lemma 9 of [33].
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9.1.1 Decomposition into trace and traceless components

The g/t ;(x,y) obey a direct analogue of the decomposition (3.13) of the f-tensors: Their
dependence on y is concentrated in the trace 5{{ with respect to the last two indices [33],

9T () = @) = 8 )
w7 (2) = 0 (9.5)
Therefore, the traceless part @/ ;(x) solely depends on the point x, and this dependence
is holomorphic on z in the universal covering space of ¥. Its 8 monodromies follow from
the traceless projection of the first line in (9.2) with respect to I, J,

[y

r— _2 Nk
whmITJ(CIH—%L) = whmh‘](l‘) —+ —( ]{;7;”) (51{1"'[kw1k+1'"1rj(x>
k=1 ’
—2m)" 1
+( T7!m) <5£1"'ITWJ($) . Eé{;é? IT_IWL(ZL")) (96)

By the tracelessness of ! ;(z), their restrictions to genus one vanish, and the trace of
(9.4) relates the x™*"7r=1(z,y) to the meromorphic Kronecker-Eisenstein kernels

S =0, ), = ) 07

IiIr

The pole structure of g J(z,y) in items 5. and 6. of Theorem 9.1 readily translates into

the y — x behavior,

1
- 9.8
x(z,y) o tree (9.8)

whereas all of x'Is(z,y) with s > 1 are regular as y — x. Moreover, the only poles of
L (2, y) with s > 0 at y # x are those mandated by (9.8) and the monodromies,

(_27Ti)s+1 I I

. 2m -
X (@B, y) = X" (2, y +Z 511 ox ez, y) — Tor)ih O w(z)
o2m)sThHL Ips1-Ts
Xt (e, y+B) = X Is(x,y)—z()—,gh Bep (@, y) o, (9.9)

c~ (s—k+1)!

helr (g, y) at h > 2 remain somewhat cumbersome to exhibit ex-

Explicit expressions for ¢
plicitly at this time, though recent work [38] offers formulas in the local Schottky parametriza-

tion of moduli space that lend themselves to numerical evaluation for genus two.
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9.2 Meromorphic interchange identities

In this section, we produce the meromorphic counterparts of the interchange identities for f-
tensors in section 5 which will allow us to z-reduce expressions of the type wyr(z)g™ " ;(y, z).
The definition of z-reduced in the meromorphic case is analogous to but simpler than the one
given for the non-meromorphic case in section 3.6. For mutually distinct points 2z, -, 2z,
the exterior algebra generated by the differential forms,

wi(z), g (2, 25)d, 0, g™ (21, 25)dz A dzy (9.10)

will be denoted Ay. It is manifestly closed under addition, the wedge product, and appli-
cation of the Dolbeault differentials d; = dz;0., and 5j = dz;0z;, the latter since the forms
are all meromorphic and the points z; are mutually distinct. An arbitrary element of Ay is
defined to be z;-reduced, for a given value of i, if it is a linear combination of z;-independent
terms and those generators of Ay that depend on z; with coefficients that are indepen-
dent of z;. In short, z;-reduced products of the generators (9.10) feature no more than one
z;-dependent factor besides dz;.

The simplest example occurs at rank » = 1 where the meromorphic analogue of the basic
interchange identity (5.2) with a contracted index reads,

wir(2)g" 5 (y, ) + wu () g" s (z,y) = 0 (9.11)

Through the decomposition (9.5) of the Enriquez kernels, this translates into the following
meromorphic counterpart of (5.1),

war(x)@w™ 5 (y) + wn(y)@™ 5 (x) — ws(z)x(y, ) —ws(y)x(z,y) =0 (9.12)

and illustrates that the traceless component @™ ;(x) of g™ ;(x,y) compensates for the lack
of translation invariance in the trace component x(z,y) at genus h > 2. For arbitrary rank
r > 0, we obtain the meromorphic analogue of the non-meromorphic contracted interchange
identities of Theorem 5.2.

Theorem 9.2 The differentials QI j(x, 1) defined by,

QI () = war(2) g M (y,0) + (<1 wu(y) g Y () (9.13)

+ (_1)k+r [wh---lkM(y) wlr'-'IkJrlMJ(x) . wlr"'IkM(Q:) wh---lkﬂMJ(y)]

k=

[y

satisfy the following properties:
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1. they are (1,0) forms in x,y and obey the symmetry Q1 j(z,y) = (—=)" Q"1 ;(y, x);

2. have vanishing 2 monodromy in x and y, and their B monodromy in y are given by,

—2mi)k
( k7|1'2> 5£1..-Ik Qlk+1"'IrJ(x’ y) (914)

o, 50) = 2T+ 3
k=1

3. they are holomorphic in x and y for all r > 0;

4. as a consequence, they vanish identically for all r > 0,

Qv (w,y) =0 (9.15)

We note that the last line in (9.13) may alternatively be expressed solely in terms of the
differentials g/t ;(x,y), leading to the following representation,

Q1 (2, y) = wn(2) g™ "M (y, 2) + (= 1) wn () g "M (2, y)

+) (=T [ghml'“M(y, ag) g™ M (3 by)

k=1

—g" M (y, ag) g™ o (b)) (9.16)
where aq,--- ,a,, by, - ,b. are arbitrary points in the universal cover of . Solving the
vanishing of Q1T ;(x,y) in (9.13) for the first term on the right side provides the z-reduced

LI M

form of wy(z)g J(y,x). The proof of Theorem 9.2 is relegated to Appendix C.7.

9.2.1 Uncontracted interchange identities

Since the decompositions (5.11) literally carry over to f — ¢ as well as 9G — x and
0® — w, we obtain a meromorphic version of the uncontracted interchange identities (5.12)
that z-reduce (.UJ(.T)Q7LK(Z/, x) with free indices J, K, L and 7= L1,

Corollary 9.3 The meromorphic un-contracted interchange identities takes the form,

) = —(=1)ws()g " Facl,y) + wilz)g? “cly, a) — Swnr(z)g T 5y, a)
+ (=) ws(y)g’ Fx(z,b) — (—1) 6w (y)g "™ s(z,b)

T

+ 0 Y (—1)F[gh My ag) g e g ()
k=1
— g™ ey, ar) g™ M (2, b)) (9.17)

with ? = Iy ---I. and two additional arbitrary points a,b in the universal cover of 3.
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9.2.2 Swapping identities

As another important two-point identity among Enriquez kernels, we shall here introduce
the meromorphic analogue of the symmetry property,

0:0,G""" (2, y) = (=) 0,0,6" " (y, v) (9.18)

which straightforwardly follows from differentiating (3.12) with respect to x and y. In con-
trast to their single-valued counterparts 9,G" I (x,y), the trace components x' I (x,y) of
the Enriquez kernels in (9.5) do not feature an exposed holomorphic derivative in z. Still, the
trace component G — x of the substitution rule f — g converts (9.18) to a valid identity
stated in the following theorem.

Theorem 9.4 The (1,0) forms U (z,y) in x and y defined by,

U () = 9x " (2, y) — (=) 0ux " (y, ) (9-19)

vanish identically for any r > 0

U (2,9) =0 (9.20)

The proof of the theorem can be found in Appendix C.8. It relies on the 8 monodromies

1

— g T reg from U(z,y).

in (9.9) as well as the cancellation of poles 9,x(z,y) =

By the decomposition (9.5), the y derivatives of the Enriquez kernels g"tr¥ ;(z,y) are
concentrated in the trace with respect to K and J, i.e.
0yg" I s (w,y) = =07 0" () (9:21)

and one arrives at the following corollary of Theorem 9.4

Corollary 9.5 Derivatives of the Enriquez kernels obey the swapping identities for allr > 0

Dyg" 1 (2, y) = (=) ug" 1 S (y, @) (9.22)

The swapping identities will play a key role in the change of fibration bases for the mero-
morphic polylogarithms in section 9.5.

9.3 Meromorphic Fay identities

As a meromorphic analogue of the simplest tensorial Fay identity (6.2) of the f-tensors, the

I 1>

Enriquez kernels g’ ; and ¢/2; are proposed to obey

9" (2 k(Y. 2) + 6™y, )" k (2, 2) — ¢ s (2, 2) g7 K (y, 2)

+ws (@) g™ ke (y, 2) + ws () g™ k (2, 2) + wy(@)g™ k(y,2) = 0 (9.23)
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Through the decomposition (9.5) of the Enriquez kernels, the trace with respect to M, K
implies the following meromorphic counterpart of (4.2)

0= x(z,y)x(y, 2) + x(y,)x(z, 2) — x(@, 2)x(y, 2)
—wr(2)x"(y, 2) — wi(y)X' (z, 2) + x2(x,y) (9.24)

where the symmetric function xo(z,y) = x2(y, ) can be viewed as the meromorphic analogue
of 0,0,G2(z,y) in (3.21) and can be rewritten in analogy with (5.6),

hxa(z,y) = wu(z)g™ 1 (y,2) + @’ 1 (x)
=wu()g™i(z,y) + @’ 1(z)=’ (y) (9.25)

The traceless part of (9.23) in turn yields the meromorphic analogue of (6.4)

X, 2) @™ g (x) = —x(2,y)@" k (y) + ws (@)™ K (y) + ws(y)@™ K (2)
+ws (@) g™ K (y, 2) — 10K ws(x)g™ L (y, x)
+ o (y)@’ k(z) — 2o @ 5 (y)@! L (2) (9.26)

The products g™ ;(y, )"k (7, 2), x(y, 2)x(x, z) and x(y, )M (x) may be x-reduced with

the help of equations (9.23), (9.24) and (9.26). Alternatively, (9.23) and (9.24) can be used
to z-reduce the products g ;(z,2)g9” k (y, 2) and x(x, 2)x(y, 2).

9.3.1 Contracted meromorphic Fay identities

More generally, the contracted Fay identities (6.11) and (6.15) at arbitrary weight > 2 are
proposed to carry over to the Enriquez kernels as follows:

Conjecture 9.6 The contracted product gl_gM (y, )g?JK(a: z) for multi-indices 7= L1,
and P = Py --- Py, which is a (1,0) form in x,y and a scalar in z, can be z-reduced in terms
of Enriquez integration kernels as follows,

9 5y, 2)g T e, 2) = (=1 ws (1)g " M ke, ) (9.27)
+9™M (g™ k(. 2) + > gy (a, y)g Pl M ()
k=0

+ ™My, 2)g T i, 2) + S gy, ) g TP PN ()
=0

+) (=1 (g, ag)g T MPePend (i by) — gPPerd ey ag)g T MPePe (o be))
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with arbitrary points ay,--- ,as, by, -+, bs in the universal cover of 3.

In Appendix C, the analogous Fay identities in Theorem 6.2 on the z-reduction of
the scalar f?MJ(y,Z>f?JK(.’L',Z) are shown to imply Theorem 6.3 for the z-reduction of
f7 g(x,2) 7k (y,x). This proof only relies on identities of f-tensors that apply in identical
form for the Enriquez kernels, for instance that the dependence of both f1I ;(z,y) and
g"v 1 ;(z,y) on y is concentrated in the trace 0’7, see (3.13) and (9.5). Accordingly, the
following meromorphic version of Theorem 6.3 is a corollary of Conjecture 9.6:

Conjecture 9.7 The contracted product g?J(x, z)g}_j)JK(y, x), which is a (1,0)-form in the
repeated point x, may be x-reduced as follows in terms of Enriquez integration kernels,

g7 1z, 2)g" ke (y, >=g7J<x,z>g?JK<y,z> (9.28)
_Z f sZgPS Pg+1u_lfl M (x y)gP1 P[JI]H,l I (y’z)
k=0

—Z 1Y g Py ) [g(PS...PZ+1UJ?)JK(x7y)+g(Ps.‘.Pz+1JLUI1mIr—l)IrL(LE’Z)j|

9.3.2 Uncontracted meromorphic Fay identities

The derivation of uncontracted Fay identities among f-tensors from contracted ones in sec-
tion 6.6 is solely based on the decomposition (3.13) into traces and traceless parts which
carries over to the Enriquez kernels as seen in (9.5). Accordingly, the uncontracted Fay
identities (6.22) hold in identical form for f — g,

9P e (y, 2)g 7 Op (2, 2) = 6297 1y, 2)g 7 ke (w, 2) (9.29)

+gPM e (y, 2)g7 2y (w, a) — 5?9?]” (. 2)g 7 k(@)

where Conjecture 9.6 may be used to z-reduce the first term on the right side. Similarly, the
uncontracted Fay identities (6.25) have the direct meromorphic analogue

g7 (@, 2)97 0y, 7) = 0297 5w, )9 ke (y, 7) (9.30)

+ g7 k2, 2)g" %y, a) — 0997 (2, 2)g" x(y, a)

where Conjecture 9.7 may be used to x-reduce the first term on the right side.

In conclusion, the meromorphic uncontracted Fay identities (9.29) and (9.30) ensure that
the elimination of repeated points z and x in g?MK(y, 2)g1 9 (z,2) and g k(z, 2)gt 9L (y, x)
does not rely on the contracted index J in (9.27) and (9.28), respectively.
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9.3.3 Iterated meromorphic Fay identities

We have seen in section 6.6.3 that iterative use of uncontracted Fay identities among f-
tensors z-reduces products of fﬁM(z, y) and an arbitrary number of fP_))jKj(:Ej, z). The con-
jectures in this section imply that the meromorphic uncontracted Fay identities (9.29) and
(9.30) take the same form as those of the f-tensors in (6.22) and (6.25). As a consequence, the
reduction algorithm of section 6.6.3 should carry over to arbitrary products vazl gt &; (), 2)
of Enriquez kernels after applying the substitution rule f — g to the C- and D-tensors in
(6.27).

In conclusion, the above meromorphic Fay identities involving three points are sufficient
to z-reduce arbitrary products of Enriquez kernels of (1,0)-form degree < 1 in z. The
algorithmic reduction of such products will be important to derive identities among iterated
integrals of the Enriquez kernels.

9.4 Meromorphic coincident limits

This section is dedicated to the coincident limits z — y of Enriquez kernels g/ ;(y, 2)
and their corollaries for Fay identities. We provide evidence that the results of section 8 on
coincident limits of f-tensors — in particular the modular tensors M- that do not depend
on any point — have a direct meromorphic counterpart.

9.4.1 Coincident limits of Enriquez kernels

While the coincident limits of f-tensors were studied based on anti-holomorphic derivatives,
our analysis of their meromorphic counterpart g""¥ ;(y, 2) at z — y relies on monodromies.
With the monodromies (9.9) of the trace components "' (y, z) of the Enriquez kernels
at hand, it is straightforward to determine simultaneous monodromies as both of y, z are
moved around the cycle B, e.g.

X (y+Br, 24+BL) = X' (y, 2) — 2miww’ L(y) + @ (1 — %) Stwr(y) (9.31)

X" (y+BL, 2+B1) = X" (y, 2) + 27i (61X (v, 2) — 01X (v, 2) — @1 (y))

2 (100 - ot ) + C5E (5 1) ot

Upon comparison with (9.6), the simultaneous B monodromy x!(y+%B.,2+B1) — x'(y, 2)
is found to be identical with that of @,;(y). In the coincident limit z — y, the difference

X (y,y) — @1y (y) is therefore a single-valued and holomorphic (1,0)-form in y which can
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thus be expanded in wy(y),

X (y,y) = @™ ar(y) + war(y) MM (9.32)

for some y-independent 9!, The restriction of g/tIr ;(x,y) to meromorphic Kronecker-
Eisenstein kernels at genus one, see (9.4), together with the coincident limits,

lim ¢ (z—y) = -G, r>2 (9.33)
y—zT

implies that the quantity 917 in (9.32) can be viewed as a higher-genus uplift of the quasi-
modular holomorphic Eisenstein series (8.3),

N\, _ = Go (9.34)

The right side of (9.32) is obtained from the non-meromorphic identity (8.14) through the
formal substitution rule 9® — ¢ and MM — NML, However, the coincident limit of x!(y, 2)
leading to the left side of (9.32) does not necessitate any analogue of the subtraction in (8.11)
prior to the limit z — y of 8,G'(y, ). It is tempting to apply the same substitution rules to
the limits z — y of 9,G™ I (y, 2) at higher rank » > 2 in section 8.3. Indeed, substituting
0% — w and MM — MM into the expression (8.24) for lim,_,, 8,G'7(y, 2) completely
captures the monodromy (9.31) of x'/(y+Br, 2+B1) — x!/(y, 2) in the limit z — y: The
first five terms on the right side of

X”(y,y) — wIMJM(y) o wJMIM(y) + TDMIJM(y)
+ @ ()M — @y ()M + war(y) MM (9.35)

fully capture the monodromies of the left side in y, which introduces yet another y-independent
meromorphic function MM?/ in the last term. The matching of the monodromies on both
sides relies on the symmetry /M = MM! of the meromorphic functions in (9.32) which we
shall justify in the discussion below (9.40).

More generally, we expect the following meromorphic analogue of the z — y limit (8.32)

of 9,611 (y, 2):

Conjecture 9.8 The coincident limits of the 67 trace components x''"Ir(y,z) of the En-

riquez kernels "I i (y, 2) in (9.5) with r > 1 are given by,

X (g, y) = w (y) DT Ml () (9.36)

r

E — Iilp--- Ty qilplp_q-1 MI,I )

—I'_ (_1)7" q |:w 142 p—1 rdr—1 q+1M(y) S)’t plp+1 q
1<p<gq

(P,)#(1,r)

+ w(IIIQ'”Ip—lu-lI’rIT—l"'Iq+l)MIpIp+1"'IqM(y)
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provided that the meromorphic y-independent quantities N obey cyclic symmetry,
Mifate = opfe I (9.37)

Assuming the cyclic symmetries (9.37) at lower rank, we have verified (9.36) by comparing
monodromies on both sides up to and including rank four. In case the cyclic symmetry in
(9.37) fails at some ranks r > 3, then the right side of (9.36) needs to be augmented by
counterterms involving at least one factor of 9t/1/2fs —f2Lsl1 in each term to match the B
monodromies. By the restriction (9.7) of the components w and x of the Enriquez kernels
to genus one and their coincident limits (9.33), we recover holomorphic Eisenstein series of
modular weight r > 3 from the genus-one instance of (9.35) and (9.36),

I 11y _
N =G, (9.38)

h
We leave it as two important open problems to find 2A-cycle-integral or theta-function rep-
resentations for M12I» and to determine their modular properties.

Note that the cyclic symmetry (9.37) of the meromorphic quantities 911227 is expected
to extend to the full dihedral group:

Conjecture 9.9 The meromorphic quantities M2 Ir with r > 2 exhibit alternating parity
under reflection 111y --- 1. — I.--- 31y of their indices:

m11[2“'1r _ (_1>rmlr---1211 (939)

9.4.2 Coincident limits of meromorphic Fay identities at weight two

With the above candidate expressions for the limits z — y of x'"I*(y, 2), we shall now
spell out the coincident limits of the conjectural meromorphic Fay identities of section 9.3.
In the same way as the pole 9,G(z,y) = (y—x)~! + reg in non-meromorphic Fay identities
introduced y-derivatives of f11*I ;(z,3) into their coincident limits of section 8.4, the simple
pole x(z,y) = (y—x)~' + reg gives rise to contributions d,¢" " ;(z,y) to the subsequent
formulas. As an additional simplifying feature of the meromorphic setting, one does not
encounter any analogues of the Abelian integrals in (8.9) or the terms ~ (z—g) in (C.56)
which compensate for the ill-defined z — y limit of 9,6 (y, z).

The simplest example is the z — y limit of the meromorphic Fay identity (9.24). Using
the coincident limit (9.32) of x!(y, 2), we obtain

0= x(z,y)x(y,z) — Iyx(z,y) + x2(z, ) (9.40)
— N wr(y)ws () — wi(y)x' (z,y) — wr(z)m™ i (y)

as a meromorphic analogue of (8.17) with y» given by (9.25). By integrating = and y over
the A and A? cycles, one can deduce the symmetry property 917 = 9177 from (9.40):
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e x(z,y)x(y,z) and xo(z,y) are symmetric under x <> y by inspection, and so is
dyx(z,y) = Oux(y, ) by the swapping identity in Theorem 9.4 at rank r = 0; hence,
the respective 2A-periods fmp dx fa@ dy of xa(z,y) and the non-singular combination
x(z,y)x(y, x) — Oyx(z,y) are symmetric under P < Q;

e the last two terms —w;(y)x! (2,y) — wr(z)@™!(y) are also symmetric under x < y
by the corollary wys(2)g"™ 1 (y, ) = wir(y)g™ 1(z,y) of the interchange identity (9.15)
and therefore have a P <+ () symmetric integral against fmp dx me dy;

By virtue of these observations, the computation of M9 = § . dx ¢y dy N wi(y)ws(z)
from (9.40) yields a symmetric function under P <> @ as was used in the matching of B
monodromies in (9.35).

The scalar coincident Fay identity (9.40) and the traceless two-tensor identity (9.26) can
be combined to the following meromorphic counterpart of (8.18)

1T (@, y) — wi(@) g K (y, y) (9.41)

9" 1(@,9)9" k(y,x) = 650y x(x,y) — wi(y)g

which also follows from the z — y limit of (9.23).

9.4.3 Coincident limits of meromorphic Fay identities at arbitrary weight

At higher weight, we shall use the compact notation,

gy y) o >2
XIl"'ITJ(y) =< wh;(y) cr=1 (9.42)
wy(y) cr=0

analogous to (8.38). The trace part of g/t ;(y,y) = @whIr;(y) — 8 x"I-1(y,y) is pro-
posed to admit the further decomposition via (9.36), though the conjectures in this section

L In

would not be affected by tentative counterterms in (9.36) involving O1/1721s —gpfe-Ts
the notation of (9.42), the meromorphic coincident Fay identity at arbitrary weight (which

is conjectural since the underlying three-point Fay identities (9.28) are) takes the form,

7 BJ

Conjecture 9.10 The contracted product g* ;(x,y) g’ k(y, ) may be x-reduced as follows,

07 1@y g7 K w) = g7 50, y) X e y) + (=) 0 D,x T ()

— Z Z(_)e—sgps-~~Pg+1u_|11~--IkJ(w7 y) XPl'"PeJI’““"'I"K(y)

k=0 ¢=0

=S ()RR () PP T T () (9.43)
(=0
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This contracted version of the meromorphic coincident Fay identity can be uplifted to an
uncontracted version through the meromorphic analogue of (8.41):

07 k(@) %y, 2) = 0297 5@, 1)g" Ky, 7) (9.44)

7 (@ )9 %y, a) — 6997

+9" k(z,y)g gJ(fvy)?J(

K\Y, CL)

with an arbitrary point a on the universal cover of ». For the single-valued analogue of

the coincident Fay identities (9.43) in Theorem 8.3, the steps in Appendix C.6 lead to the

reformulation in Theorem 8.4. By adapting the computations of Appendix C.6 to f7r v ; —
LIy

g

alternative form:

7, the meromorphic coincident Fay identities (9.43) can be shown to admit the following

Conjecture 9.11 The product g?J(a:,y) gl_g"K(y, x) may be alternatively x-reduced via,

T (2,97 k() = —(—1)%ws ()9 4P () + (— 1) 6L (2, y) (9.45)

S

Z YLl PPt (g gy g PPl el () 4y
: Po Py JuT Py Py P T
Z Py, an)g k(@y) = g7 ey, an)g 5@, y)]
=

with arbitrary points ay,--- ,as on the universal cover of X.

In comparison to the non-meromorphic analogue (8.42) of (9.45), the coincident limit
97"k (y,y) in the (k,£) = (r—1,0) term of the second line is by itself well-defined and there
is no need to sidestep the ill-defined z — y limit of f/!" x(y, 2) via 0,8/ k (y) — 6=C” (v).

9.5 Change of fibration basis for meromorphic polylogarithms

This section aims to provide an introduction to the implications of our identities among
Enriquez kernels for the corresponding iterated integrals. We shall focus on the meromorphic
polylogarithms introduced in section 5.6 of [38] for hyperelliptic ¥ and extended here to
arbitrary Riemann surfaces of genus h,

F(Zzz,x y) /zdtg?ljl(t,pl)f(%:Zf;t,y), f(g;x,y)zl (9.46)

p1 p2 - Py y p2 = pe

This relation provides a definition of the polylogarithms, recursively in the length ¢ > 0,
and in the number of points py,--- ,ps, as we shall now explain. For multi-indices 11,
9, +++, Iy involving my, ng, -+, ny > 0 letters, the specialization of (9.46) to genus one
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exactly matches'® the formulation of elliptic polylogarithms via g()-kernels [22] once the
lower endpoint y of the integration path of is fixed to the origin of the universal cover of the

torus, "
P( o gey) |, =T e) (9.47)
P1 D2 v P :0

As is familiar from the elliptic polylogarithm F(}l;x) with @ = 0 and a = z [21, 24], the
integral T ( 2 T, y> over the singular integration kernel g’ ;(t,p) = %Heg exhibits endpoint
divergences if p = x or p = y which require regularization, for instance via tangential base
points [79, 73, 2]. At higher length ¢ > 2, the meromorphic higher-genus polylogarithms
(9.46) are taken to be shuffle-regularized such that the treatment of endpoint divergences is

- T
determined by the regularization prescription for F(g |, y)

Empty multi-indices ?k = 0 in (9.46) refer to integration kernels wy (¢) which do
not depend on pi, and we shall then omit the third row of the respective column as in

F( - Jm ) If all the multi-indices ? are empty, the polylogarithms (9.46) reduce to

iterated Abehan integrals I'j,...; (z,y) obtained from the special case (7.7) of the generically
non-meromorphic polylogarithms I'(to; x, y; p) of [37] for words to in letters a’* only,

f(ﬂ })2 %;:c, y) =T(a"a” - a;2,y;p) =Tp,(2,y) (9.48)
The dependence of (9.46) on the points py is concentrated in the traces with respect to Jy
with the rightmost index of ?k, and the relation 1 (t, p) = —1 gI1 1K () p) propagates
as follows to the polylogarithms in (9.46),
* =Ty T, TK To - 1,
/ dtx?l(tpl)F(Ji Jf;t,y> = _EP< K Jy g wy) (9.49)
Yy b2 - Dy b1 p2 - Pe

By the meromorphicity of the Enriquez kernels, the polylogarithms in (9.46) are meromor-
phic in all points z,y, p1, - - - , pe in the universal cover of ¥ and in the moduli of the surface.
Accordingly, total differentials reduce to the components involving the holomorphic deriva-
tive, and one for instance simplifies d¢ to d§0; in,

P T T P Tee T e T T
o3 T ) =r(J o Fr Jwa)+ [Macod (B0 B Fie) )
Pl = Pk v P p1 g v Py q p1 o § Py

In the remainder of this section, we shall combine (9.50) with the meromorphic interchange
and Fay identities of sections 9.2 and 9.3 to perform changes of fibration bases for the

18We depart from the normalization conventions in section 5.6 of [38] by powers of —27i due to the relative
factors in (9.1) between the integration kernels g/t Ir ;(x, ) in (9.46) and the w’t I ;(x,y) employed in the
hyperelliptic polylogarithms in the reference.
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meromorphic higher-genus polylogarithms of (9.46). The existence of the change-of-fibration-
basis identities is essential for the closure of (9.46) under integration as detailed in the
case of non-meromorphic higher-genus polylogarithms in early section 7. The explicit form
of these identities to be derived below from (9.50) at low length ¢ < 2 is valuable for
applications to Feynman integrals, string amplitudes or other situations in physics. The key
ideas of the subsequent examples straightforwardly apply to higher length ¢ and allow us to
algorithmicially (in fact recursively in /) relegate the dependence of (9.46) on an arbitrary
point py solely to the endpoint of the integration path as seen in (9.50).

9.5.1 Length one

At length one, the opening line (9.50) leads us to the following change of fibration basis,

~ (111, ) ~ (111, ) . P ¥ I I,
F( J ,x,y>—1“< ] xy)—/q df/y dt Deg™ " (L, )
D T
= ok / d¢ / dt Oex "1 (¢, €)
q Yy
D T
=yl [Cae [Caoncnie)
q Yy

— (sl / Cde (I () — L)

q

1 ~ (I_1~h K SV
= %(—)7"5? {F( 115 i, CJ> - F(I lfghK;p, q)} (9.51)

From the first line to the second, we have used the fact that deg™ ' ;(t,€) is proportional
to (5{[ and in going to the third line we have applied the swapping identity in Theorem 9.4.
The integrals over ¢ in the fourth line were lined up with the polylogarithms I in the last
line by means of the integration identity (9.49) for the trace components ' (z, 1) of the
Enriquez kernels.

One could have also carried out the change of fibration basis without isolating the &-
dependence of 9zg" 1 ;(t,£) through the trace decomposition (9.5). With the alternative
representation (9.22) of the swapping identity, one arrives at,

~ el -~ el ad I,,—, I IT ad r—1"414r
F(Ilgl ;:v,y> —F(Ilgl ;:v,y> = (—)’”{F( e ;p,Q) —F<I fa mq)} (9.52)
Yy x

Equivalence to the earlier form (9.51) of the change of fibration basis at length one follows
[V ST o A

from the fact that the traceless part of F( e i Dy q) is independent on y. Note that the

y
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specialization of (9.52) to genus one and y = ¢ = 0 reproduces the well-known identity among
elliptic polylogarithms (see section 2.2.2 of [21] for derivations of closely related identities),

1;(%3;55)—1;(6;56)=(—)’"{1~“(6;p)—f(};;p)} (9.53)
9.5.2 Length two

The key steps in the length-one computation of (9.51) generalize to carrying out the change of
fibration bases in higher-genus polylogarithms of arbitrary length ¢ > 2. We shall explicitly
present the case of length ¢ = 2 with multi-indices =5 -1, = P;--- P, and its
reflection P = P;--- Py, again starting from (9.50),
~ ~ P z 2 “—
I‘(;I; igléw;%y> —F<I_I<‘> %ﬁx,y) :/ df/ dt; 97K(t172)/ dty Deg "M p(t2, €)

P 4 q y y

z z

= [ [ g tt2) (67 a1 — g7 aw)
= (—)°0x /p d§ /:C dty Q?J(th z) (Q?JK(&tl) - Q?JK<€77J))
= (—)551@4{ /p dg /x dtg? s(t,2)g" " K (6,1) - F(? : xwﬁ(? D, q)} (9.54)

We have applied the swapping identity 8§g$MR(t2, ) = (—)Sﬁtgg?MR(rf, t9) in passing to the
second line and then used a relabeling of the trace-decomposition identity (9.30) to introduce
contracted indices J in the integrand. In this way, the bilinear g? J(t, z)g?" k(&) in the
last line is amenable to the uncontracted Fay identity in Conjecture 9.7.

Since the goal of this section is to arrive at a fibration basis with all the p-dependence in
the integration limit, it is essential to perform the integration over ¢ prior to that over . This
is accomplished by t-reducing the last line of (9.54) via (9.28) and expressing the t-integrals
in terms of polylogarithms,

f(z$§4;fc,y) —f(g$§4;fc,y> = 5%{(—)Sf@;x7y> {f<%’;p,q) —f(%];p,q)l

5 ".[r o/ Py PpqwilyoI
_ Z(_)ZZ/ d§gP1~~-PzJIk+1..-I,>K(€7Z)F( Z+£] 1Lk ;x7y>
k=0

=0 q

> P =/ (PyPrwT)J
_Z(—)e{ dﬁgpl"'PZJ(&Z)F(( et ary)
=0 q ¢
G L Gy T | S
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In order to express the leftover integrals over £ in terms of IN“(‘ -+ ;p,q) in the aspired fibration

. . . . . . ~ Ps"'PeJrlLUIy--Ik
basis, it remains to apply the length-one identity (9.52) to rewrite both F( g | T, y>
o/ (PoPr T _
and I‘( o PZ}ILU M |, y) in the fibration basis of I'(- - - ; £, ¢). With the recursion (6.5) for
3
the shuffle product, the leftover &-integrals take the form,
p ~ / Ps-P, Iy1
/ df gP1-..PgJIk+1--.ITK(§’ Z)F( ZJE]LU 14k ;x,y) (956)
q

/Py Pyl Iy, < PPyl Iy
=T ‘é cx,y | T K 1D q
z

s [ = ProPedliga Iy (Prgo PswlyIy) P,
+(_)k+ Z{F( 1 eKk+1 042 Jk 1 e+1;p7q> _ (x <—>y)}

z y
/Py PyJ DIy (Ppaq-Pslilpy_1--I1)I
+ (_)k+s—Z{F( 1 ZIZ(IH»I (Pet1 U—‘ik 111) k;p7q> N y>}
as well as
P - 7 - - /P
/ d£gP1”'P‘J(£,Z)F((PS i )J;x,y) ZF((PS Pz%lﬂ)‘];x,y)F(PlJpg;p,q>
q 3 q z
e
- (—)S‘HMI{F(P{}PZ ot D7, q) —(z ¢ y)} (9.57)
z y

The above computations express a generic length-two polylogarithm f(fll 22 ;a:,y) in the
P1 p2

fibration basis of T'(- - - ; pa, ¢). The alternative fibration basis of T'(- - - ; p1, ¢) can be readily
attained by employing the shuffle product,

- (T Th ~ (T - /T, - (T Th
F(Jl Ji;w,y> = F<J1 ;x,y)F<J§;x,y> —F<J§ i ;fv,y> (9.58)
P1 P2 P1 P2 P2 p1

and applying relabelings of the changes of fibration bases (9.52) and (9.55) at length ¢ =1
and ¢ = 2 to the p;-dependence on the right side.

9.5.3 Arbitrary length

Similar to the non-meromorphic change-of-fibration-basis identities in sections 7.2 and 7.3,
our method (9.50) to change fibration bases of meromorphic polylogarithms is recursive in
their length. The use of swapping identities and meromorphic Fay identities in the ¢ = 2
computations of (9.54) and (9.55) generalizes to arbitrary length ¢ and necessitates change-
of-fibration-basis identities at length < /—1 to perform the £-integral on the right side of
(9.50). For instance, 1:(21 - Zf ‘x, y) can be brought into the fibration basis of I'(- - - ; py, q)

p1 - Do
as follows:
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e straightforwardly adapt the steps of (9.54) to perform the innermost integral, resulting
in contributions of the form g e=1 ;(t,_1,ps_1)9" 7 (€, to_1) to the leftover integrand;

e ty_1-reduce this bilinear and integrate the outcome of Fay identities over ¢y,--- ,t,_; in
T To K T Lo K .
terms of F( o Ty L ;x,y) and F< Ji - Jig L ;x,y) of length /—1 as in (9.55);
Pl  Pe—2 Pe—1 p1 - pe—2 §

e assuming that Cha %e of-fibration-basis identities at length /—1 are available, express

all the F< Ji e Jé 2 LT y) of the previous step in the fibration basis of F( -5&,q) to
p1 o pe—2 §

perform the &-integral as in (9.56) and (9.57).

The rewriting of F(f1 z z@ |, y) at arbitrary k < £ in the fibration basis of T'(- - - ; p, q)

pP1 > Pk o Pe
can be reduced to the previous case of k& = £ by moving the column of p; to the rightmost

position via shuffle identities similar to (9.58) and importing relations at lower length.
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10 Conclusions and further directions

As the main result of this work, we have generalized the Fay identities among the Kronecker-
Eisenstein integration kernels in the elliptic polylogarithms of Brown and Levin [19] to
compact Riemann surfaces of arbitrary genus. Our higher-genus Fay identities are bilin-
ear relations among the single-valued tensorial integration kernels f71Ir ;(x, ) that furnish
the backbone of the flat connection used to generate the polylogarithms in [37]. Bilinears
of the schematic form f(y,z)f(x,z) and f(z,z)f(y,x) with arbitrary collections of ten-
sor indices are rewritten in (6.11) and (6.15) without repeated appearance of the points z
and z, respectively. These Fay identities among single-valued but non-meromorphic kernels
fhiIr j(x,y) are proposed to apply in identical form to the meromorphic but multi-valued
kernels g/t ;(z,y) introduced by Enriquez [33].

Already at genus one, Fay identities among Kronecker-Eisenstein kernels are crucial to
demonstrate the closure of elliptic polylogarithms under taking primitives [19] and to develop
concrete integration algorithms [21]. Similarly, the higher-genus Fay identities in this work
are essential to change fibration bases and to determine primitives of the polylogarithms
in [37] when they are multiplied by more than one f-tensor, i.e. necessary conditions for
closure under integration. In fact, Fay identities involving three points on the surface suffice
to integrate products of fI1Ir;(x,y) kernels involving an arbitrary number of points (as
is familiar from genus one). By the meromorphic Fay identities in this work, the same
algorithms and arguments for closure under integration apply to iterated integrals of the
multi-valued Enriquez kernels g/t ;(z, y) including the hyperelliptic polylogarithms of [38].

The coincident limit of the single-valued Fay identities introduces modular tensors oI
of all ranks r > 2 that do not depend on marked points and reduce to (almost) holomorphic
Eisenstein series upon specialization to genus one. By analogy with the role of coincident
Fay identities at genus one for the differential equations [85] of modular graph forms [30, 31],
the modular tensors M1 I" are expected to govern the differential relations among modular
graph tensors at arbitrary genus [52]. Our coincident Fay identities among Enriquez kernels
similarly relate the y — x limit of g/*"% ;(x, %) to certain meromorphic functions on Torelli
space that should prominently feature in the differential structure of higher-genus analogues
of elliptic multiple zeta values [27].

In applications to string scattering amplitudes, the Fay identities in this work will be a
driving force for bootstrap approaches to their moduli-space integrand and the integrations
over the moduli in the low-energy expansion. This can for instance be anticipated from the
simplifications of fermionic correlation functions — cyclic products of so-called Szego kernels
— in terms of f-tensors [47]. Our Fay identities will facilitate the identification of simplifying
amplitude structures from the conspiracy of these fermionic correlators with bosonic ones.
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A The prime form and the Arakelov Green function

The purpose of this appendix is to collect some basic results on J-functions, the prime form,
the Arakelov Green function, and some aspects of their relation with string amplitudes. For
a more detailed and systematic exposition, we refer to [7, 89].

The Siegel upper half space of rank h is the set of h x h symmetric matrices with complex
entries and positive definite imaginary part,

Hy, = {Q € C™" such that Q' = Q, Im (Q) > O} (A1)

The space ‘Hp, may also be given as the Kéhler coset H;, = Sp(2h,R)/U(h) where Sp(2h,R)
is the group of matrices M € Sp(2h,R) defined by,

_(A B g~ . (0 —I

and A, B,C, D are real h x h matrices. The space H; is the Poincaré upper half plane.

Riemann 9-functions are holomorphic functions of (,Q) € C" x H;, that may be aug-
mented by characteristics § = [§, "] with &, 8" € C", and are defined as follows,

NI = 3 exp <i7r(n + ) n + ) + 2mi(n + )¢ + 5”)) (A.3)

nezh

Half-integer characteristics &',6” € (Z/2Z)" are either even or odd depending on whether
the integer 4(4")'” is even or odd or, equivalently, whether ¥[0](¢|Q2) is even or odd in (.

The homology group H;(X,7Z) of a compact Riemann surface ¥ (which is connected
by definition) of genus h is isomorphic to Z*" and may be generated by a canonical ho-
mology basis of cycles 21! and B, with intersection pairing J(A!,207) = J(B;,B;) = 0
and J(A1,B ;) = 6, where I,J = 1,--- ,h. The dual cohomology group H'(X,Z) may be
generated by h holomorphic Abelian differentials w; which are canonically normalized on
27 _cycles as in (3.1). The modular group Sp(2h,Z) transforms a canonical homology basis
into a canonical homology basis. Its transformation laws were summarized in section 3.1.

The period matrix Q of a Riemann surface ¥ of genus h, defined in (3.1), is an element
of the corresponding Siegel upper half space H;, for all genera h. However, the converse does
not hold globally for genus h > 2 and does not hold even locally for genus A > 4 where it
gives rise to the Schottky problem. The subspace of H; whose elements correspond to the
period matrix of a compact Riemann surface is referred to as Torelli space and denoted Tj,.
Equivalently, one may define 7, as the moduli space of Riemann surfaces of genus h endowed
with a choice of canonical homology basis.
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A.1 The prime form

For any odd half-integer characteristics v, one defines a holomorphic (1,0) form,

w, () = wr(z) 0"IV](0|), 0"9[v](0]92) = 6%19@](6 o, B9

whose 2(h—1) zeros are all double zeros as a consequence of the Riemann vanishing theorem.

1
29
with spin structure v. The prime form is defined as follows,

E(z,y) = %, = /ym wr (A.5)

The prime form F(z,y) is a holomorphic (—%,0) form in z and y, and is independent of

As a result, its square root h,(x) is a holomorphic (3,0) form on X, namely it is a spinor

the choice of . While its 2@ monodromy is given by a factor of 41, its 8 monodromy is
non-trivial and renders E(x,y) multiple-valued on ¥. Meromorphic Abelian differentials of
the second and third kind, given by,

E(z,u)

0,0, In E(z,y), 0, In E(r.0)

(A.6)

respectively, are single-valued (1, 0) forms in x and y, but the latter is multiple-valued in u, v.
For local complex coordinates x,y parametrizing nearby points, the prime form satisfies,

E(x,y)=z—y+0((x—y)*) (A7)

and vanishes nowhere else on ¥. Therefore E(x,y) plays the role of a local difference function
between points on a Riemann surface of arbitrary genus. As a result, we have,

E(z,y)

=0 1
¥z 0: In E(x,z2)

=md(x,y) — mo(x, z) (A.8)

The Riemann-Roch theorem precludes the existence of a single-valued meromorphic (1,0)
form with only a single simple pole on a compact Riemann surface X, a fact familiar from
electrostatics that one cannot place a single charge on a compact manifold.

A.2 The Arakelov Green function

The Arakelov Green function G(z,y) is a single-valued scalar Green function of z,y € %,
which is symmetric G(y, z) = G(z,y) and is defined by the following equations,

0:0,G(x,y) = —mwd(x,y) + mk(x), /2de k(x)G(z,y) =0 (A.9)

89



Here, k(z) is the pull-back to ¥ of the translation-invariant Kéhler form on the Jacobian
variety J(X) = C"/(Z" + QZ"), and is given in terms of the Abelian differentials wy by,

k(z) = %w;(:p)wl(z), /Ede k(r)=1 (A.10)

As a result, k is a modular invariant and conformally invariant volume form on . Since the
defining equations for the Arakelov Green function in (A.9) are modular and conformally
invariant, so is their unique solution G(z,y).

An explicit construction of G(z,y) may be given in terms of the so-called string Green
function G(z,y) = G(y, z) defined by,

G(z,y) = —log |E(x,y)|* + 27 (Im /: w1> (Im /yx wf) (A.11)

While the second term on the right side transforms as a scalar in x,y, the first term does
not as it involves the logarithm of a differential form of non-zero weight. As a result, G(z, y)
transforms non-trivially under conformal transformations x — 2,y — v/,

G'(2y) = G(x,y) + u(z) + u(y) (A.12)

for some function u(x) which depends on = and the conformal transformation z — z’. To
properly define G(x,y) and relate it to G(z,y), we choose a (simply connected) fundamental
domain ¥y for the Riemann surface X, in terms of which the Arakelov Green function may
be obtained by,

G(z,y) = Gla,y) —v(x) = 7(y) + 0 (A.13)

where ~y(x) and v are given by,
1@ = [ EyrwGay). = [ Ersh) (A14)
Xy X

The Arakelov Green function, so obtained, is properly modular and conformally invariant.
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B Vanishing cyclic forms V](w) at arbitrary genus

In this appendix, we propose a recursive construction of single-valued and holomorphic (1, 0)-
forms V}w) in w+1 points z1, -,z on a higher-genus surface > which
. are cyclically symmetric under z; — x;; with z,,0 = x1;
. share the pole structure of the rational function (2.5) of = w+1 points on the sphere;
. generalize the vanishing elliptic V,,(1,-- - ,w+1) functions of (2.12) to arbitrary genus;

1

2

3

4. generalize the vanishing VI(Q)(azl, T, x3) function in (6.3) to higher multiplicity;
5. are solely expressed in terms of f-tensors and holomorphic Abelian differentials;
6

. integrate to zero against HWrl J5, d*x; @™ (j) and thus vanish by the earlier properties.

By the cyclic invariance of Vl(w)(l, 2, wtl) = Vl(w) (x1,x9, ++ ,Tyi1), one can fully char-
acterize the subsequent construction of the aspired Vl(w) functions through those terms where
the free vector index I is carried by (1,0)-forms f* ;(1,a) or w;(1) in z1 as opposed to x;.1.
Imposing the Vf(w) functions to reproduce the vanishing elliptic V,,(1,- - ,w+1) functions
(2.12) upon restriction to genus one admits the two choices @ = 2 and a = w+1 for the
second point of the characterizing f P 1(1,a) factors.

B.1 Examples at low weights

In fact, the construction of vanishing V}w) functions for all values w < 5 — and conjecturally
for all higher w > 6 — succeeds with two additional simplifying features

e there are no factors of wy(1) carrying the free vector index of V ’(1,2,. .. ,w+1), so
that the free index I is always carried by a factor of f P 1(1,a) for P # (;

e all factors of fﬁl(l, a) in Vlw)(l, 2,...,w+1) have a = 2 and not a = w+1
which are illustrated by the following examples:

VI(1,2) = wy(2)f74(1,2) +cycl(1 2) (B.1)
V(1,2,3) = wi (2)wi (3) £ 1(1,2) + wy(2) £k (3, 1) F51(1,2) + cyel(1, 2, 3)
VID(1,2,3,4) = wy(2)wi (3)wr (4) 47 1(1,2) + ws(2) f (3 A (4)FH1(1,2)
+wr(2)ws ) f ke (4, 1) 1(1,2) + ws (2) f 7k (3,4) f L(4,1) f71(1,2)
( (1

)
+ wr(2wr (3) 5704, 1) fF1(1,2) + cycl(1, 2,3, 4)
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Note that the vanishing of Vj(l) (1,2) is equivalent to the weight-one interchange identity (5.2),
and that the vanishing of V1(2) (1,2,3) can be verified through the tensorial Fay identity (6.2)
at weight two. One may suspect that the vanishing of the higher-weight Vl(w) in this section
can be deduced from a sequence of three-point Fay identities (6.11) or (6.15), and it would be
interesting to demonstrate this at generic multiplicity. In absence of a direct computation,
we have proven the vanishing of V}P’) in (B.1) and V}A‘), V}‘E’) below by checking

e integrating to zero: The expressions for V}w) involve no more than w factors of f P s(a,b)
without any cycles among the pairs z,, z,. Hence, for each term in Vl(w), at least one
of the points . only enters through the (1,0)-form leg z, = z, of a single f?J(a, b)
without any instance of b = c¢. Such a term is a total derivative of a single-valued
function of x, and thus integrates to zero against [, d*z. @™ (c).

e meromorphicity: The anti-holomorphic derivatives in all points vanish for z; # z; as
has been tested by computer algebra up to and including w = 5.

e absence of poles: The residues of the poles (z;—z;11) " in Vl(-w) are given by the lower-
weight function Vl(wfl)(l, 7,742, - Jw+1). Since the latter satisfies the earlier
vanishing conditions to the weights w < 6 we tested, the absence of poles in Vl(w) is
established by induction in w.

The restriction of our expressions for V}wﬁ) to genus one via fI1 I (zy) — fO(z—y)
matches the expansion (2.12) of the vanishing V,,(1,2,--- ,w+1) functions as one can easily
see from the unit coefficients on both sides.

The representation (B.1) of the cyclic seeds can be lined up with a recursively defined
family of modular tensors,

Pr(1,2) = wr(1) (B.2)
Pr(1,2,3) = wre (1) f51(2,3) = Pg(1,2)f%;(2,3)
Pr(1,2,3,4) = wre(1) 5 0(2,3) FX1(3,4) + wre(Dwr (2) F151(3, 4)
= Pr(1,2,3)f"1(3,4) + Px(1,2)Pr(2,3) f*%1(3,4)
Pr(1,2,3,4,5) = Pr(1,2,3,4) f*1(4,5) + P (1,2) P (2,3) Par(3,4) F55 (4, 5)
+ [Pr(1,2,3)PL(3,4) + Pk (1,2)P(2,3,4)] f**1(4,5)
in the sense that,
VW (1,2) = P(2,1,2) + cyel(1,2) (B.3)
VP (1,2,3) = P1(2,3,1,2) + cycl(1,2,3)
VI (1,2,3,4) = Pr(2,3,4,1,2) + cyel(1, 2,3, 4)
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In the first line of (B.2), we refer to an implicit adjacent leg in the notation w;(1) = P;(1,2)
to preserve the weight n—2 of the other P;(1,2,--- ,n).

B.2 Higher-weight conjectures

We shall next present a conjectural higher-multiplicity generalization of the expressions (B.1)
or (B.3) for V}wgg) by proposing a recursive construction of higher-point tensor functions
Pi(ay,ag,- -+ ,ax) such that,

V(n 1)< 2,---,n) = P(2,3,---,n,1,2) +cycl(1,2,--- ,n) (B.4)

obeys the properties in the preamble of this appendix. Our proposal for an all-multiplicity
family of P; — in particular the extension of the recursion (B.2) — is most conveniently stated
in the shorthand notation,

Pr(1,2,--- ,n) = Pr(1,2,--- ,n,n+1) (B.5)

tlf)

where the last leg without (1, 0)-form degree is kept implicit."” The recursion relations (B.2)

then take the more compact form,

Pr(1) = wi(1) (B.6)
Pr(1,2) = Px(1)f%1(2,3)
Pr(1,2,3) = Pi(1,2) f5,(3,4) + P (1) PL(2) fF5 (3, 4)
Pr(1,2,3,4) = Pr(1,2,3) % 1(4,5) + [Pr(1,2) Pr(3) + Pr (1) Pr(2,3)] F*% 1 (4,5)

+ P (1) PL(2) Py (3) f M5 1 (4, 5)
and we shall also spell out the next instance relevant for V}4)(1, 2,3,4,5):
Pr(1,2,3,4,5) = Pi(1,2,3,4) f%(5,6) (B.7)
+ [Prc(1,2,3)Pr(4) + P (1,2) PL(3,4) + P (1) Pr(2,3,4)] f*5 1 (5,6)
+ [Pr(1,2)PL(3)Pr(4) + Pr(1)Pr(2,3)Pa(4) + Pk (1)PL(2)PM(3, 4)] M (5,6)
+ Prc(1) Pr(2) P (3) Py (4) fYE5 (5, 6)

We have verified the validity of (B.7) and a similar 16-term expression for P;(1,2,--- ,6)
to reproduce the functions VI(4) and V1(5) with the desired properties via (B.4) and (B.5).

Y Given that the last point n+1 in the f_P)I(n, n+1)-tensors entering 151(1, 2,---,n) is excluded from the
notation on the left side, the P; can be thought of as being defined with respect to a cyclic reference ordering
1,2,...,w. As an exceptional property of the n = 1 case, the notation ]5[(1) = wy(1) reflects all the variables
of this tensor function.
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The pattern exhibited by these low-weight formulas leads us to the following conjecture at
arbitrary multiplicity.

Conjecture B.1 The recursion relation for the seeds P, of the cyclic forms V}n_l) in the
sense of (B./) and (B.5) at arbitrary multiplicity is given by,

~

n—1
Pr(1,2,-- n) =) > Pr,(A)Pi,(Ag) - P (A) ff9 " (n,nt1) (B.8)
j=1 A1As-A;=N

where N stands for the sequence N =12 --- (n—1) and the sum over N = A; --- A; stands
for the sum over all deconcatenations of N into non-empty ordered sets Ay, --- , A; (see below
for examples). Decomposing the sum over j into its individual terms gives the following more
explicit formula,

PI<17"' vn) :PK(L"' 7n—1)fKI(nan+1) + Z pKl(A)]SIQ(B)fKQKlI(nan+1)

AB=N
+ Z PKl (A)pKQ(B)pK3<C)fK3K2K11<n7 TH-I)
ABC=N
_|_ .
+ pK1(1>pK2(2) o PKnA (n_l)fKnilmKQKlI(nv TH-l) (BQ)
For example, the sum ) ,5_n Tuns over all deconcatenations of N = 12 --- (n—1) into

two disjoint and non-empty ordered sequences A = 12 ---1 and B = (i+1) --- (n—1) for
i =1,---,n—2, while the sum ZABC:N runs over A = 12 ---4, B = (i+1) --- j, and
C=(j+1) - (n—=1) with 1 <i < j <n—2.

We have verified that the recursive construction (B.4), (B.5) and (B.8) yields vanishing
Vl(w)—functions up to and including w = 5 by the analysis of holomorphicity and vanishing
surface integrals as detailed in section B.1. The validity of the construction at arbitrary
weights w > 6 is expected but conjectural.
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C Proofs of the main lemmas and theorems

In this appendix, we collect the proofs of Lemma 6.1, Lemma 6.4, and Theorems 6.2, 6.3,
8.3, 8.4, 9.2 and 9.4. The lemmas and theorems were stated in the main body of the paper,
but their proofs are too lengthy to be given there in any detail.

C.1 Proof of Lemma 6.1

To prove Lemma 6.1, we proceed as follows. The combination STIP K (x,y, z) defined in (6.8)
is a (1,0) form in both = and y and a scalar in z. Following the two steps in section 4.2, we
shall first prove that it is holomorphic in z,y, z so that it must be independent of z, and a
linear combination of w(z)wp(y) with coefficients that are independent of x and y. Then,
by showing that its integral against @“(x)w?(y) vanishes, we establish the Lemma.

To show that 87@ k (2,9, z) is holomorphic in z, y, 2z, we begin by noticing its symmetry,
()

87”_3)[((30, y,z) = S?|7K(y,x, 2) (C.1)
and evaluate its O derivatives with respect to z,y, 2,
(%Sﬂ?[((:c,y, 2) = —mw" () 812"'IT|?K(x,y,z) r>1
81787'}_3;((30,% 2) = —mw™ (y) S?|P2"'PSK(x,y,z) s>1
J

0:STIP (0, 2) = m@! (2) SH1r11P (3, y, 2) 3l
+ W(I)J(Z) S?|P1...P571J(:L,7y’ Z) 6}1} r, s Z 1 (02)
When r = 0, the corresponding equations become,

8@S®|_P)K(:c, y,2) =0

(%S@ll_gK(x,y, 2) = —w ot (y) SUPPe (2, 2) s>1

8ES@|_P)K(:E,y, 2) = n&?(z2) S P12y, 2) 65 s>1 (C.3)
while for s = 0 we have,

8538?'@K($,y,z) = —ral(z) S0 (2, y, 2) r>1

8g87|@K(x,y,z) =0

8287|®K(x,y,z) = w0’ (2) Shlr=1l0 (1 g, 2) 6k r>1 (C4)

Finally, for r = s = 0, all z-dependence cancels out and the function reduces to,

Smle(x7 Y, Z) = wJ(‘T)fJK(yv I) + wJ(?J)fJK('T? y) (CS>
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which vanishes identically by the basic interchange identity given in (5.2).

We shall now proceed with a proof by induction on n = r+s for r,s > 0. For given
n > 1 we assume that 87/‘?;{(% y, z) vanishes for all pairs (', s") such that r'+s" < n—1
and ?/ =1---1. and ?l = P, --- Py. From the structure of the differential equations in
(C.2), (C.3), and (C.4), it follows that the d derivatives in z,y, z of all S7|?K($, Yy, z) with
r+s = n then vanish, so that S?I?K(CB, Yy, z) is independent of z and is a holomorphic (1, 0)
form in both x and y. Integrating against @*(x) and w”(y), we see by inspection of the
defining equation (6.8) that the integral in y of the first and third lines vanishes and that
the integral in z of the second and fourth lines vanishes (recall that the f-tensors are total
derivatives in their first argument of single-valued functions). Therefore, we have,

/E iz @4 () /Z Py aB () ST ey, 2) = 0 (C.6)

STIP

x,y, z) is a holomorphic (1,0) form in = and y, which is independent of z, as
was already established earlier, it follows that Sﬂﬁ k(z,y,2) = 0 for all r+s = n. This

Since

completes the proof by induction on n of Lemma 6.1.

C.2 Proof of Theorem 6.2

To prove Theorem 6.2, we begin by recasting the relation (6.11) in terms of the following
sum, in which the variables x and z occur only through a single factor in each term,

VP (ayy,2) = F T () 27kl 2) + 3 F1 Ty, ) fER e BV () (CLT)
k=0

This sum is precisely the second line in (6.11). Inspection of (6.11) reveals that Theorem 6.2

may be expressed as the vanishing of the combination R 1M k(. y, ) defined as follows,

_f?MJ(yu Z)f?JK((L’72> +Z?|?|MK(x7y> (08)

Z7|?|MK(

where x,y) is given by,

Z?\?\M}(( f?M?JK(

z,y) = (—)’ws(y) )

S

F D (£ b f TP P  ( a)

=1
PR lw]c?z\JPs...PeJ(w7 ag)) (C.9)
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To prove the vanishing of R?rp)'M Kk (x,y, z) we shall first show below that it is holomorphic
in x,y,z. Since R7|?|MK($, y, z) is a scalar in z it must then be independent of z, and since
it is a (1,0) form in = and y, it must admit a decomposition into a linear combination of
wa(x)wp(y) with coefficients that are independent of x and y. Second, we shall show that
its integral against w*(x)w?(y) vanishes,

/E &2z o () /E Py () RTIPM (2, 2) = 0 (C.10)

R?|?|MK(

The combination of these two results then implies the vanishing of x,y, z), thereby

completing the proof of Theorem 6.2.
To show holomorphicity of R, we begin by evaluating the 0 derivatives of ) in (C.7),

0. VTP (2, 2) = —m@" () VTP (2, 2) - b, ) FPRT M ey, 2)
0,97 (a2, 2) = =P (o) VTP e (a,2) = w8y, ) [P e, 2)
0:Y TP (., 2) = m@ () (f M 1c(r ) 7 10, 2) + () T oy, 2) 6

T

el @l (z) S0 e () T ey, 2) (C.11)

(=1

and the 0 derivatives of Z in (C.9),

85627|?|MK($, y) _ —7T(IJ[1 (ZL‘)ZIQWIT‘?IMK(ZL‘, y)
92T P (@, ) = =7 (y) 2T 1P PV () 5> 2
Oy2 TP () = —m@” (1) way) Tk (2,9) s=1 (C12)

R7|?|MK(

Combining these results with the definition of x,y,z), we obtain the following

formulas for its 0 derivatives,

ORTIPM (1 y, 2) = —m " () REIPIM (5, 2)

(‘)gR?I?IM R7|P2~~~P5\MK(

K(x,y,z) :_W(’Dpl(y) l’,y,Z)

ORTPIM (2, 2) = ma™(2) ST (2,1, 2) 6 (C.13)

where the combination S?”_D)L(x, Yy, z) is the one defined in (6.8) of Lemma 6.1.

Since we have already proven S?ﬁg r(z,y,2) =0 in Lemma 6.1, it follows from the third
line in (C.13) that R?| |MK(.9E, Yy, z) is a holomorphic scalar on ¥, and thus independent of z.
Next, we proceed by induction on the sum r+s as advocated in section 4.2. We have already
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established that the case r = s = 0 corresponds to the weight-two identity (6.2), which was
proven earlier. Now let us assume that we have established the vanishing of R 717M i (2, v, 2)
for all r;s > 0 such that r4+s < n. The first two equations in (C.13) then imply that the
combinations R?@'M i (z,y, z) are holomorphic (1,0) forms in z and y for all r, s such that
r+s = n+1. To further establish that the combination vanishes, we show that its integral
against w”(x)w?(y) vanishes. To see this, note that the integral of Z TP K (z,y) against
w”(x) vanishes term by term. Similarly, the first term on the second line in (C.8) integrates
to zero against w”(x). Finally, y7\?\MK(:c, y, z) integrates to zero against @?(y), so that all
terms in (C.8) individually integrate to zero against the combined w*(z)@?(y). Therefore

Z?|}_D>|MK($, y) = 0 for all r4+s = n+1, thus completing our proof by induction on r+s.

C.3 Proof of Lemma 6.4

The starting point for the proof of Lemma 6.4 is again Lemma 6.1 which states the vanishing
of S?@K(:c, Yy, z) in (6.8). This result implies that the contracted product f7J(:1:, z)f?JK(y, x),
which is a (1,0) form in the repeated point x, may be expressed as follows,

113 P ety 2) = 1T 0w 2 ke, 2) = 17 5,2 (F T k) = T k(2,2))

S e
k=0

. Z fpl...PZJ(y7 l')f?UJJPZ-FIMPSK(l’a Z) (014)
=0

Recall that the essence of Lemma 6.4 is to z-reduce the left side. Clearly the sum over /¢
on the last line is not z-reduced, and the contracted index J enters the factors of f(y,x)
and f(z,z) in different positions as compared to the left side. But the position of J may be
rearranged to be of the same form as on the left side by using the following identity,

PP (g ) f TP (3, ) = TR (g, 2) PP (g, ) (C.15)
_f7LuPz~--PSJ(:E’ z)ayq)Pl-"Pe—MK(y)
_|_f?LuJPz+1'--PsK(x, Z)ay(I)Pl-"PeJ(y)

Note that all the extra terms that are produced by this rearrangement on the last two lines
of (C.15) are properly xz-reduced. Using the above result, we may now write a new equivalent
version of (C.14) in which all terms with products of two x dependent f-tensors have the

98



same tensorial structure,
P, 2) P elyy) = ATV gy, 2) = S0 TP (, 2) PP () (CL16)
=1

A7|?K(

where x,y,z) is z-reduced by construction and defined as follows,

AP i(w,y,2) = T (w2 7w, 2) = 17 0 0,2) (P k) = T k2, 2))

— s TP (2 = S0 e () f P Ty, 2)

k=0
- Twp,--P; PPy 1 J
+>(r J(x,2)0,9 K1)
/=1
= TR (0,200,077 () (€17)

It is straightforward to rearrange the last line in (C.17) into the form presented in (6.17) of
Lemma 6.4 by using the following relations,

ay(I)Pr“Pe—lJK(y) — fPl“'P@_lJK(y) + aygpl...Pe_l (y, aﬁ) 5}](
0, 9" Ty (y) = FP 5 (y) + 0,67 (g, a0) (©18)

and observing that the terms involving 9,G"""*-1(y, a,) cancel for arbitrary values of a.

C.3.1 Inverting equation (C.16)

To prove the relation (6.16) of Lemma 6.4, it remains to invert the relation (C.16) and

P
/
and ? of ? and ? To do so, we recast (C.16) by moving the sum over ¢ from the right

/ !/
express f? J(z, 2) f}_g‘] i (y, z) solely in terms of AT x,y, z) for various combinations 7

side to the left side of the equation, and then including the term on the left as the ¢/ = 0
contribution to the sum, so as to obtain,

AT (g, z) = ST T0RPe (0, 2) PP iy, ) (C19)

k=0

99



using the convention ? W Pyyq--- Py = ? for the case k = s. We now use this formula to
evaluate the right side of (6.16) as follows,

s

Z(_)s—f A7U_IP5“'P£+1\P1"‘PZK(:E,y’ Z) (020)
=0

s 4
S S ST R, 2,

=0 k=0

= 7 PR (g a) 3 () TP PR )
k=0 k

=

s—1
— f?JK(y, I)f?J(I, 2) + Z BZ‘PI““'"PSJ(% 2) fP I e (y, @)

k=0
where we denote the coefficients as follows for 0 < k < s —1,

s

BZ‘PI@H“.P‘SJ(ma Z) _ Z(_)s—éf(?MPsmPg_H)Lqu+1-~~PgJ(x’ z) (0‘21)

=k
The first term on the right side of the last line of (C.20) is precisely the left side of (6.16).
Thus, to prove Lemma 6.4, it will suffice to prove that the sum over k on the last line of (C.20)
vanishes. Since all dependence on y is concentrated in the coefficients f7 P+ (y, z), and
these functions are linearly independent of one another for different values of k, the coefficient
functions BZ'P’““"'RS J(z, 2) should vanish for each value of k in the range 0 < k < s—1. This

is indeed the case as we shall now prove.

C.3.2 Vanishing of B in (C.21)

We begin by using the associativity of the shuffle product to rewrite (C.21) as follows,

s

BZ‘Pk+1~-P5J<x7 Z) _ Z(_)s—ff?U_l(Ps~~-Pg+1Ll_lPk+1~-~PZ)J($’ Z) (0‘22)
=k
Henceforth we shall drop the argument (z, z) which is common to all functions below. For
k = s—1 we clearly have BS_|f) *7 = 0. Henceforth we set 0 < k < s—2. Next, we identify
all the contributions for which the last index in a given shuffle (P« Ppyq W Pyyq -+ Py) is
P, for m in the range k+1 < m < s. For each value of m only two “terms” in the sum
will contribute (of course, each “term” is really a sum of shuffles). To this end we use the
following decomposition formula,
f7u_|(Ps~~-Pg+1Lqu+1~--Pg)J _ f?LIJ((PS~~-Pg+1LIJPk+1~--Pg_1)Pg)J

+ f7Lu((Ps~--Pe+2U-|Pk+1"'PZ)PL’H)J (C.23)
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Substituting this decomposition into (C.22), and changing summation variables in the second
sum {41 — ¢ gives,

BZ|Pk+1PSJ — ( )8 kf?u_lp Pk+1 + Z 8 Kf { PZ+1U_|Pk+1..-P£71)P[}J

{=k+1
s

T T SO e (L) FRN (R 7
(=k+2
Except for the contribution ¢ = k+1 in the first sum and ¢ = s in the second sum, all other
terms in the two sums cancel one another. The remaining contributions are readily seen to
cancel the first terms in the two lines on the right side of (C.24). This completes the proof
of Lemma 6.4.

C.4 Proof of Theorem 6.3

To prove equation (6.15) of Theorem 6.3, we start from the expression (6.16) of Lemma 6.4,
which we repeat here for convenience,

s

T 0@ ) 7 (g, w) = S0 (=) AT PPl (g ) (C.25)
=0
Our first step is a reorganization of the e ?pressmn G 17) for ATIP i (x,y, z) where the first

terms f75(w,2)f ™ 1e(y, 2) and —wi(y
sorbed into extensions of the sums on the last hne of (().17) tol = s+1 and ¢ = 0, respectively.

in the first and second line are ab-

Upon setting the arbitrary points in (6.17) to a, = z, we arrive at the decomposition,
5
7P
A?”_D)K(x,y,Z) = ZAJ | K(I7y7 Z) (026)
=1

in terms of the following shorthands,

AP e, 2) = =P (0 2) 1 T k(2 )

AP e, 2) = = 3 e g, ) f P00y, 2)

k=0
AP e, 2) = S0 T 8PP () fPPd ()
m=0
AP g 2) = P (0 2) T (s 2)
TP _ - PyPr T WIPps1Ps
A5 K(x?yaz) - Zf J(ya Z)f K(Z',Z) (027)
m=0
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The main task of this proof is to obtain the complete right side of (6.15) from the sums

ZEZO(—)HA]»?LUPS"'PZ“|P1'"P’“’K(x, y,z) in (6.16) over the individual contributions in (C.27)
with j = 1,2,--- 5. However, before doing so in section C.4.2, we shall first establish several
combinatorial identities to rearrange the iterated shuffle products from the sums over ¢.

C.4.1 Combinatorial lemmas

The following Lemma C.1 on alternating sums of shuffle products and its Corollaries C.2,
C.3 and C.4 will be instrumental in simplifying the sums in (C.26) and (C.27).

Lemma C.1 For multi-indices ? = P, --- P, of length s, the alternating sum,

S

T(P) =3 (-1) P BWPs... Pryy (C.28)

vanishes for any non-empty ? and otherwise yields the neutral element O of shuffle multi-
plication,

) 0 for P #0
T(P) = { 0 T B (C.29)

The proof of Lemma C.1 proceeds by first evaluating the cases with s =0 and s = 1,

YO)=0wo=0 (C.30)
T(P)=—-0wP +Pwh=0

The vanishing of T (P, --- Ps) for arbitrary s > 1 is then proven by induction on s, starting
with T(P;) for s = 1 in (C.30). Assuming that T(ﬁ) — 0 for all multi-indices B of length
s—1, the recursive definition (6.5) of the shuffle product simplifies the length-s case to,

T(P) =P, < i(—l)”zﬂ2 . PWP,... PM)

(=1

s—1
+ PS(Z(—Q”P1 Py P,... PM)

=0

= PY(Py---P)— PY(P---Pyy) =0 (C.31)

since both of T(% -+ Py) and Y(P; --- Ps_1) vanish by the inductive hypothesis. Together

with the case of P = {) in (C.30), this concludes the proof of Lemma C.1.
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Corollary C.2 Upon shuffle multiplication with an arbitrary multi-index 6 =Q1---Q; of
length t, the combination

TP, 0)=T(P)wq = i(—ns—fpl PWP,.. Py w0 (C.32)

simplifies to

) 0 for ? £
(P, Q) = { G for By (C.33)

Corollary C.2 is a simple consequence of (C.29) and () being the neutral element of shuffle
multiplication.

Corollary C.3 The combination of shuffles,
Z(PIPy- Py, Q) =S (=) P P T (P Prv w0 6) (C.34)
=0

admits the following simplified representation,
Z(PiPy- P, J, @) = PPy~ P J @ (C.35)

The proof is again most conveniently performed via induction in the length m of the first
entry. In the base case at m = 0, we evidently have,

=0,7,3)=0wJ@w ) =IO (C.36)

For m > 1, we apply the recursion (6.5) for the shuffle product to (C.34),

Z(Py -+ P, J, Q) =P1(ij<—)mfP2~--Pe W T (P Py w0 6))

=1
+J<i(_)mfpl...]3£ L] (Pm"'PHl L] 5))

— PE(Py-- Py, J, Q)+ JY(Py - Pp, O) (C.37)

The second term Y(P;--- Py, 6) of the third line vanishes as a consequence of Corollary
C.2 (the first entry of T is non-empty for m > 1). The first term of the third line may
be simplified on the basis of the inductive hypothesis =Z(Ps - - - P,,, J, 6) =PFP---P,J 5 for
words of length m—1 in the first entry, which gives (C.35) and proves Corollary C.3.
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Corollary C.4 The combination of shuffles,

P T) = Z )P, Pry W JP Py w0 T (C.38)
=0

admits the following simplified representation,
OP,--- Py, J, 1) = PJw T (C.39)

This time, the proof relies on induction in the combined length r+s of the multi-indices
Pi---Pyand T = 1I1---I,: After checking the base case ©(0, J, T) = 0w Jiw 7 = Jw T
at s = 0, we apply (6.5) in the inductive step at s > 1 and arbitrary r:

P T) = J(i(—f—ﬂps---ml wrh-nwT) (C.40)

=0

s—1
+PS(Z(_)S_£P8—1“'P£+1 W JPy--- Py ?)

=0
‘I’]l(Z(—)S_ZPS"'PZJ,—l‘—I—lJPI"'PZU—’]Q"']T)
=0
_JTP1 Ps7? P@PI sl,J? +11@(P1"'P3,J,12"'L«)
= (=)*Ps(Pss PIJLu?) ) L(Py--PJ W Iy 1)

In passing to the last line, we have used Corollary C.2 to set Y(P; -- Ps,7 = 0 (using
s > 1) and the inductive hypothesis O(P, - P,_1,J, 1) = (1) P,_,--- P.J w 1 as well
as O(P,--- Py, J,Iy--- 1) = (—=1)°Ps--- P/J W Iy--- I, both of which have reduced overall
length r+s—1 of the first and last entry. The result of (C.39) is obtained based on the
recursion (6.5) in reverse order.

C.4.2 Application to the proof of Theorem 6.3

Equipped with combinatorial identities of section C.4.1, we can now proceed to performing
the sums ZZZO(—)S_ZA?MPSMP‘“‘Pl'"PeK(x, Yy, z) as in (6.16) over the Aj—; .. 5 in (C.27).

j = 1: The summation over the terms A?‘?K(x, y,z) in the first line of (C.27) straight-
forwardly produces the sum on the third line of (6.15) corresponding to the first term inside
the parentheses of the summand.
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7 = 2: We begin with the summation of the terms AZ‘—P> K (z,y, z) produced by the second
line of (C.27). To this end we write out this contribution more explicitly as follows,

7 S

AZUJPS"'PZ+1|P1"'P4K($’ Y, Z) _ Z Z fPSum"'lu'lIlmIkJ(x, y)fP14..PgLI_IJ(Pm.‘.Pg+1\J_IIAIc)I<(y7 Z)

k=0 m={
(C.A41)
where we shall use the abbreviation I = I, - - - I, throughout this appendix. Its contribu-

tion to the right side of (6.15) is given by the sum over ¢,

s

Z(—)S‘fAz“PS”'P“l'Pl"'PfK(m, Y, 2) (C.42)

(=0

_ Z Z(_)S—mfRe"’Pm+1UJ]1"‘]kJ(x7 Y) Z(_)m—ZfPlv--Pgu_lJ(me-Png_u]k)K<y’ 2)

k=0 m=0 =0

where we have swapped the summations over ¢ and m. The sum over ¢ realizes the combi-
nation = in (C.34) at 6 = I}, which we shall simplify via Corollary C.3,

Z(_)mféfPl---PgLuJ(Pm---PgHu_lIk)K(y> ,Z) _ fE(Pl---Pm,J,Ik)K<y, Z) (043)
=0

_ fPl"'PmJIkK(y,Z> — fpl...PmJIkH...ITK(y’ Z)

As a consequence, (C.42) takes the more tractable form,

S

Z(—)S‘%7 WP Pl PPy 2) (C.44)

£=0

= — Z Z(_)s_mfps"'Pm+1UJ11"'IkJ(l.7 y)fpl"'Pm‘]Ik-‘—l"'ITK(y? Z)

k=0 m=0

Changing summation variables from m to ¢ in the above formula precisely produces the
double sum on the second line of (6.15).

j = 3: The summation of the terms AZ'ﬁK(x, y,z) in the third line of (C.27) gives the
first term in (6.15). To show this, we collect the sum over ¢ as follows,

s

Z(_)S—Z AZUJPS...PZ+1|P1...PZK(:L" y’ Z) (045)

£=0
s

_ Z fPl...PmJK(y’ Z) Z(_)s—éf(?l_uPsmPHl)Lqu+1~--P@J(x,Z)
m=0

l=m
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Using associativity of the shuffle product, we may drop the parentheses in the superscript of
the second factor. For each value of m, the sum over ¢ can be lined up with the alternating
combination Y defined in (C.32) with P,,;1 - Ps in the place of P; - - - P,

S

Z(_)S_Kf(?mps“ﬂﬂ) WP P (g, 2) = fT(P"L*le“"'PS’?)J(a:, z)
=0

— S T (2, 2) (C.46)

where we have used the vanishing of T with a non-empty first entry established in Corol-
lary C.2. Hence, the first sum in (C.45) collapses to the term m = s, resulting in

s

S (o)A PRI Ry ) = Py ) FT (s 2) (C.47)

=0
which gives precisely the first term in (6.15).
Jj =4,5: The summation over ¢ of the last two terms AZ'ﬁK(x,y, z) and A??K(x,y, 2)

in (C.27) produces the sum on the third line of (6.15) involving the second term inside the
parentheses of the summand. To show this, we begin with the summation of the last term,

s

> (= ATUP PR (0 (C.48)

=0

s l
_ Z(_)s—e Z FRPn (g Z)f(?l_uPsmPg_H)u_lJPm+1-~~PgK(:L,,Z)
=0 m=0

s

_ Z FRPn () 2) Z(_)s—ﬁf(?LuPsmPg_H)LuJPm+1--~PgK(x7 2)
m=0

{=m

The sum over ¢ realizes the combination © in (C.38) with P, 41 P42 Ps in the place of
P, P, --- P, which we shall simplify via Corollary C.4:

Z(_)sféf(?LUPsmPgH)LuJPm_Hu-PgK(x’ Z) _ f@(Pm+1-~-PS,J,?)K($’ Z) (049)

l=m

—_ (_1)sfmfPSPs_1---Pm+1u_|?K(:C’ Z)

Thus, (C.48) becomes,

S S

SOt AT PRI R () S (PP ) TSP P ()
£=0 m=0
(C.50)
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Assembling this result with the summation of the terms Azl_P) k(z,y,2) in (C.27) and re-
naming the summation variable m in (C.50) to ¢, we have,

S

60 [ 2 TPy Twp,-
Z(_) ¢ [A4 WPs-+Pyy1|P1 PZK(x,y,z) + A WPy Pry1|Py PZ}((I,y,Z)}
=0

= = DT (g, 2) (FT P e, 2) = T PP (3, 2) )
£=0

= — Z:(_)S*Zf'P)lF)éJ(y7 Z)f(Ps"'PZ+1JUJIl---Ir—l)IrK(x7 Z) (C51)
=0

where the simplification in passing to the last line was carried out using the basic property
of the shuffle product,

f?LUPS"'P‘“JK(a:, z) = f(?mps"'P”l)‘]K(x, z) + frl PP b (0 2) 0 (CL52)

followed by the commutativity Iy --- I,y W Py PpuyJ = Py PpoyJ Wi Iy -+ - I, In this
form, the last line of (C.51) is readily seen to match the sum on the third line of (6.15)
corresponding to the second term inside the parentheses of the summand.

In summary, the combination of the five terms in (C.27) reproduces the complete right
side of (6.15) — its first line via As, its second line via Ay and its third line via A; (first term
inside the parenthesis) and A4 5 (second term inside the parenthesis).

C.5 Proof of Theorem 8.3

In the proof of Theorem 8.3, it is helpful to treat the cases s = 0, s = 1 and s > 2 separately,
as the structure of the singularities and direction dependent limits that occur in these three
cases is significantly different. In slight abuse of terminology, we shall refer to both the
simple pole f’x(y,2) = 0% (y—=2)~! + reg and to the direction dependent z — y limit of
[Tk (y, 2) (see section 8.2) as “singular”.

C.5.1 Proof for the case s=0

For s = 0 we have ? = () and the Fay identity in (6.15) simplifies as follows,

r

I, 2) Frlyx) = 17 o 2) kg, ) - D () e e (y, 2)

k=0
- WJ<y> <f?JK($7 y) + f(JLUhmIT_I)ITK(xa Z>) (053)
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The limit of any term involving f/1 ;(y, z) with r > 3 is regular and given by FIr ;(y)
defined in (8.38). The singular terms are as follows,

Singszo(xv Y, Z) - <f7J(I7 2) - f?J(w7 y)>fJK(ya 2) - fIlmIT?lJ(l‘a y)f(HTK(?% Z) (054)

The calculation of their limit may be organized as follows, using the fact that the contribution
from the tensor ® to f cancels in the first term,

lim sing,_o (7, y, 2) = 65 lim |:(a$g11n.frl<x’ 2) — 8,611 (g, w)ayg(% 2) (C.55)
z—y

z—=Y

+ T (2, )9,67 (y, z)] — [l (@) 0,27 ke ()

Here, only the 9,G(y,z) term in f/x(y,z) contributes to a non-vanishing limit. The last
term arises as the finite limit from decomposing f’!" k(y, z). Expanding the difference inside
the parentheses on the first line of (C.55) to first order in z—y, we obtain,

0,61 (3, 2) — 0,6 (3, y)
= (2 — ¥)0:0,6" I (z,y) + (2 — §)0,0,6™ " (2, )
= (2 = 1)0:0,6" " (x,y) — 7(z — P’ () [ 5 (2, y) (C.56)

Upon identifying the Abelian integral (2—g)w”’(y) = [ @’ + (2—7)?, the last term on the
third line above combines with the 9,G”(y, z) on the second line of (C.55) to produce the
well-defined limit C”/(y) defined in (8.11). The latter combines with the last term of (C.55) to
produce the combination F/I i (y) defined in (8.38). Therefore, the limit in (C.55) becomes,

lim Sings:O(x> Y, Z) = 6% 818yg11'"1r—1 (.Z', y) - fIlmIT_lJ(xa y>FJITK(y) (057)

z—Y

Combining this result with (8.40), we obtain the coincident limit for the case s = 0,

£ o) oy ) = —0,1 7 k() — ws) 77T kz,y)

r—1

_ Z fIlmIkJ<£L', y)JT"JIkJAMITK(y) (058)

k=0

Comparing with (8.39) for the case of s = 0, we find agreement upon using the fact that the
k = r term in (8.39) cancels the first term on the first line of the right side of (8.39). This
concludes the proof of Theorem 8.3 for the case s = 0.
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C.5.2 Proof for the case s =1

The proof of Theorem 8.3 for the case s = 1 proceeds analogously to the s = 0 case. The
singular terms as z — y are as follows,

sing,_y (2,9, 2) = F1ic(, 2) P4 T (@) + F7 (g, 2) fPE T ()
= Faly ) (£ k) + fORI O (3, 2)) (C.59)

The calculation of their limit may be organized as follows,

lim sing,_, (%, y,2) = 8yq)JK(y)fPLU?J(SU7 y) + ayq)JITK(y)fPLuh'"]"'*lJ(% Y)

z—Y

_ ayq)PJ(y>fJLU 7K(x, y) — 5}@ ll_% [ang(% z)fPI_Uh...]TflJ(x, y)

+0,9(y,2) (0671 @,2) — 0,67 o, M (C.60)

Expanding the difference on the last line to first order in z—y, as in (C.56), produces a double
derivative term in z,y and a term that combines with 9,G”(y, z) to produce C”(y) which
combines with 9,®7% i (y) to produce F/Ir (y). Collecting all contributions, we obtain,

limsing,_, (2,4, 2) = F () fP2 T (@) + F T we(y) fPE0 1 1 (x, y)

zZ—Y

— ]:PJ(Z/)fJuJ?K(% y) + 3yf(Pth”'I“l)ITK(9E, Y) (C.61)

Combining the above limit of the singular terms with the limits of the regular terms then
produces (8.39) and proves Theorem 8.3 for the case s = 1.

C.5.3 Proof for the case s > 2

For s > 2, the term on the first line on the right side of (6.15) admits a regular limit. The
terms (k,¢) = (r,0), (r,1), (r—1,0) on the second line of (6.15) and the terms ¢ = 1, 2 on
the third line of (6.15) are singular, and are given by,

(—)singon(@,9,2) = —F 7Ty, ) facly,2) = f7 T ) P ) (C.62)
+ fPS.“PQ ‘_U?J(xa y)fPIJK<y7 Z) - fPlPQJ(ya Z)fPSMPBJLU?K(x7 y)
Py, ) (fO T () PRI (4, 2)
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Decomposing each f(y, z)-tensor into its 9,®(y) and 0,G(y, z) parts, we obtain,

(_)ssing822(x’ Y, Z) e _f$LU?J({L‘, y)ay(I)JK(y) - f$HJI1...IT71J(x7 y)ay(I)J[rK(y)
+ fPS'"PQuJ?J(l‘, )9y @ ke (y) — (9yq’P1P2J(2/)fPSmP3JLU?K(L y)
n 8y®P1J(y) (Jc(ps...P2 M?)JK(QU, y) + f(Ps---PQJLU11'-'Ir—1)IrK(x’ Z)>

+ 61 0,G(y, 2) <8wg$mh'"]’"’1($7 2) = 9,gTwhl= (g, y))
LRI () G (y, 2)o0 (C.63)

Note that terms proportional to 9,G"(y, z), which arise at intermediate steps from the
second line of (C.62), cancel one another outright. Taking the limit, we obtain,

(=) limsing, (@, 2) = —F 727 5 (2,9)0,87 i (y) — 171"y (a, y) F/ 7 ly)  (C.64)

zZ—=Y

+ ot uJ7>J(x, )9y @™ i (y) — ay‘bplsz(y)f&mPﬂm?K@’ v)
OB NPT (ag) + 8% 00,674 1,

The 0,0 factors on the second line may be promoted into the corresponding F factors
because the differences cancel between the two terms. Thus, the final result for the limit
may be expressed as follows,

(=)l sing oy, 2) = =172 T 50 p) Fiely) = f70 T 0 ) Fe(y) (C.65)

+ fPS"'PM?J(% Y)F g (y) — ]:PIPQJ(?J)JCPS'"PBJM7K(I7 Y)
+ ]_—-P1J(y)fPs-~P2Ju_l7K(x’ y> + 5;; axaygﬁmhwha(x’ y)

While the terms corresponding to (k, ¢) = (r,0), (r,1), (r—1,0) on the second line of (6.15)
and the terms ¢ = 1, 2 on the third line of (6.15) were combined in the calculation of the
limit of the singular terms, we see that on the right side of (C.65), the first term provides the
term (k, ) = (r,0) in the double sum of (8.39), the second term provides its (k, ) = (r—1,0)
term, and the third term provides its (k,¢) = (r,1) term. The fourth and fifth terms of
(C.65) provide the ¢ = 2 and ¢ = 1 terms in the single sum on the third line of (8.39).
Finally, the last term of (C.65) is identified as the second term on the right side of (8.39) via
(8.40). Thus all terms in (8.39) are properly produced in the limit for s > 2. This concludes
the proof of Theorem 8.3 for the case s > 2 and thus for all cases.

C.6 Proof of Theorem 8.4

We shall here prove the equivalence of the two representations (8.39) and (8.42) of the
coincident Fay identities at arbitrary rank, weight and genus. As a first step, we specialize
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the general identity (8.39) for f?J(x,y) f?JK(y,x) fo the three cases of P = PP P
with s =0, s = 1 or s > 2 and adapt the tensor functions F v ;(y) in (8.38) to each term:

e s =0: The first term f?J(x,y) F7k(y) on the right side of (8.39) (with 7 = L 1)
readily cancels the (k,¢) = (r,0) term in the second line, and we are left with,

f7J<x> y) fJK (y7 'T) = 5§€axayghmlr_1 ('f? y) - wJ(:U)f?LUJK(x? y) (066)
+ fht (e, y) [05C7 (y) — 0,97k (y)]

r—2
=Y ) £ e ()

k=0

e s = 1: The first term f?J(:c, y) F¥7 i (y) on the right side of (8.39) readily cancels the
(k,¢) = (r,1) term in the second line, resulting in,

1@ y) Py, ) = —0120,0,GTH I =1 (1 ) +ws () f TP (2, )

r—2 r—1

P () T e (g, y) = D T () P (g, )
k=0 k=0

+ [Pt (1) [0,97 7k (y) — 65C7 ()]

T ()0, 07 () — 0,87 () 7T () (C.67)

e s > 2: After isolating all cases of F*Ir ;(y) with r < 2 which depart from the
expression 111" ;(y, y) at generic rank from the sums in (8.39), we have,

P73 Pk m) = £ () FP7 ey, ) + (—1)%050,0,60 12 (2, )
+(=1) fPunt () [55C7 (y) — 0,977 ke (y)]

D o D T ) T OR)
=0

k=0
s

— (1w () TP () = SO T (g, ) TP ()

/=3

- (—)S(fps"'P”?J(% Y)3,®7 ke (y) — 3y<1>P1J(y>fPS"'P2M7K(w,y)>
+ (—)s<fps'"P2LU?J($a )9y @ ke (y) — ayq)Plpzj(y)fPSmPBJm?K(% y)) (C.68)

where the C!(y) from the (k,¢) = (r,1) term in the second line and the ¢ = 2 term in
the third line of (8.39) have already been cancelled. The symbol dx_s<,—2 in the third
line of (C.68) excludes the terms (k,¢) € {(r,0), (r—1,0), (r,1)} from the double sum
over k and /, ensuring that ffr-Te/leriIr i (4 /) has at least three upper indices.
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In the cases s = 0 and s = 1, the specializations (C.66) and (C.67) of (8.39) straightforwardly
line up with the corresponding s = 0 and s = 1 cases of (8.42). Hence, the leftover task is
to show agreement of (8.42) with the rewritten form (C.68) of (8.39) at s > 2.

Several terms of (C.68) and (8.42) are easily seen to match:

o (—1)°010,0,61 1T (3, y) and —(—1)*w;(y)f 2P e (x, y)

as well as (—1)* FP0 1 (2, ) 5507 () — 0,07 (3]
e the last two lines of (C.68) match the terms ¢ = 1,2 in the last line of (8.42).

After taking these matches into account, it remains to verify that

S

T, y) 1Pk yy) = S (=) PR () S TP (2, ) (C.69)

(=3

- Z(_l)g_s Z D (G} AR (TR
=0

k=0

r—1 s
== Z Z Ok, (r—1,0) (— 1) frmIiibePe (g y) fRA P Tt (g )
k=0 ¢=0

= SO R (g, a) [P () — FPP (g, a) PP ()]
(=3

For this purpose, we rearrange the double sum in the second line of the left side according
t0 30— Dkeo Ok—t<r—2 = D _4g Z;;(l) Ok—ttr—1 + Dy Or=p, leading to

=S ) S Gy o [P (g ) PPl () (C.70)
/=0 k=0
s r—1
= = (D) T kg fIIE P () fR R e ()
/=0 k=0

- Z(—l)f’sfmp“"f’“ﬁ(w, DI ) = £ (e y) P k()
=2

In the last line, we have exposed the last term of the sum ;_, which cancels the first term
on the left side of (C.69). Since the middle line of (C.70) matches the first line on the right
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side of (C.69), the last step is to check that

—_

S S—

Z(—)Z‘sfpl”'P’fJ(y,y)f?mp“”'P””K(x,y)+ (—1) f TP, y) PR ey, )
(=3 2

~
Il

S

= > (=) T, ae)fps"'P”l‘M?K(an y) — [P e (y, ae)fp“""PM?J(x, y)]
(=3

(C.71)

This is the case since the 0G terms of the f-tensors with y as their first argument separately
cancel on both sides, and the 0® contributions are seen to match after shifting the summation
variable of the second term on the left side to (+1 = m € {3,4,---,s}. We have thus

demonstrated (C.69) which concludes the proof of this appendix that (8.39) is equivalent
to (8.42).

C.7 Proof of Theorem 9.2

The subsequent proof of Theorem 9.2 is most conveniently performed in the original nor-
malization convention w!*! ;(x,y) of the Enriquez kernels [33] related to the gt ;(x,y)
in this work via (9.1). The decomposition (9.5) then takes the form

L Ir

Wl (e, y) = &l () = oy (@, y), @Y () = 0 (C.72)

with rescaled components

@Il"'ITJ(I) = (—QWi)_Twll"'ITJ(J/’)
Tt (2, y) = (—2mi) 5y s (2, y) (C.73)

In this way, we can take advantage of the simplified monodromies of the Enriquez kernels
w1 j(x,y) in demonstrating the vanishing of,

Qv (2, y) = (=2mi)" {wM(x) WM (y, ) + (1) wa (y) WMy (2,y)  (CT4)

Dty ) ST ) — ey () )] }
k=1

claimed in Theorem 9.2. To prove the theorem, we note that it is straightforward to verify
item 1.

To prove item 2 we note that the 2 monodromy of Q%! ;(z,y) vanishes since the
20 monodromy of w!tr ;(x,y) vanishes for all » > 0, thus establishing the first part of
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item 2. The heart of the theorem is the proof of the % mondromy formula in (9.14). The
monodromies around B-cycles of w!'!" ;(z,y), given in (9.2), may be expressed as follows,

Wl j (2B, y) = W (2, y) + ASBIL) Wy (. y)
Wl (2, y+B) = W (2, y) + A%Z Wty (z,y) (C.75)

where the monodromy shifts are given by,

r

x I ..
AR W (2, y) = 7 o e lerte (1 4))
k=1
A(y) Iy--I, . 517- - (_)k Il"‘Ir—k: 5Ir—k+1'“-['r—1 C 76
‘BLW J(:E7y) - YJ Z k" w L($7y) L ( . )
k=1 )

Throughout, we shall extend the definition to include w ;(x,y)|,—o = w,(z) which is a
single-valued holomorphic Abelian differential. We shall also need the 28 monodromy of the
traceless part ot ;(z) in (C.72), which may be readily deduced from the first equation in
(C.76) and can be found in (C.78) below.

In view of the symmetry stated in item 1, the monodromies in x and y are equivalent
to one another. The combinatorics of the calculation of the 8 monodromy of Q71 ;(x,y)
will be simpler in the variable y than in z, and we begin by computing the monodromy in y
of the four contributions in (C.74). The first two terms on the right side of (C.74) involve,

"1 sl M
(v)  nL-I.M _ = shely Ty LM L
Ag, w™ 7y, x) = kz:; o op TRw 7y, ) + (r1)! ws(y) (C.77)
(y) , I-I1M M - (_)k Iy Iy—1 I I r M 52“.]7'
A%L w J(x,y) =0 Z e or w Lz, y) = ()05 (r+1)! wr(z)
— ! !

One verifies that the contributions from the terms with denominators (r41)! cancel one
another in the sum of these two terms that enters into (C.74). The y-dependent parts of the
summands in (C.74) transform as follows,

-1

1 1 .. 1
A‘(gl ZNUIIWIZ_IMJ(:U) — Z m 5£1"‘In & n+1~~~]4_1MJ<y) + ﬁéil Ip—q ((52/[ Wj(y) . E 5(]}/[ wL(?J))
n=1 ’
— 1 1 1
A%/i @h“'feM(y) — Z m 5£1"']n & n+1-~~IeM(y) + E 59"-14 WM(y) . ~ 5£1~~-Ie—1 5]1\2 WL(y)
n=1 ’ ’

(C.78)
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Adding the contributions from these two terms in (C.74), one verifies that the contributions
with denominators h cancel one another. As a result, the sum over k in (C.74) evaluates to,

A%’I)J Z(_)r+k <ﬁ]1“‘]k:M<y) @ITA-JICHMJ(:L,) _ @Ir"‘IkM(l.) ﬁ[l“‘lkflMJ(y)>
k=1

T

r—1
1 .. e o o T
= _ZE(SQ fn Z (=) gty (o) @l T M ()
n=1

k=n-+1
r _\r+k
3 gt )
k=1 ’
"1 r
+ or T Y () M () gl (y) (C.79)
n=1 " k=n

The remaining terms are as follows,

AR T y(ey) N~ ;
L ) _ ey 1 Do M
(=23 Z or [WM(ZJ) w 1(z,y) (C.80)

n!
n=1

T
= S (R () e )
k=n+1

+ Z(_)r—i-k ,{%Ir"'lk+lMJ(y) @In+1'“lkM(x):|
k=n

TNk
a3 Gl () - 2 )

k=1
The terms inside the square bracket almost make up Q"+ I ;(z,y). Accounting for the
difference, we obtain after some simplifications,

" (=2mi)"
A%}{QII"'ITJ(JI, y) — Z %5? InQIm-l ITJ([L’, y) (081)
n=1 '
r _\r+n
ez S0 T o o (s ) = 1)
n=1 :

o () = )

Using the definition of the traces x and the traceless parts @ in (C.72), the terms in the
parentheses may be simplified as follows,

W (y, @) = ST () = —of T (g, )
wlk...InHMJ(y’ l‘) o @Ik"'anrlMJ(y) — _694 >~<[k...ITL+1 (y, l‘) (CSZ)
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It is readily verified that the second and third lines in (C.81) precisely cancel one another,
thereby completing the proof of item 2 of Theorem 9.2.

To prove item 3, namely holomorphicity in z, we notice that the second line in (C.74)
is by itself holomorphic since wo(x) is. The first line is automatically holomorphic in z for
r > 1 since its ingredients are individually holomorphic, while holomorphicity for » = 0
follows from the fact that the pole at x = y manifestly cancels between the two terms.

To prove item 4, we make use of the items 1, 2 and 3 established earlier. In particular, we
use the relations between the monodromy of £ and the fact that £ is holomorphic in z,y.
Cutting the Riemann surface X along a set of canonical homology cycles and decomposing
the boundary of the resulting fundamental domain as follows,

h
=[] A By (W) By (C.83)

K=1
we use the holomorphicity of Q to conclude that, by Cauchy’s theorem in absence of poles,
7{ dae Q1 (2, y) = 0 (C.84)

¢

The contributions from the integrals over B and B%' cancel one another in view of the
invariance of 9 under the 2A¥ transformation that maps By to Bj', and we are left with,

27{ dz (Qll"']’”J(xﬂL%K,y) — Qv (z, y)) =0 (C.85)
K Ak

Using the monodromy relation established in item 2, this becomes,

T

—2i)*
3o /;”) N gt Jq{ de Q"+ (2,y) = 0 (C.86)
. K AK

k=1

For r = 1, only the value k = 1 contributes and the relation becomes,

> o iix dr Q;(z,y) :]{ dz Q;(z,y) =0 (C.87)

A1

Since Q(z,y) is a single-valued holomorphic (1,0) form in x the above equation implies
that Q;(x,y) = 0. By induction on the value of r, the integrals over Q7 ;(x, ) vanish at
arbitrary rank » > 1,

% dz Q" (2,y) = 0 (C.88)
AK

Since QI j(x, ) is a single-valued holomorphic (1,0) form in z, it must vanish identically.
This completes the proof of Theorem 9.2.
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C.8 Proof of Theorem 9.4

The first step in proving the vanishing of the combinations U ¥ (z, y) in (9.19) is to evaluate
their monodromies in x and y. The 2l monodromies in both points vanish since those of
X" I (z,y) do, and the B monodromies can be assembled from the following consequence
of the monodromies in (9.9),

— (—2mi)* .
O (4B y) = X () + Y % o7 Dy (1, y)
k=1 '
I IIh . (27Ti)k Iy I_q LTy,
0o M (y, 24BL) = Oux" (g, 1) + > 0L DX My, ) (C.89)
k=1 '

The resulting expression for the 8 monodromy of U1I*(x, ) in z allows us to recombine
the terms of schematic form d,x(x,y) and 0, x(y, x) to lower-rank instances of (9.19),

r - k
U (a4 ) = U g 3D U ) (C90)
k=1 )

The swapping identity U™ Ir(x,y) = —(=)" U1 (y,x) which is evident from (9.19) simi-
larly organizes the 8 monodromy of U%*I*(z,y) in y into lower-rank combinations U.

The second step in proving Theorem 9.4 is to demonstrate holomorphicity of U1 I (z, y)
in z,y. According to the discussion around (9.8), the only poles as y — z occur in x/ I (x, )
at rank r = 0. Hence, all of 9,x"*"'r(x,y) and thus U™ (z,y) at r > 1 are non-singular as
y — x. At rank r = 0 in turn, we have a double pole in,

Oyx(x,y) = _(x—ly)2 + reg (C.91)

where simple poles are absent since x(z,y) does not exhibit any logarithmic terms log(x—y).
Nevertheless, these double poles cancel out from the combination,

Uz, y) = Oyx(z,y) — Oux(y, ) (C.92)

in (9.19) and we have established holomorphicity of U""!(z,y) as y — z at any rank
r > 0. The monodromies (C.90) then imply that U™ /v (x,y) are regular when z and y are
in distinct fundamental domains of 3.

In order to conclude the proof of Theorem 9.4, we apply Cauchy’s theorem in the absence
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of poles (as established in the previous step),

0= j{dxuh'"l’“(x,y) = 27{ dx (?/Ih"'l’“(x—i—%;(,y) — Uh'"l’“(x,y)>
¢ AK

— Z< 2mi)* 5’1 ol 27{ dz U (2, y) (C.93)
k=1

using the decomposition of the boundary € of the fundamental domain for ¥ in (C.83) and
the B monodromies (C.90) in passing to the second and third line, respectively. At rank
r =1, (C.93) specializes to §,, U(z,y) = 0 which, together with holomorphicity and single-
valuedness of U(x,y), implies the vanishing U(x,y) = 0. By induction on the value on r,
one can then successively show that the analogous A% periods vanish at arbitrary rank,

7{ deU"™ T (z,y) =0 (C.94)
AK

which, together with its holomorphicity and single-valuedness, implies the vanishing of the
respective UM I (x, ).
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D Recursive construction of Fay identities

This appendix introduces two constructive methods to derive Fay identities via iterated
convolutions of the tensorial weight-two identity (6.2). In this way, the non-constructive
proofs of Theorems 6.2 and 6.3 in Appendices C.2 and C.4 are complemented by a recursive
construction that was initially used to propose the general form of the Fay identities (6.11)
and (6.15) before they were rigorously established.

The first method, which is described in sections D.1 and D.2, is the more general one
but suffers from inefficiencies in certain cases specified below. The second method, which is
described in sections D.3 and D.4, is presented in less generality but offers a targeted fix for
the shortcoming of the first method.

D.1 A first method applied to weight three

In order to illustrate the first method to generate Fay identities at increasing weight, we
evaluate the auxiliary integral,

HM e (2,y,2) = / P! () My ) f (g, 0) e, 2) (D.1)

P

in two different ways. In both cases, we will use the following convolution identities which
are straightforward consequences of (3.10), (3.11) and (3.15),

[ st @ o0 f 7 w,0) = =59 a,a) (D2)
[ ) 2 s ) = 85 19, ) = £

where ? # (), and the second line involves an arbitrary point b € 3.

(i) bring the first two factors f* ;(x,u)f”’(y,u) in the integrand of (D.1) into a u-reduced
form (see section 3.6) using (6.2) and then integrate term by term via (D.2)

Y (o) = [ s ) (P00 sl + o) Pl (D3)

w0y @) Ly )+ ws () L) + (@) P 1)) ok (w 2)
= =My ) e, 2) = M (e y) 1k (y, 2)

—wi(@) "Mk (y, 2) —ws () 1M ke (, 2)
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(ii) bring the last two factors f71(y,u)f"x(u, z) in the integrand of (D.1) into a u-reduced
form using (6.2) and then integrate term by term via (D.2)

M (oy2) = [ st @G (1700027 w0 2) = 1) (02)

—wn () e, 2) — ) e y) — wn ()7 k(y,2)) (D)

=My, 2) k(@ 2) + ™Y (@ y) k(s 2) + wi(y) M k(2 y)
+ws ) M k(@ 2) + (@, 0) fY (g, 2) — (2, 0) [k (y, 2)

Equating the two representations of H* i (x,y, ) obtained from (i) and (ii) yields a weight-
three Fay identity, based on the weight-two input (6.2). Setting the arbitrary point in (D.4)
to b = y cancels the second term in the third line of (D.3), and we arrive at

— My 2) [ k(2 2) —wi (@) ™k (y, 2) — wo(y) 7™ k (2, 2)
= _fMJ(ya Z)fIJK<x7 Z) + fIMJ(wa y)fJK(ya 2) + fIJ(xa y)fJMK(y7 Z)
+ws () ™M k(@ y) +ws(y) 1Y ke (2, 2) (D.5)

Solving this identity for f* ;(y, z) f!/ k(x, z) then reproduces the first example in (6.13).

D.2 A first method applied to higher weight

The key idea in the above derivation carries over to arbitrary weight: Adapt the above
methods (i) and (ii) to the higher-weight generalization of the weight-three integral in (D.1)

WP (2,y,2) = /2dQ“wI(U)fﬁJ(m,U)f?JL(yw)faLK(uv ) (D6)

%
For each choice of the multi-indices M, ? and 6, one can derive a higher-weight Fay identity
from the auxiliary integral (D.6) by equating two methods of reducing the number of u-
dependent factors in the integrand:

H
(i) bring the first two factors fM ;(x,u) f P . (y,u) into a u-reduced form using lower-weight
identities for repeated scalar points, see section 6.4

(ii) bring the last two factors fﬁ"L(y,u)faLK(u, z) into a u-reduced form using lower-
weight identities for repeated one-form points, see section 6.5

In both cases, the integration over u can be performed term by term via (D.2) after applying
the Fay identities of (i) and (ii).
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We shall now illustrate to what extent the weight-three Fay identity (D.5) gives access
to weight-four Fay identities. While (D.1) is the only weight-three integral amenable to the
method of this section, there are three weight-four instances of (D.6):

H[7M’@7QK(1'7 Y, Z) A need Fay for fMJ(xv u)fJL(y7 U) & fJL(y7 u)fQLK(ua Z)
HLMN’@?@K(CU) Y, Z) <> need Fay for fMNJ(Ia u)fJL(ya ’LL) & fJL<y7 U)fLK(U, Z)
%I’M’P’®K<m7 Y, Z) <> need Fay for fMJ('T7 U’)fPJL(y7 U) & fPJL(yv u)fLK(uu Z)

Two of the required Fay identities (for f ;(z,u)f’r(y,u) and for f/p(y,u)f"k(u,z)) are
of weight two and again boil down to relabelings of (6.2). The remaining four required Fay
identities have weight three,

(&) f7oly,u)f*"k(u,2) () fM (@, u)f™ Ly, u)
(b) SNy w) Ly, w) (d) 7oy, u)f ke (u, 2) (D.7)

Both of (a) and (c) are available from relabelings of (D.5), namely (a) by solving for the
unique term with two z-dependent factors and relabeling x — w and (c) by solving for the
unique term with two z-dependent factors and relabeling z — w. The Fay identity (b) can
also be extracted from (D.5) by applying the matrix commutator identity,

fMJ(ya Z)fIJK(l'a Z) = fJK(ya Z)fIMJ(xa Z)
— k(. a) f™™M 5 (2, 0) + M5 (y, @) f17 re (2, b) (D.8)

with arbitrary a,b € X to the unique repeatedly z-dependent term and relabeling the first
term 7 (y, 2) f™ ;(z,2) on the right side of (D.8) to match the names of the indices and
variables of the target fMN ;(z,u)f’1(y,u) in (b).

Finally, the term f77/;(y,u)fYk(u, z) in (d) may share the form degrees with the term
oy, u) f9 g (u, 2) in (a) but crucially differs from its index structure. This can be seen
from the fact that the bilinear terms in G are given by 67.0,G" (y,u)9,G(u, 2) for (d) and
64:0,G(y,u)0,G%(u, z) for (a), where the repeated point u enters the weight-two factors
9,GF (y,u) and 9,G%(u, z) with a different form degree. In principle, this could be fixed by
inserting separate permutations of (D.5) under = <+ y into one another. However, we refrain
from spelling out this cumbersome workaround and take the complication in deriving the
Fay identity for (d) as a motivation to introduce a separate method in the next section.

The simplifications of auxiliary integrals (D.6) at various weights < 6 benefitted from the
following method to modify the position of the upper contracted index J in the second factor
of f? g(a,2)f7 (b, c). Even though the techniques of section 6.6 allow us to reformulate
Fay identities without any index contractions, the identity (D.9) below offers convenient
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shortcuts in the recursive construction of Fay identities. The key realization which drives
the rerouting of contracted indices is that the antisymmetrized combination on the left
side of,

PP 50, 2) FA7B9C (b, ¢) — £, (a,0) FAPBIC (b, ) (D.9)
= FTP ) B (b, 0) — FT9(a,y) FAPBIC (b, )

does not depend on the point x. That is why this expression is equated to its relabeling
x — y in the second line. Applications to Fay identities arise if one of b or ¢ coincides with
x on the left side, so the two terms on the right side no longer exhibit the repeated point
x. As a net effect of (D.9) in these cases, terms with the upper contracted index J in the
position of f4/FRC ;(b, c) are traded for others with J in an arbitrary different position
fZP 7€ (b, ) (where some of A, B or C' may be empty). For instance, (D.9) translates
the Fay identity for fM ;(y, 2) f'' k(z, 2) in the first line of (6.13) into,

S k(@ 2) = Moy, o) [k ( 2) + Mo y) ke (y, 2) + P y) k(. 2)

+ws(@) M ke (y, 2) + wi(y) fMUD (2, 2) + wi(y) 7 (2, y)
(D.10)

with J <> I swapped in the second factor. In this way, lower-weight Fay identities relevant
to the two evaluation strategies (i) and (ii) of the auxiliary integral (D.6) can be brought
into the most opportune form.

D.3 A second method applied to weight three

We shall next present an independent method to construct Fay identities from convolutions
of lower-weight instances which makes use of the auxiliary identity for P # 0,

[ e @)0.6%w.0)f 7 sw.0) = 19 su.0)
¥

/Z P2 (2)0.6% (u, 2w, (x) = 0,D97 (1) (D.11)

derived from the trace of (D.2) in R, K. As a first example, we apply (D.11) to perform the
following integral in two different ways:

]:TIMK(u,y, z) = /EdeQI(x)aug(u,x)fMJ(y,x)f‘]K(x,z) (D.12)
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(i) bring the last factors f ;(y, z)f” k(x, z) into an x-reduced form using the x <+ y image
of the weight-two Fay identity (6.2),

™ (. 2) = / P (20,6 (0 2) (P55, )k ( 2) — PV () F e (9, 2)

—ws(W) Mk (xy) —wi@) M k(2 2) — wi(@) Y K (y, 2))
= My, 2) k(s 2) = ™Y 5w y) e (y, 2) — wi(y) f™ k (u,y)
—ws) M g (u,2) = f Mk (y, 2)0,97 5 (w) (D.13)

(ii) bring the first and the last factor 8,G (u, z) f’ k (z, z) into an z-reduced form using (6.2)
when the middle term contributes M ;(y,z) — —6¥9,G(y, x),

H™ e (u,y, 2)=/dQSCwI(fC)@uQ(u,ff)(ayq’MJ(y)f"K(%Z)—ayg(yax)fMK(%Z))

>
= 0,9 ;(y) [ ke (u, 2)

+ /Z d*x &' (2)0,G (y, ) (f 5 (u, ) [ ke (2, 2) = 0u @™ s (u) [ e (2, 2))
= 0,0 ; () 17k (u, 2) — 8, 8™ S (u) f7 kc (y, 2) + H™ e (y,u, 2)  (D.14)

In the first step, we have rewritten —8,G(u,z)fM k(z,2) as fM;(u,2)f k(z,2) —
0u®M ;(u) f/ k(z,2). In passing to the last line, the y <+ u image ﬁIMK(y,u,z) of
the integral (D.12) has been identified from the factors 8,G(y, z) fM j(u, z) f' (2, 2) in
the integrand.

When equating the two expressions for H'™ x(u,y,z) in (i) and (i), the y > u image
H™ p(y,u, z) in (D.14) is understood to be evaluated through the five-term expressions on
the right side of (D.13) with y and w interchanged:

My 2) 1 ke (u2) = £ (w,9) i (y, 2) = wa(u) 77 ke (u, )
—ws () fM i (u, 2) = M K (y, 2) 0,97 5 (u)
= 0,2 ; () 1 ke (u, 2) — 0, Y 5 (u) [k (y, 2)
+ fMJ<U7 Z)fIJK<3/7 z) — fIMJ(Z/a U)fJK(ua z) — WJ(y)fIMJK(ya u)
—wy(w) f M g (y, 2) = fM K (u, 2)8,97 4 (y) (D.15)

One can simultaneously uplift the 9®-tensors on both sides to f-tensors 9,®! ;(u)— f1 ;(u, a),
0,®M ;(u) — fM;(u,a) and 9,®M ;(y) — fM;(y,b), 0,9 ;(y) — f1;(y,b) with arbitrary
a,b € ¥ since the corresponding 0,G(u, a) and 0,G(y,b) cancel. Setting a,b — z leads to
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cancellations of four terms, and one arrives at the following weight-three Fay identity with
manifest antisymmetry in x < y,

0= w(@) "Mk (y, 2) —ws(y) [ k(, 2)
+wy (@) M g (y, @) = ws(y) FM ke (2, y)
+ My 2) k(s 2) = M () Pk (y, 2)
+ 1y ) M k(e 2) = e, 2) Y ke (y, 2) (D.16)

which is in fact equivalent to (6.18). Once the third term wy(z) ™7 (y,z) on the right
side is eliminated through the weight-three interchange identity of Theorem 5.2, the fifth one
™M ;(y, 2) f? g (z, 2) is the only instance of the repeated point 2. Upon solving for the fifth
term fIM ;(y, x)f/ k(z, z) and relabeling points and indices, the Fay identity (D.16) provides
the missing u-reduced rewriting of the term (d) in (D.7). The trace component ¢%; of (D.16)
eliminates the repeated appearance of z in 9,G'(y,2)9,G(z,z) whereas the the previous
method provided the analogous elimination for 9,G(y, )9,G'(z,2) via (D.5), which has a
different form degree of x in the weight-two function. This illustrates the synergy between
the method of section D.2 and the alternative method of the present section that we shall
next generalize to higher weight.

D.4 A second method applied to higher weight

The higher-weight generalization of the method in the previous section D.3 relies on the
following variant of the integral (D.12):

ﬁLaMK(Ua Y, Z) - / d2$ a)[(x)aug(ua m)faMJ<y7 x)fJK<£L‘, Z) (D17>

by

We deliberately introduce less multi-indices than in the earlier family H’ MPQ Kx(z,y,2) of
auxiliary integrals in (D.6) to demonstrate that the present method is recursive in weight.
The mechanism to derive new Fay identities is again to equate the evaluations of the integral
(D.17) using two different lower-weight Fay identities

(i) bring the last two factors f dum 7y, 2) [’k (2, z) into an x-reduced form using Fay identi-
ties obtained from the same procedure at lower weight (see below why this is possible)
and integrate the resulting expression term by term via (D.11)

(i) bring the product 8,G(u, ) f’ k(x, z) of the first and the last factor into an x-reduced
form when the middle term contributes faMJ(y,x) — —5§48yg5(y, x); regardless on
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the choice of 6, this solely requires the weight-two Fay identity (6.2):

A (0,2) = [ 26 @00,600.2) (0,99 () k(w.2) = 0,69 (.0) . 2)
— 8,89 () 17 (u, 2) (D.18)
+ [ ! (@)0,69 ) (0. (2,2) = 0,8V ) k. 2)
= 0,99 () 7 i, 2) — 0, 8™ 5 (u) f9 ey, 2)
+ [ aa @0,6%0,a) (1 s 2) 5 o 2) = 1) )
— wy(u) M g (@,0) — wy(w) M g (2, 2) — wi(@) [ K (u, 2))

The rewriting —0,G (u, ) fM k (z, 2) = M (u,2) [k (2,2) — 0, PM ;(u) f/ k (, 2) in the
first step is identical to that in (D.14). In the last step, the weight-two Fay identity
(6.2) leads to an z-reduced parenthesis multiplying 9,G% (y, ), so we can perform the
x-integral for each term via (D.11):

ﬁl’aMK(u, Yy, 2) = 3y<I>6MJ(Z/)fUK(u, z) — auq)MJ(u)faIJK(ya z) (D.19)
+ M (u, Z)fBUK(?Ja z) — faIMJ(y7 ) [k (u, 2)
— s () PO () = () fOY ey, 2) = 0,997 () M e, 2)

For a given multi-index 5 = Q1@+ Q, of length 7, the next step is to equate (D.19)
with the outcome of integrating the weight-(r+2) Fay identity for f9M ;(y,z)f’k(x,z2)
in (i) against [ d*z ' (2)0,G(u,x). We shall argue in two steps why this is guaranteed
to yield a Fay identity of weight (r+3) that u-reduces faIMJ(y, u) f’ i (u, z) for arbitrary

: First, none of the terms in the expression for (D.17) due to (i) can involve a repeated
appearance of u by inspection of the right side of (D.11). Second, after applying the inter-
change identities of Theorem 5.2 to the term WJ(U)faIMJK(y, u) on the right side of (D.19),
the only repeatedly u-dependent term in (D.19) and hence the entire Fay identity due to
(i) = (ii) is faIMJ(y,u)fJK(u,z). By repeating this derivation for different lengths r of
é = (1Q2---Q,, one arrives at an all-weight family of Fay identities that eliminate the
repeated point x in f1M;(y, z)f'k(x, 2) for arbitrary I .

The discussion below (D.7) identified the Fay identity (d) for f177(y,u) fXx(u, 2) as a bot-
tleneck in applying the method of section D.2 to all weight-four cases. Also for higher-weight
instances of the auxiliary integral (D.6), the required Fay identities for f {7/ (y,u)fFx(u, 2)
turn out to be most difficult to derive from the method of section D.2. Hence, the recursive
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generation of Fay identities for f 7 r(y,u) f¥k(u, z) in the present section complements the
earlier method by resolving a major obstacle in its systematic higher-weight application.

Given a u-reduction of f}_gJL(y, u) flx(u, 2) at fixed ?, the method of section D.2 was
found to recursively generate higher-weight identities for fl_g‘] L(y, u) fr-Qly(u, 2) in sev-
eral examples, adding indices to the second factor. The underlying auxiliary integrals take
the form of HIM’?’Q“'Q’”K(Ly,z) at fixed B and increasing length r of @ = Q1 ---Q,.
One can see from the following reasoning that the Fay identity for f;(z,u)f"’(y,u)
required in the rewriting (i) of H! MP.Q1-Qr k(x,y, z) integrals is readily available: First,
the sequence HIMOQ1+Qr (1 4 2) at empty ? can be shown to generate Fay identities for
oy, u)faLK(u, z) at all weights. Second, by the observation in section 6.4.3, these Fay
identities involving one f-tensor of weight one can be solved for the unique repeatedly z-
dependent term f77(y, z)faLK(u, z), see (6.14). Third, relabelings of the indices and points
yield the desired Fay identities for f ;(z,u) f?‘] r(y,u).

In conclusion, the methods of section D.2 and the present one are found to be in
fruitful symbiosis: The latter method is known to generate all-weight Fay identities for
f?‘] r(y,u) fL i (u, ), and the former method is believed to then deduce more general Fay
identities f77p(y,u)f9 k(u, z) with additional multi-indices 5 From the combination of
both methods, we generated a selection of Fay identities at weight < 6 with various choices
of ? and 6 which turned out to be sufficient to propose the general Fay identities (6.11) and
(6.15) as conjectures. In view of the proof of (6.11) and (6.15) in Appendices C.2 and C.4,
we did not attempt a rigorous investigation if the method of this appendix will eventually

construct the Fay identities for fﬁ‘] (y,u) faL x(u, 2) with arbitrary P and
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