
template jhep

Spin-operator form factors of the critical Ising chain

and their finite volume scaling limits

Yizhuang Liua

aInstitute of Theoretical Physics, Jagiellonian University, 30-348 Kraków, Poland

E-mail: yizhuang.liu@uj.edu.pl

Abstract: In this work, we provide a self-contained derivation of the spin-operator matrix

elements in the fermionic basis, for the critical periodic Ising chain at a generic system

length N ∈ 2Z≥2. The approach relies on the near-Cauchy property of certain matrices

formed by the Toeplitz symbols in the critical model, and leads a few square-root products

for the leg functions. The square root products allow simple integral representations, that

further reduce to the Binet’s second integral and its generalization by Hermite, in the

finite volume scaling limit. This leads to simple product formulas for the spin operator

matrix elements in the scaling limit, providing explicit expressions for the spin-operator

form factors of the Ising CFT in the fermionic basis, that were computed iteratively in [1].

They are all rational numbers up to
√
2. We also determine the normalization factor of the

spin-operator and show explicitly how the coefficient G(12)G(
3
2) appear through a ground

state overlap. Moreover, by expanding the spin-spin two point correlator in the fermionic

basis, we observed a Fredholm determinant identity

det(1 +Kij(w))1≤i,j≤∞ = (1− w)−
1
8 , Kij(w) =

1

π

i

i+ j

Γ(i+ 1
2)Γ(j +

1
2)

Γ(i+ 1)Γ(j + 1)
wj , (0.1)

which allows to show the convergence of the rescaled two-point correlator to the CFT

version on a cylinder.
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1 The critical Ising chain, square-root products and main results

The finite volume spin-operator form factors of the massive fermion Ising-QFT [2] were

well known, but what about their massless limits? Will the results become meaningless,

or will they reduce to the spin-operator matrix elements of the Ising CFT in the fermionic

basis, that were computed only iteratively in [1]? To the author’s knowledge, it seems that

many references who used the massive form factors in [2], including this paper itself, forgot

to mention their convergence to a nontrivial finite volume massless scaling limit. Instead,

the integrals in the leg functions were usually written in certain forms, creating impressions

of their ill-posedness or triviality at the zero fermion mass1.

Similarly, in the literature, there are plenty discussions and derivations [4–9] for the

finite volume form factors in the Ising model and the Ising chain. These works are very

non-trivial, but most of them were assuming T > Tc or T < Tc, and forgot to mention what

happened at the critical point. For example, in the published version of [7], the authors

said explicitly after the Eq. (78) that the results are valid both when g > 1 and 0 ≤ g < 1,

but just omitted the critical point g = 1. Very often, the formulas were written with a

refactor such as ξ = (g2 − 1)
1
4 in front, a factor that vanishes at the critical point g = 1,

like the expressions given to the leg functions in the massive theory, despite that in the

1For example, in Ref. [3], the leg function was written with an overall m2. Still, it is easier to spot a
non-trivial massless limit from the representation in [3] than the rapidity space integral in [2].
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proper way of taking the g → 1+ limit, the results are actually finite and as we will show,

lead exactly to the form factors at the critical point.

Meanwhile, in the literature, there were also not too many discussions on the spin-

operator form factors in the Ising-CFT, despite that they are clearly universal, beautiful

and unique quantities: the massless fermion basis of the Ising CFT is perhaps among the

few integrable massless scattering basis [10, 11] of 2D CFTs, that allow explicit expressions

for local operator’s matrix elements between them. On the other hand, in comparison

to the Virasoro basis, it could be the massless scattering basis, that respect better the

scale-full deformations of CFTs either to the integrable lattice models in the UV [12], or to

the massive QFTs in the IR. It is also possible, that for certain non-inclusive high-energy

limits that are more sensitive to the structures of the Hilbert space, one needs not just

the standard CFT perturbation theory for point-like objects, but also the correct massless

basis, to write out the correct high-energy asymptotics. These questions deserve more

investigations, and were among the motivations of this work. Furthermore, to the author’s

opinion, CFTs are beautiful not just for themselves, but also for the explicit asymptotics

telling how they were approached. It is always interesting to establish such asymptotics

from the first principle for various quantities, whenever possible.

Given all above, the author believes that it is not unreasonable to provide a self-

contained derivation for the spin-operator form factors in the 2D periodic Ising chain,

directly at the critical point. Below we will provide such a derivation, and show how

in the finite volume scaling limit, the results converge to the Ising CFT versions. We

believe that many of the products, integral representations, large N asymptotics and the

matrix elements in this work are novel, beautiful and simple. We also believe that the

explicit formulas provided by this work could be of practical usages (such as the TFCSA

applications [1]).

1.1 The square root function and roots of ±1

We first clarify the notations used in the work. Throughout the work, unless otherwise

stated, we use the (0, 2π) branch of the square-root function

√
Z = Z

1
2 = |Z|

1
2 e

i
2
Arg(Z) , 0 < Arg(Z) < π , (1.1)

√
Z = −Z

1
2 = −|Z|

1
2 e

i
2
Arg(Z) , −π < Arg(Z) < 0 . (1.2)

As such,
√
Z is an analytic function with a branch cut along the positive real axis. This

choice is natural in the context of the critical Ising chain. Without otherwise mentioning,

for positive numbers p ∈ R≥0, we use the upper branch with
√
p > 0. We choose the

system size N ∈ 2Z≥2 to be a positive even integer. Given N , the sets of the roots of ±1

are denoted as S±

S+ = {β; βN = 1} , S− = {z; zN = −1} . (1.3)

They are the exponentials of the periodic and anti-periodic momenta. Throughout this

paper, the small letter β in formulas will be reserved for S+, and the small letter z reserved
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for S−. Since N is even, −1 ∈ S+, and points in S+ except 1,−1 can be grouped to N−2
2

pairs symmetric with respect to the real axis. Similarly, all points in S− are grouped to N
2

such pairs. Using these properties, one has first of two of the product formulas to be used

latter ∏
β∈S+

√
β = i(−1)

N−2
2 ,

∏
z∈S−

√
z = (−1)

N
2 , (1.4)

where we will use the upper branch
√
1 = 1 at β = 1 without otherwise mentioning. We

also need the following product formulas

∏
β∈S+; β ̸=1

√
β + 1√
β − 1

=
i+ 1

i− 1
(−1)

N−2
2 ,

∏
z∈S−

√
z − 1√
z + 1

= (−1)
N
2 . (1.5)

This is because in the (0, 2π) branch, for z ̸= 1 one has
√

1
Z = − 1√

Z , and for eiα ̸= ±1,

one has

eiα − 1

eiα + 1
× −e−iα − 1

−e−iα + 1
= −1 . (1.6)

Latter we will use these formula to simplify the leg functions at β = 1.

1.2 The critical Ising chain

After introducing the sets S±, we set up the conventions for the critical periodic Ising

chain. We choose the −,+ convention of the Hamiltonian

H = −1

2

N−1∑
i=0

σxi σ
x
i+1 +

1

2

N−1∑
i=0

σzi , σ
x
N = σx0 . (1.7)

Here, σxi , σ
y
i , σ

y
i are the standard 2 × 2 Pauli matrices at the site i. These spin operators

commute at different sites. It is possible to choose the σx and σz to be purely real, as such

H can also be purely real. We define the standard Dirac matrices as [13, 14]

Γ2i = σxi
∏

0≤j<i

(−σzi ) ,Γ2i+1 = −σyi
∏

0≤j<i

(−σzi ) , 0 ≤ i ≤ N − 1 , (1.8)

{Γi,Γj} = 2δij , 0 ≤ i, j ≤ 2N − 1 . (1.9)

In terms of them, one has the relations

σzi = iΓ2iΓ2i+1 , 0 ≤ i ≤ N − 1 ; σxi σ
x
i+1 = −iΓ2i+1Γ2i+2 , 0 ≤ i ≤ N − 2 , (1.10)

σxN−1σ
x
0 = iΓ2N−1Γ0

N−1∏
i=0

(−i)Γ2iΓ2i+1 . (1.11)
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As such, in terms of the Dirac matrices, the Hamiltonian reads

H =
i

2

2N−2∑
i=0

ΓiΓi+1 −
i

2
Γ2N−1Γ0Z , Z =

N−1∏
i=0

(−i)Γ2iΓ2i+1 . (1.12)

The operator Z is just the standard Z2 charge and commutes with H and other even

combinations of fermion operators. As such, in the charge odd and even sectors, one has

two different quadratic Hamiltonians, but in terms of the same set of fermion operators. In

each of the sectors, one can diagonalize the Hamiltonian by finding the proper, orthogonal

transformations that diagonalize the skew-symmetric matrices appearing in H.

To further set up our conventions for the eigensystem, especially, to convince the

readers that our sign choices at the β = 1 point is correct, here we review how the diago-

nalization process works in the Z = −1 (R) sector. The Z = 1 (NS) sector can be handled

similarly and is free from the β = 1 issues. We will mainly follow the spirit of [14], but the

computations are simpler in the Ising chain than the Ising model. For Z = −1, one has

the following rotation matrix

Eij = δj,i+1 − δi,j+1 , 0 ≤ i, j ≤ 2N − 1 ; E2N−1,0 = −E0,2N−1 = 1 , (1.13)

H(1− Z) =
i

4

∑
i,j

ΓiΓjEij(1− Z) . (1.14)

To diagonalize the Hamiltonian, one needs to find the orthogonal transformation Ω such

that the ΩTEΩ is block-diagonalized. It is sufficient to find the normalized eigenvectors λ(j)

of E with the eigenvalues iϵ(j) where ϵ(j) > 0, and fill the 2j-th and the 2j+1-th columns

of Ω by
√
2Re(λ(j)) and

√
2Im(λ(j)). To find them, we write the eigenvalue equation as

iϵλi = λi+1 − λi−1 , 1 ≤ i ≤ 2N − 2 , (1.15)

iϵλ0 = λ1 − λ2N−1 , iϵλ2N−1 = λ0 − λ2N−2 . (1.16)

To be compatible with the results away from the critical point, we treat the even and odd

sites differently and write the ansartz as

λ2k(β) = βku(β) , λ2k+1(β) = βkν(β) , βN = +1 , (1.17)

iϵ(β)u(β) = ν(β)(1− β̄) , iϵ(β)ν(β) = u(β)(β − 1) . (1.18)

For β ̸= 1, the above can be solved as

ϵ(β) = −i
(√

β − 1√
β

)
> 0 ; u(β) = i , ν(β) =

β − 1

ϵ(β)
= i
√
β . (1.19)

Notice that the
√
β here is in the (0, 2π) branch. For β = 1, although ϵ(1) = 0, there are

more freedoms for the eigenvectors. Here we introduce the function

φ(β) =
√
β, β ̸= 1; φ(1) = i , (1.20)
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and make the following choice to be justified latter

u(1) = i , ν(1) = iφ(1) = −1 . (1.21)

We then introduce the 2N × 2N rotation matrix Ω. The rows of Ω are labeled by the

indices of the gamma matrices ordered from 0 to 2N − 1, while the columns are labeled by

the β ∈ S+. For each β, there are two columns, one denoted by β, and another denoted

by β + 1
2 . We always place the β + 1

2 column right next to the β column. The elements of

Ω read

Ω2k,β =
1√
N

Re(iβk), Ω2k,β+ 1
2
=

1√
N

Im(iβk) , (1.22)

Ω2k+1,β =
1√
N

Re(iφ(β)βk), Ω2k+1,β+ 1
2
=

1√
N

Im(iφ(β)βk) . (1.23)

The factor 1√
N

is because the norm of the vector λ(β) is
√
2N . From the rotation matrix,

one can form the rotated Dirac matrices

γβ =
N−1∑
k=0

(
Γ2kΩ2k,β + Γ2k+1Ω2k+1,β

)
, (1.24)

γβ+ 1
2
=

N−1∑
k=0

(
Γ2kΩ2k,β+ 1

2
+ Γ2k+1Ω2k+1,β+ 1

2

)
, (1.25)

that block diagonalize the Hamiltonian

H(1− Z) =
i

2

∑
β∈S+

ϵ(β)γβγβ+ 1
2
(1− Z) . (1.26)

At this point, one only knows that ΩTΩ = 1, but to further determine the spectrum, one

needs to know the sign of detΩ in order to express the charge operator Z in terms of the

γβ, γβ+ 1
2
s.

Instead of computing the determinant by brute force, we deform Ω by replacing the

φ(β) with

φ(β, h) = i

(
1− hβ

1− hβ̄

) 1
2

, 0 ≤ h < 1 , (1.27)

where the square-root function is defined with the principal branch. The deformed matrices,

called Ω(h), are still orthogonal and are for the Ising chain in the disordered region, whose

Hamiltonian contains an extra h in front of the σxi σ
x
i+1 terms. Furthermore, Ω(h) is a

continuous function of h when 0 ≤ h < 1 and β ∈ S+, and the h → 1− limit exactly

reduces to the rotation matrix Ω for the critical model. In particular, at β = 1, one has

lim
h→1−

φ(1, h) = i , (1.28)
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justifying the choice made above. The continuity implies that detΩ(1−) = detΩ(0), since

the determinant is a continuous function of h which could take only two values ±1. It is

not hard to compute that detΩ(0) = 1, since at h = 0 the Hamiltonian is non-interacting,

and Ω(0) is a 2N × 2N rotation underlying an N × N unitary transformation. As such,

the rotation matrix Ω = Ω(1−) is already proper. Notice if one choose φ(1) = −i, then the

detΩ would be −1, since this choice only changes the sign of γ0.

Knowing the sign of detΩ, one can further introduce the creation and annihilation

operators

c†β =
1

2

(
γβ − iγβ+ 1

2

)
, cβ =

1

2

(
γβ + iγβ+ 1

2

)
, (1.29)

in terms which the diagonalized Hamiltonian and the charge operator read

H × (1− Z) =
∑
β∈S+

ϵ(β)

(
c†βcβ − 1

2

)
× (1− Z) , (1.30)

Z = detΩ
∏

β∈S+

(−iγβγβ+ 1
2
) =

∏
β∈S+

(1− 2c†βcβ) . (1.31)

Since Ω is non-degenerate, one can always find a normalized state |ΩR⟩ ̸= 0 annihilated by

all the cβs. This state must be charge even, due to the Eq. (1.31) for the Z2 charge. Since

the representation space is 2N dimensional, the Fock space generated by acting the c†βs

on |ΩR⟩ is the full space. Among them, only those with an odd number of c†βs are energy

eigenstates, due to the 1 − Z projection. The diagonalization process in the NS sector is

similar. All the expressions in the R sector remain the same form, except β ∈ S+ should

be replaced by z ∈ S−. There is no z = 1 issue in NS and φ(z) =
√
z for all z ∈ S−.

To summarize, in terms of the following Toeplitz symbol2

C(β̄) = C†(β) =
1

C(β)
= −iφ(β) , (1.32)

one has the mode decompositions in terms of β ∈ S+

Γ2i =
∑
β∈S+

(
Ω2i,βγβ +Ω2i,β+ 1

2
γβ+ 1

2

)
=

i√
N

∑
β∈S+

(βic†β − β−icβ) , (1.33)

Γ2i+1 =
∑
β∈S+

(
Ω2i+1,βγβ +Ω2i+1,β+ 1

2
γβ+ 1

2

)
= − 1√

N

∑
β∈S+

(βiC(β̄)c†β + β−iC(β)cβ) , (1.34)

2The choice is to be consistent with the symbol C(z, h) =
(

1−hz̄
1−hz

) 1
2
for the Toeplitz determinant of the

σσ two point correlator in the ordered region.
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and similarly in term of z ∈ S−

Γ2i =
i√
N

∑
z∈S−

(zic†z − z−icz) , (1.35)

Γ2i+1 = − 1√
N

∑
z∈S−

(ziC(z̄)c†z + z−iC(z)cz) . (1.36)

The Hamiltonian in the NS sector is diagonalized by cz, c
†
z, and in the R-sector is diago-

nalized by cβ, c
†
β. The state |ΩR⟩ annihilated by all the cβs is charge even. Meanwhile,

the ground state |ΩNS⟩ annihilated by all the czs is also charge even and is the absolute

ground state of the whole system, whose energy will be normalized to 0. A complete set

of energy eigenstates of the system and their energies are therefore

NS :
2k∏
i=1

c†zi |ΩNS⟩, E =
2k∑
i=1

−i
(
√
zi −

1
√
zi

)
; (1.37)

R :

2k′+1∏
i=1

c†βi
|ΩR⟩ , E = ∆E(N) +

2k′+1∑
i=1

−i
(√

βi −
1√
βi

)
. (1.38)

Notice that c†1|ΩR⟩ is the physical ground state in the charge odd sector, and the c†1 excita-

tion is called the zero mode. In the diagonalized Hamiltonian, c1 and c†1 disappear, but the

energy difference ∆E(N) between the R and NS ground states is non-zero and approaches
π
4N as N → ∞. To show this, one simply notice that

∆E(N) =
1

2

∑
z∈S−

ϵ(z)− 1

2

∑
β∈S+

ϵ(β) . (1.39)

The sums are geometric and can be performed in elementary manner. However, to illustrate

the method we will use to perform such sums for more complicated functions, it is also

possible to use the weighting functions 1
2πiz

−N
zN+1

and 1
2πiβ

N
βN−1

to express the summations

as contour integrals, and then deform the contours to the branch cuts along the positive

real axis. At the end, after partial integration one has the following integral representation

∆E(N) = − 1

2π

∫ 1

0
dt
1 + t

t
√
t
ln

1− tN

1 + tN
= tan

π

4N
=

π

4N
+

π3

192N3
+O

(
π5

N5

)
. (1.40)

This π
4N is exactly due to the scaling dimension of the spin operator and allows the iden-

tification of the state c†1|ΩR⟩ as the primary state |σ̂⟩ of the spin operator in the CFT

language.

We should mention that although |ΩR⟩ is not an eigenstate of the H in Eq. (1.7), it is

the absolute ground state of another “twisted” Hamiltonian which relates to H by a sign
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flip in the σxN−1σ
x
0 term

H ′ = −1

2

N−2∑
i=0

σxi σ
x
i+1 +

1

2
σxN−1σ

x
0 +

1

2

N−1∑
i=0

σzi . (1.41)

Indeed, the fermion quadratic form for H ′ simply differs from Eq. (1.12) by a sign flip in

the Z2 dependent term. As such, the spectrum for H ′ can still be expressed in terms of

the same sets of c†z, c
†
βs as H, but with even numbers of excitations on top of |ΩR⟩, and

odd numbers of excitations on top of |ΩNS⟩. As such, it is reasonable to call |ΩR⟩ also as

a ground state, and the quantity ⟨ΩR|ΩNS⟩ as a ground state overlap. This observation

also helps to establish the property of the eigensystem Eq. (1.37) and Eq. (1.38) under the

spatial translation. For this, we introduce following translation operations

T+σ
a
i T

−1
+ = σai+1 , 0 ≤ i ≤ N − 2 ;T+σ

a
N−1T

−1
+ = σa0 , a = x, y, z . (1.42)

T−σ
a
i T

−1
− = σai+1 , 0 ≤ i ≤ N − 2 ;T−σ

a
N−1T

−1
− = σz0σ

a
0σ

z
0 , a = x, y, z . (1.43)

They can be realized as unitary operators on the 2N dimensional Hilbert space. We chose

the normalization of the T± such that

T− = −σz0T+ . (1.44)

Clearly, H is invariant under T+, while H
′ is invariant under T−. Using the fermionization

relations Eq. (1.8) and Eq. (1.44), one can show that

T±Γi = Γi+2T∓, 0 ≤ i ≤ 2N − 3 , T±Γ2N−2 = ±Γ0T∓Z2 , T±Γ2N−1 = ±Γ1T∓Z2 . (1.45)

Using the mode decompositions in Eq. (1.33) and Eq. (1.35), and the fact that zN = −1,

βN = 1, one has [9]

T±c
†
z

1∓ Z

2
= zc†zT∓

1∓ Z

2
, T±c

†
β

1± Z

2
= βc†βT∓

1± Z

2
. (1.46)

As such, when acting on the states Eq. (1.37) and Eq. (1.38), by moving the T± all the

way to the right using Eq. (1.46), one has

T+

2k∏
i=1

c†zi |ΩNS⟩ =

(
2k∏
i=1

zic
†
zi

)
T+|ΩNS⟩ , (1.47)

T+

2k′+1∏
i=1

c†βi
|ΩR⟩ =

(
2k′+1∏
i=1

βic
†
βi

)
T−|ΩR⟩ . (1.48)

However, since the |ΩNS⟩ and |ΩR⟩ are the absolute ground states of H and H ′, they must

be invariant under T+ and T− up to two phases

T+|ΩNS⟩ = eiθ+ |ΩNS⟩ , T−|ΩR⟩ = eiθ− |ΩR⟩ . (1.49)
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As such, the eigensystem Eq. (1.37) and Eq. (1.38) are indeed eigenstates of the spatial

translation T+. Moreover, since we have chosen T− = −σz0T+, one can write

e−i(θ+−θ−)⟨ΩR|ΩNS⟩ = ⟨ΩR|T−T−1
+ |ΩNS⟩ = −⟨ΩR|σz0 |ΩNS⟩ . (1.50)

As such, when ⟨ΩR|ΩNS⟩ ̸= 0, due to the reality property, the phase difference e−i(θ+−θ−)

must be ±1 and is an absolute quantity independent of the state normalization. Latter we

will show explicitly using the overlapping matrix vzβ define in Eq. (2.20) that ei(θ+−θ−) = 1.

Equivalently, the left continuity at h = 1 and the absence of discontinuities when h ∈ [0, 1)

allows ei(θ+−θ−) to be computed by the h = 0 version, which is clearly 1. Indeed, when

h = 0, H = H ′, and the absolute ground state is a trivial “all-down state”.

1.3 Square-root products and form-factors at finite N

The major focus of the paper is on the matrix elements of the spin-operator between the

fermionic states. Due to the property under spatial translations discussed at the end of

the previous subsection, it is sufficient to locate the spin operator at the starting point of

the fermionization

σx0 = Γ0 =
i√
N

∑
z∈S−

(c†z − cz) =
i√
N

∑
β∈S+

(c†β − cβ) . (1.51)

We will show latter that the ground state overlap ⟨ΩR|ΩNS⟩ is non-vanishing and ap-

proaches to 0 slowly as O(N− 1
4 ) when N → ∞. Since both |ΩNS⟩ and |ΩR⟩ can be purely

real, it is our freedom to choose the signs of the two states such that ⟨ΩR|ΩNS⟩ > 0. The

sign rescaling will not change the matrix elements for all the Z2-even operators. In terms

of the ground state overlap, it is more convenient to define the rescaled spin operator

σ̂ =
σx0

⟨ΩR|ΩNS⟩
. (1.52)

The matrix elements which we will compute are (products are all from left to right)

⟨ΩR|
2k+1∏
i=1

cβi
σ̂

2l∏
j=1

c†zj |ΩNS⟩ ≡ (−1)lM2k+1,2l({βi}; {zj}) . (1.53)

The advantages of using the rescaled spin operator are two folds. First, computation of

the rescaled form factors is naturally separated from the computation of the ground-state

overlap in our algorithm. Second, it is the rescaled form-factors that allow finite-volume

scaling limit, defined as

N → ∞, β → 1, N(β − 1) → 2πi× n , n ∈ Z , (1.54)

N → ∞, z → 1, N(z − 1) → 2πi×m , m ∈ Z +
1

2
. (1.55)
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Clearly, the numbers n ∈ Z and m ∈ Z + 1
2 correspond to the quantization levels on

a cylinder. The vacuum overlap, on the other hand, approaches to zero at a power-law

exactly specified by the scaling dimension of the spin operator. We will show that∣∣∣∣⟨ΩR|ΩNS⟩
∣∣∣∣2 = (2π

N

) 1
4

G

(
1

2

)
G

(
3

2

)
exp

(
−π2

384N2
+

7π4

92160N4
+O

(
π6

N6

))
, (1.56)

where G(Z) is the Barnes-G function. The constant (2π)
1
4G(12)G(

3
2) will ensure that the

rescaled corrector can be matched back to the infinite-volume version, at distances that are

much larger than 1, but much smaller than N . This is similar to the connecting property

of the infinite-volume massive scaling functions [15]. One major difference is: instead of

appearing in the short distance expansion of the scaling function, the constant G(12)G(
3
2)

moves to the ground state overlap, a quantity that resembles more the spontaneous mag-

netization in the infinite volume version. In fact, we will show that∣∣∣∣⟨ΩR|c1σx0 |ΩNS⟩
∣∣∣∣ = ∣∣∣∣⟨ΩR|ΩNS⟩

∣∣∣∣ . (1.57)

As such, Eq. (1.56) is also a statement concerning the more standard one-point function of

the spin-operator.

For the convenience of readers, below we provide a result list for all the computed

form-factors. The results at a generic N are given by Eq. (1.78), and their scaling limits

are in Eq. (1.106), Eq. (1.107). It turns out that certain square-root products and their

relations are crucial in all the stages of the derivation and appear also in the final results, so

we decide to interlude for a while, by first introducing all the required square-root products.

In our algorithm, they will be naturally generated after inverting certain Cauchy matrices

and performing further summations. For β ∈ S+, one needs two products

p(β) =

∏
β′∈S+

(
√
β +

√
β′)∏

z′∈S−(
√
β +

√
z′)

, (1.58)

q(β) =

∏
z′∈S−

(
√
β −

√
z′)∏

β′∈S+,β′ ̸=β(
√
β −

√
β′)

, (1.59)

and similarly for z ∈ S−

p(z) =

∏
β′∈S+

(
√
z +

√
β′)∏

z′∈S−(
√
z +

√
z′)

, (1.60)

q(z) =

∏
z′∈S−, z′ ̸=z(

√
z −

√
z′)∏

β′∈S+
(
√
z −

√
β′)

. (1.61)

In these products, we use
√
1 = 1. They satisfy the simple relations

q(β) =

√
β

N
p(β) , q(z) =

N√
z
p(z) , (1.62)
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which allows to use only the products p(β) and p(z) in the final results. To show this

relation, we introduce the 2N -th roots of unity3

S2N
± = {ζ; ζ2N = ±1} . (1.63)

They can be expressed as unions of ±
√
z, ±

√
β of elements in S±

S2N
− = {

√
z; z ∈ S−} ∪ {−

√
z; z ∈ S−} , (1.64)

S2N
+ = {

√
β;β ∈ S+} ∪ {−

√
β;β ∈ S+} , (1.65)

where we use
√
1 = 1 . By expanding the logarithms, it is not hard to show the following

∑
ζ∈S2N

+ , ζ ̸=
√
β

ln

(
1− ζ√

β

)
= lim

λ→1−

∑
ζ∈S2N

+ , ζ ̸=1

ln (1− λζ) = ln(2N) , (1.66)

∑
ζ∈S2N

−

ln

(
1− ζ√

β

)
= lim

λ→1−

∞∑
k=1

(−1)k−1λ2Nk

k
= ln 2 , (1.67)

and similar for sums with
√
z in the denominators. As such, we can write

p(β)

q(β)
=

∏
ζ∈S2N

+ , ζ ̸=
√
β(
√
β − ζ)∏

ζ∈S2N
−

(
√
β − ζ)

=
2N

2
√
β

=
N√
β
, (1.68)

p(z)

q(z)
=

∏
ζ∈S2N

+
(
√
z − ζ)∏

ζ∈S2N
− , ζ ̸=

√
z(
√
z − ζ)

=
2
√
z

2N
=

√
z

N
, (1.69)

proving the desired relations. We can combine the above with the product formula Eq. (1.5)

to derive closed expressions at β = 1. In fact, Eq. (1.5) implies that

p(1)q(1)

2
=
i+ 1

i− 1
= −i . (1.70)

As such, to obtain p(1) it remains to know its phase. However, using the paring relation

in S±, and using the fact that in the (0, 2π) branch one has
√
z−1 = − 1√

z
, for any pair

appearing in the product, one has the following contribution with α > 0

(1 + e
iα
2 )(1− e−

iα
2 ) = 2i sin

α

2
. (1.71)

Since α > 0, p(1) is then a positive number multiplying

(1 + i)(i)
N−2

2 (−i)
N
2 = 1− i . (1.72)

3They are the momenta sets one could encounter, if one decide to treat even and odd sites equally when
diagonalizing the rotations. But then, the pairing between the positive and negative energies restrict the
excitation momenta to the upper half plane, which are essentially the square-roots of elements in S±.
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Combing all above, one obtains the exact values

p(1) =
√
N(1− i), q(1) =

1√
N

(1− i) . (1.73)

They will be used latter throughout the derivation, in particular, to show a crucial matrix

is invertible. On the other hand, for β ̸= 1, no such simple formulas can be derived for

the p function. From the perspective of the S2N
± circles, this is because all the products

are restricted to the upper half-plane. But for both S+ and S−, the p function can still be

simplified into a single integral representation. What one need are the following

p(Z) = exp

(
Γ̂N (Z)− 1

2
ln

(
1− 1√

Z

)
+

1

2
ln

(
1 +

1√
Z

))
, (1.74)

Γ̂N (Z) = −i
(√

Z − 1√
Z

)∫ 1

0

dt

2π
√
t

1 + t

(1−Zt)(1−Z−1t)
ln

1− tN

1 + tN
, (1.75)

where Z can be both β ∈ S+∧β ̸= 1 and z ∈ S−. In the expression, the logarithm is define

with the principal branch. The function Γ̂N (β) and Γ̂N (z) are purely real when β, z ∈ S±,

and allow analytic continuation to the whole complex plane, with a power-law bound at

infinity, and a branch cut along the positive real axis.

Given all the square-root products. we now list the form factors. To further simplify

the expressions, we introduce the following dressing functions

d(β) =

√
β√
N

p̂(β)

1 +
√
β
, p̂(β) = p(β)(1 + iδβ,1) , d(1) = 1 , (1.76)

d(z) =
1√

N(
√
z − 1)p(z)

. (1.77)

In terms of the dressing functions, the form factors define in Eq. (1.53) read

M2k+1,2l({βi}; {zj}) = ik+l+1
∏
i<i′

√
βi −

√
βj√

βi
√
βj − 1

∏
i,j

√
βi
√
zj − 1

√
βi −

√
zj

∏
j<j′

√
zj −

√
zj′

√
zj
√
zj′ − 1

×
2k+1∏
i=1

d(βi)

2l∏
j=1

d(zj) . (1.78)

Notice that within {βi} there can be only one β = 1, and all the denominators are well

defined. This is the first major result of the work. Furthermore, in terms of the Γ̂N

function, the ground state overlap has a simple representation

∣∣∣∣⟨ΩR|ΩNS⟩
∣∣∣∣2 = ( 2

N

) 1
4

exp

1

2

∑
z∈S−

Γ̂N (z)− 1

2

∑
β∈S+, β ̸=1

Γ̂N (β)

 , (1.79)

≡
(

2

N

) 1
4

exp

(∫ 1

0
dt
(1−

√
t)(tN +

√
t)

(1 +
√
t)2 (tN + 1)

1

2t ln t

)
. (1.80)
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Notice in Eq. (1.80), the integrand has a ln t in the denominator. It is this logarithm that

generates the Barnes-G functions in the large N asymptotics Eq. (1.56).

Here we prove the integral representation for p(β), p(z) given in Eq. (1.74) and

Eq. (1.75). We first consider the sum with β ∈ S+ ∧ β ̸= 1

SL+(β) =
∑

β′∈S+, β′ ̸=1

ln

(
1 +

√
β′√
β

)
. (1.81)

Here, the logarithm is in the principal branch and all the square roots are in the (0, 2π)

branch. As an analytic function of β′, there is a branch cut singularity along the positive

real axis, but no other singularities when β′ is away from the positive real axis. As such,

one can introduce the following contour representation

SL+(β) =

∮
C+

dw

2πiw

N

wN − 1
ln

(
1 +

√
w√
β

)
. (1.82)

The contour C+ is a union of four segments

C+ =

{
0.9eiθ,− π

N
≤ θ ≤ π

N

}⋃{
1.1eiθ,− π

N
≤ θ ≤ π

N

}
⋃{

re
iπ
N , 0.9 ≤ r ≤ 1.1

}⋃{
re

−iπ
N , 0.9 ≤ r ≤ 1.1

}
. (1.83)

It encircles all the zeros of wN − 1 = 0 counter-clockwisely, except w = 1. Now, we deform

the contour to the branch cut along the positive real axis. The decay at infinity and around

w = 0 are guaranteed, but the w = 1 pole of the wN − 1 needs to be taken care of. Since

the upper and lower limits of the logarithm are continuous at w = 1, one simply needs to

pick up half of the upper and lower residues

SL+(β) = PV

∫ ∞

0

dt

2πit

N

tN − 1
ln

(
1 +

√
t√
β

)
− PV

∫ ∞

0

dt

2πit

N

tN − 1
ln

(
1−

√
t√
β

)
− 1

2
ln

(
1− 1√

β

)
− 1

2
ln

(
1 +

1√
β

)
, (1.84)

where
√
t > 0, and the last line is due to the half residues. The PV are for the singularity

at t = 1. We further simplify the two integrals by splitting the domain into the (0, 1) and

(1,∞), and then change the variable according to t → t−1 in the (1,∞) part. This leads

to

PV

∫ ∞

0

dt

2πit

N

tN − 1
ln

(
1±

√
t√
β

)
= −N

∫ 1

0

dt

2πit
ln

(
1±

√
t√
β

)
+

∫ 1

0

dt

2πi

NtN−1

tN − 1

(
ln

(
1±

√
t√
β

)
− ln

(
1± 1√

t
√
β

))
. (1.85)
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We now use the fact that

d

dt
ln(1− tN ) =

NtN−1

tN − 1
, (1.86)

and partial integrate. After simplifying the resulting integrands, one obtains

SL+(β) =

(√
β − 1√

β

)∫ 1

0

dt

2πi
√
t

1 + t

(1− βt)(1− β̄t)
ln(1− tN )− 1

2
ln

(
1− 1√

β

)
− 1

2
ln

(
1 +

1√
β

)
−N

∫ 1

0

dt

2πit
ln

(
1 +

√
t√
β

)
+N

∫ 1

0

dt

2πit
ln

(
1−

√
t√
β

)
. (1.87)

Similarly, for the sum (β ∈ S+ ∧ β ̸= 1)

SL−(β) =
∑
z∈S−

ln

(
1 +

√
z√
β

)
, (1.88)

we can write it as

SL−(β) =

∫ ∞

0

dt

2πit

−N
tN + 1

(
ln

(
1 +

√
t√
β

)
− ln

(
1−

√
t√
β

))
. (1.89)

Again split the domain and change t to t−1 in the (1,∞) part, one has

SL−(β) = −N
∫ 1

0

dt

2πit
ln

(
1 +

√
t√
β

)
+N

∫ 1

0

dt

2πit
ln

(
1−

√
t√
β

)
+

∫ 1

0

dt

2πi

NtN−1

tN + 1

(
ln

(
1 +

√
t√
β

)
− ln

(
1 +

1√
t
√
β

)
−
(√

β → −
√
β
))

. (1.90)

Using

d

dt
ln(1 + tN ) =

NtN−1

1 + tN
, (1.91)

and partial integrate again, one has

SL−(β) =

(√
β − 1√

β

)∫ 1

0

dt

2πi
√
t

1 + t

(1− βt)(1− β̄t)
ln(1 + tN )

−N

∫ 1

0

dt

2πit
ln

(
1 +

√
t√
β

)
+N

∫ 1

0

dt

2πit
ln

(
1−

√
t√
β

)
. (1.92)

Now, combining the Eq. (1.87), Eq. (1.92) with the definitions Eq. (1.58) and Eq. (1.75),

one obtains

p(β) = exp

(
SL+(β)− SL−(β) + ln

(
1 +

1√
β

))
= exp

(
Γ̂N (β)− 1

2
ln

(
1− 1√

β

)
+

1

2
ln

(
1 +

1√
β

))
, (1.93)
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which is the desired Eq. (1.74) for Z = β. Notice that the extra ln(1 + 1√
β
) is due to the

β′ = 1 term in the Eq. (1.58). The case for Z = z ∈ S− can be established exactly the

same way.

1.4 Scaling limits of the form factors

The integral representations allows to take the scaling limit of the form factors. The

crucical quantity is the function Γ̂N (Z) defined in Eq. (1.75). To obtain its scaling limit,

one changes the variable as t→ e−
t
N , leading to (α ∈ R ̸=0)

Γ̂N (ei
α
N ) = sin

|α|
2N

∫ ∞

0

e−
t

2N

πN
ln

1− e−t

1 + e−t

1 + e
−t
N

(1− e
iα−t
N )(1− e

−iα−t
N )

dt

→
∫ ∞

0

dt

π

|α|
t2 + α2

ln
1− e−t

1 + e−t
− π|α|

96N2
+O

(
π|α|3

N4

)
. (1.94)

Clearly, this is because that when Z − 1 = O(N−1), the integral in Eq. (1.75) receives

the largest contribution only in the scaling region when t− 1 = O(N−1). Here the crucial

integral is

b(α) =

∫ ∞

0

dt

π

α

t2 + α2
ln

1− e−t

1 + e−t
≡ ln

√
α+ ln

Γ
(

α
2π + 1

2

)
√
2πΓ( α

2π + 1)
, α > 0 . (1.95)

This is a combination of the Binet’s second integral and its generalization by Hermite [16,

17]. To convince oneself this non-trivial formula, one can use the following Barnes repre-

sentation

b(α) = −
∫
0<Re(u)<1

du

2πi

(
1− 1

2u+1

)
Γ(u)ζ(u+ 1)

cos πu
2

α−u , (1.96)

which allows to compute the small α expansion of b(α) and compare with that of the Γ

function ratios. Notice that throughout this work, the contours for such Barnes integrals

are always along the imaginary direction from Re(u)− i∞ to Re(u) + i∞.

Given the scaling limit of the Γ̂N , the scaling limits of the dressing functions d(β) and

d(z) naturally follow. Here we introduce the following dressing function in the scaling limit

τ(n) =
Γ(n+ 1

2)√
2πΓ(n+ 1)

, (1.97)

and further separate the non-zero quantization levels in the scaling limit to the left (L)

and right (R) sectors

L : β+n = ei
2πn
N ; R : β−n = e−i 2πn

N , n ∈ Z≥1 , (1.98)

L : z+m = ei
2πm
N ; R : z−m = e−i 2πm

N , m ∈ Z≥0 +
1

2
. (1.99)
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Then, the dressing function approaches the following limit

d(β+n ) → e−
iπ
4 τ(n) , d(β−n ) → ei

π
4 τ(n) , (1.100)

d(z+m) → e−iπ
4 τ

(
m− 1

2

)
, d(z−m) → −ei

π
4 τ

(
m− 1

2

)
. (1.101)

Notice that at the zero momentum, d(1) = 1 is a constant. In term of the above, the form

factors in the scaling limit can be further simplified.

To present the results, we first clarify the conventions we used in the scaling limit. In

all the matrix elements, we label the creation and annihilation operators from the left to the

right. On each sides of the spin operator, the plus momenta (L) are always placed left to all

the minus momenta (R). Without zero mode, we use the integer sequence (nL, nR;mL,mR)

in the subscript of the matrix element to denote that there are nL β
+s, nR β

−s, andmL z
+s,

mR z−s. And (0, nL, nR;nL, nR) denotes that in addition there is a zero mode c1, which

is always placed next to the ⟨ΩR|. The quantization levels for these modes are collected

by four ordered sets NL, NR,ML,MR, where NL, NR consist of positive integers, and ML,

MR consist of positive half integers. To summarize, in the scaling limit, the momenta in

the matrix elements are collected by the following ordered sets

{βi}(NL,NR) = {β+n , n ∈ NL}
⋃

{β−n , n ∈ NR} ; |NL| = nL, |NR| = nR , (1.102)

{zj}(ML,MR) = {z+m,m ∈ML}
⋃

{z−m,m ∈MR} ; |ML| = mL, |MR| = mR , (1.103)

{βi}(0,NL,NR) = {1}
⋃

{βi}(NL,NR) , (1.104)

where the orderings are always from the left to the right, and |A| denotes the size of the

set A. To present the scaling limit, we further introduce the following products

D(N) =
∏
n∈N

τ(n) , D(M) =
∏

m∈M
τ

(
m− 1

2

)
, Π(N,M) =

∏
n∈N,m∈M

n+m

n−m
,

Π(N) =
∏

ni,nj∈N, i<j

ni − nj
ni + nj

, Π(M) =
∏

mi,mj∈M, i<j

mi −mj

mi +mj
, (1.105)

where N is a set positive integers, and M is a set of positive half integers. A product

equals to 1 when one or both of the sets appearing in the product are empty. In terms of

the products, scaling limits of the matrix elements without zero mode are given by

MnL+nR; mL+mR (NL, NR;ML,MR) = ZnL,nR;mL,mRD(NL)D(NR)D(ML)D(MR)

×Π(NL)Π(NR)Π(ML)Π(MR)Π(NL,ML)Π(NR,MR) , (1.106)

and with a zero mode one has

MnL+nR+1; mL+mR (0, NL, NR;ML,MR) = Z0,nL,nR;mL,mRD(NL)D(NR)D(ML)D(MR)

×Π(NL)Π(NR)Π(ML)Π(MR)Π(NL,ML)Π(NR,MR) . (1.107)
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In Eq. (1.106), the excitation numbers are subjected to the restriction nL+nR = 1 mod 2,

mL +mR = 0 mod 2. And in Eq. (1.107) one has nL + nR = 0 mod 2, mL +mR = 0

mod 2. The phase factors depend only on the even-odd parities of these excitation numbers.

If we use + to denote the even parity, and − to denote the odd parity, then the phase factors

read

Z−,+;+,+ = Z+,−;−,− = ei
π
4 ; Z−,+;−,− = −Z+,−;+,+ = e−iπ

4 ,

Z0,+,+;+,+ = Z0,−,−;−,− = i Z0,−,−;+,+ = −Z0,+,+;−,− = 1 . (1.108)

To obtain the phase factors, one simply notice that in the scaling limit, the two particle

functions in the R sector simplifies as (formulas with in the NS sector are similar)

√
βσn −

√
βσn′√

βσn
√
βσn′ − 1

→ σ
n− n′

n+ n′
,

√
βσn −

√
β−σ
n′√

βσn

√
β−σ
n′ − 1

→ −σ , σ = ± . (1.109)

Between the two sectors, instead one has√
βσn

√
zσm − 1√

βσn −
√
zσm

→ σ
n+m

n−m
,

√
βσn
√
z−σ
m − 1√

βσn −
√
z−σ
m

→ −σ . (1.110)

For the two particle functions involving β = 1, simply notice that in our ordering they

all become −1. Collecting all the −1 and the e±
iπ
4 factors leads to the final expressions

Eq. (1.108) for the phase factors. The explicit expressions Eq. (1.106), Eq. (1.107) and

Eq. (1.108) for the form factors in the scaling limit are the second major result of the

paper. They provide explicit formulas for the CFT matrix elements computed recursively

in [1]. Notice that all the form factors in the scaling limit are rational numbers in our

convention, due to the overall e±
iπ
4 in the phase factors.

Given the matrix elements in the fermionic basis, one can establish form factor expan-

sions for the (re-scaled) multi-point correlators. We will show in Sec. 2.4 that the form

factor expansion of the two-point correlator in the NS ground state can be summed into a

product of two Fredholm determinants of the form Eq. (0.1) given in the abstract, one for

the left sector, another for the right sector. Assuming the identity det(1+K) = (1−w)−
1
8

checked up to w30 in the small-w expansion, this leads exactly to the standard CFT 2pt

on a cylinder. This is another major result of the work.

2 Derivation of the main results

After introducing all the main results, in this section we derive the results presented in

the previous sections. The overall strategy is similar to [18, 19]4, but the way of solving

the matrix equation is different. Rather than using the Wiener-Hopf trick suitable for the

infinite-volume limit, our approach is based on the near-Cauchy property of the W , W ′

4This strategy is essentially equivalent to that of [9], but allows to avoid the explicit Gaussian wave
functions of the ground states.
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matrices given below in Eq. (2.17), which is a special property of the critical model and

allows explicit expressions at finite N .

Our derivation can be separated into three stages. First, we derive the crucial over-

lapping matrices between the NS and R ground states. There are three types of them

⟨ΩR|cβcβ′ |ΩNS⟩
⟨ΩR|ΩNS⟩

= u(β, β′) , (2.1)

⟨ΩR|c†zc†z′ |ΩNS⟩
⟨ΩR|ΩNS⟩

= u(z, z′) , (2.2)

⟨ΩR|cβc†z|ΩNS⟩
⟨ΩR|ΩNS⟩

= u(β, z) . (2.3)

Since both of the |ΩR⟩ and |ΩNS⟩ are gaussian-type ground states of fermionic quadratic

forms defined in terms of the same set of fermionic operator, multi-point correlators between

the two states are all generated by the overlapping matrices through Wick-contractions [20].

In particular, since the σx0 = Γ0 is also a fermionic operator, correlators with σ can also be

obtained from Wick contractions. It turns out that it is more convenient to introduce the

following matrices

gβ,β′ = u(β, β̄′), ĝz,z′(z, z
′) = u(z, z̄′) , vzβ = u(β, z) . (2.4)

In terms of which, one has the following contractions with Γ0

⟨cβΓ0⟩ =
i√
N

1−
∑
β′

gββ′

 , (2.5)

⟨Γ0c
†
z⟩ =

i√
N

(
−1 +

∑
z′

ĝz′z̄

)
, (2.6)

where we have used the mode decompositions in Eq. (1.33) and Eq. (1.35). As such, given

the overlapping matrices, in the second stage we perform the Wick contraction to obtain

the result Eq. (1.78) of the form factors. Finally, in the third stage, we derive the Eq. (1.79)

for the ground state overlap |⟨ΩR|ΩNS⟩| as an application of the form factors we derived.

For notation simplicity, below we will use following notation for the average

⟨O⟩ ≡ ⟨ΩR|O|ΩNS⟩
⟨ΩR|ΩNS⟩

, (2.7)

where O can be a generic operator.

To proceed, we first derive the equations satisfied by the matrices g, ĝ, v in Eq. (2.4).

For this, we first notice that the formula

N−1∑
i=0

(β/z)i ≡ 2

1− β
z

, β ∈ S+, z ∈ S− , (2.8)

– 18 –



allows to convert between cz and cβ

c†z − cz̄ =
2

N

∑
β∈S+

c†β − cβ̄

1− β
z

(2.9)

c†z + cz̄ =
2

N

∑
β∈S+

c†β + cβ̄

1− β
z

C(z)

C(β)
. (2.10)

Similarly, one can also express cβ, c
†
β in terms of cz, c

†
z as

c†β − cβ̄ =
2

N

∑
z∈S−

c†z − cz̄
1− z

β

, (2.11)

c†β + cβ̄ =
2

N

∑
z∈S−

c†z + cz̄
1− z

β

C(β)

C(z)
. (2.12)

To show the above, we start from the mode decompositions Eq. (1.35) and Eq. (1.36). We

can use the relations Eq. (1.24), Eq. (1.25) and Eq. (1.29), or equivalently, the standard

summation formula

N−1∑
i=0

(zz̄′)i = Nδzz′ , z, z
′ ∈ S− , (2.13)

and the relation C(z)C(z̄) = C(β)C(β̄) = 1 to express cz or cβ in terms of Γis

c†z − cz̄ =
1

i
√
N

N−1∑
i=0

Γ2iz
−i , c†z + cz̄ = − 1√

N

N−1∑
i=0

Γ2i+1C(z)z
−i . (2.14)

Then, we express Γi in terms of cβ, c
†
β using Eq. (1.33), Eq. (1.34) and use the sum rule

Eq. (2.8) to simplify the results.

Knowing the conversion rules, we now consider the following identity [18]

⟨ΩR|cβcz̄|ΩNS⟩ ≡ 0 . (2.15)

Now, express the cz̄ using cβ and c†β, and then move the c†βs to the left, one obtains

∑
β′∈S+

⟨ΩR|cβcβ̄′ |ΩNS⟩
C(β̄′) + C(z̄)

β′ − z
= −

C
(
β̄
)
− C(z̄)

β − z
⟨ΩR|ΩNS⟩ . (2.16)

At this stage, it is time to introduce the following N ×N matrices

W =Wβz =
φ(β) + φ(z)

β − z
, W ′ =W ′

βz = −φ(β)− φ(z)

β − z
, (2.17)

where C(z̄) = −iφ(z). Here we show that, if W is invertible, then the ground state
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overlap ⟨ΩR|ΩNS⟩ must be non-vanishing. Assume the opposite, then from Eq. (2.16), the

overlapping matrix with two cβs must be identical to zero. Then, using the same trick for

⟨ΩR|cβ1cβ2cβ3cz̄|ΩNS⟩ = 0 , (2.18)

and move the c†βs in cz̄ to the left, one can show that all the ⟨ΩR|cβ1cβ2cβ3cβ4 |ΩNS⟩ are also
zero. Recursively5, this implies that all the matrix elements ⟨ΩR|cβ1cβ2cβ3 ...cβ2n |ΩNS⟩ are
zero. But this is impossible, because c†β1

c†β2
...c†βn

|ΩR⟩ is a complete set of orthogonal basis

of the full 2N dimensional Hilbert space, and vanishing of all the ⟨ΩR|cβ1cβ2cβ3 ...cβ2n |ΩNS⟩
(odd numbers naturally vanish due to the charge condition) would imply that |ΩNS⟩ ≡ 0.

We will show below that W is indeed invertible. As such, by dividing the ⟨ΩR|ΩNS⟩ on

the two sides of Eq. (2.16) one obtains the matrix equation

gW =W ′ → g =W ′W−1 , (2.19)

where g is defined in Eq. (2.4). Similarly, we can use Eq. (2.12) in the relations ⟨c†βc
†
z⟩ = 0

and ⟨cβ′c†β⟩ = δβ′β to derive the following equations

ĝ = −W−1W ′ , vzβ = (W−1)zβ
Nφβ

β
, (2.20)

where ĝ and v are defined also in Eq. (2.4). The Eq. (2.19) and Eq. (2.20) will be the

starting point of the following discussions.

2.1 Inversion and summation

Up to now, the discussions are very general and applies to the Ising chain in the whole

disordered region, with the h-dependent φ functions in Eq. (1.27). At the critical point,

however, there is a major simplification: the matrices W and W ′ are nearly Cauchy, up to

rank-one perturbations. This allows to obtain explicit product formulas at a generic N .

Indeed, using the fact that φ(z) =
√
z when z ̸= 1, and φ(1) = i, it is easy to see that

one has

Wβz =

√
β +

√
z

β − z
+ δβ1

i− 1

1− z
≡ 1√

β −
√
z
+ |0⟩β⟨v|z , (2.21)

W ′
βz = −

√
β −

√
z

β − z
− δβ1

i− 1

1− z
≡ 1

−
√
β −

√
z
− |0⟩β⟨v|z , (2.22)

where |0⟩ and |v⟩ are following vectors

|0⟩β = δβ,1 , ⟨v|z = |v⟩z = vz =
i− 1

1− z
=
i− 1

2

(
1

1−
√
z
− 1

−1−
√
z

)
. (2.23)

5This method can also be used to prove the Wick theorem in the current context, as it leads to a recursive
relation for Pfaffians [18].
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Notice that no complex conjugation was performed here, ⟨v| = vT means the transpose of

v. As such, we can introduce the following Cauchy matrices

Tβz =
1√

β −
√
z
, Hβz =

1

−
√
β −

√
z
, (2.24)

in terms of which one has

W = T + |0⟩⟨v| , W ′ = H − |0⟩⟨v| , vz =
i− 1

2
(T1z −H1z) . (2.25)

As a Cauchy matrix, T is clearly invertible, as the elements labeling the columns and rows

are non-coinciding. Using the explicit product formula for its inverse, one has

T−1
zβ =

1√
β −

√
z

∏
z′∈S−

(
√
β −

√
z′)
∏

β′∈S+
(−

√
z +

√
β′)∏

β′∈S+,β′ ̸=β(
√
β −

√
β′)
∏

z′∈S−,z′ ̸=z(−
√
z +

√
z′)

= − 1√
β −

√
z

q(β)

q(z)
= − 1

N2

√
β
√
z√

β −
√
z

p(β)

p(z)
. (2.26)

As promised, the square-root products q defined in Eq. (1.60), Eq. (1.61) appear, and we

have used the relation Eq. (1.62) to express them in terms of p(β) and p(z) defined in

Eq. (1.58), Eq. (1.59).

To proceed further, we need the following summation formula

∑
i,j

1

η + yj

(
1

xi + yj

)−1

ji

1

xi + ζ
=

1

η + ζ
− 1

η + ζ

∏
i(η − xi)

∏
j(ζ − yj)∏

j(η + yj)
∏

i(ζ + xi)
, (2.27)

where η /∈ {−yj}j and ζ /∈ {−xi}i are two extra numbers. This formula can be obtained

from the standard inversion formula for Cauchy matrices by enlarging the original matrix

(xi + yj)
−1 with one extra column and row, with two elements η, ζ, and express its inverse

at the ζ, η location in two different ways. By taking limits on η and ζ, this formula allows

to compute all the summations required by this work into products. We first consider the

product HT−1. This quantity is also required in

(vTT−1)β =
i− 1

2

(
δβ1 − (HT−1)1β

)
, (2.28)

⟨v|T−1|0⟩ = vz(T
−1)z1 =

i− 1

2

(
1− (HT−1)11

)
. (2.29)

In Eq. (2.27), using η = −
√
β and send ζ → −

√
β′, by comparing the residues one obtains

the following

(HT−1)ββ′ = − 1√
β +

√
β′
p(β)q(β′) = − 1

N

√
β′√

β +
√
β′
p(β)p(β′) , (2.30)

where the square root products appear again. Given the above, the invertibility of W can

– 21 –



be addressed. From Eq. (2.25), it is easy to show that

detW = (1 + ⟨v|T−1|0⟩)× detT , (2.31)

since T is invertible. From the Eq. (2.29), Eq. (2.30) and Eq. (1.70), one has

1 + ⟨v|T−1|0⟩ = 1 +
i− 1

2
+
i− 1

4
p(1)q(1) = 1 + i ̸= 0 . (2.32)

This crucial identity shows that W is indeed invertible, justifying the overall strategy.

Knowing that W is invertible, we proceed to compute all the overlapping matrices.

First, for the v, one needs

W−1 = T−1 − 1

1 + ⟨v|T−1|0⟩
T−1|0⟩⟨v|T−1 . (2.33)

Given W−1, we can also compute

W ′W−1 = HT−1 − 1

1 + ⟨v|T−1|0⟩
(|0⟩+HT−1|0⟩)⟨v|T−1 , (2.34)

and

W−1W ′ = T−1H − 1

1 + ⟨v|T−1|0⟩
T−1|0⟩

(
⟨v|+ ⟨v|T−1H

)
. (2.35)

In the above, T−1, HT−1 , vTT−1 and ⟨v|T−1|0⟩ are already known. To finish derivation,

it remains to compute the T−1H and ⟨v|T−1H. The former can be computed similar as

HT−1, while for the latter, one needs to use the sum-rule Eq. (2.27) with both ζ and η.

The results read

(T−1H)zz′ =
1

N

√
z

√
z +

√
z′

1

p(z)p(z′)
, (2.36)

vz + (vTT−1H)z = − i− 1

2

p(1)

(
√
z − 1)p(z)

. (2.37)

We now have all the ingredients to obtain the final results for the g, ĝ and v defined in

Eq. (2.4).

We first present the results of g. For β, β′ ̸= 1 one has,

gββ′ =
(
W ′W−1

)
ββ′

= − p(β)q(β′)√
β +

√
β′

− i− 1

2(1 + i)

(
δβ,1 −

p(β)q(1)√
β + 1

)(
δβ′,1 +

p(1)q(β′)√
β′ + 1

)
= −

√
β′p(β)p(β′)(1 +

√
β
√
β′)

N(1 +
√
β)(1 +

√
β′)(

√
β +

√
β′)

, β, β′ ̸= 1 , (2.38)

where we have used the relations p(1) = (1 − i)
√
N , q(1) = (1 − i) 1√

N
. With one zero
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mode, one has

g1,β = −
√
βp(β)√

N(1 +
√
β)

, gβ,1 = i
p(β)√

N(1 +
√
β)

. (2.39)

And g11 = 0. We now need the following property for β ∈ S+, β ̸= 1

p
(
β̄
)
= −i

√
β − 1√
β + 1

p(β) , (2.40)

which follows from the representation Eq. (1.74) and the fact that Γ̂N (Z) = Γ̂(Z̄) when

Z ∈ S±. Using this relation, we obtain the desired overlapping matrix in Eq. (2.1)

⟨cβcβ′⟩ = u(β, β′) = gββ̄′ =
i

N

p̂(β)p̂(β′)

(1 +
√
β)(1 +

√
β′)

√
β −

√
β′√

β
√
β′ − 1

, (2.41)

p̂(β) = (1 + iδβ,1)p(β) , p̂(1) = 2
√
N . (2.42)

As expected, it is manifestly skew-symmetric. Similarly, one obtains the other two over-

lapping matrices defined in Eq. (2.2) and Eq. (2.3). For the ĝ, one has

ĝz,z′ = − 1

N

√
z

√
z +

√
z′

1

p(z)p(z′)
− 1

N

√
z

(
√
z − 1)(

√
z′ − 1)p(z)p(z′)

= −
√
z(
√
z
√
z′ + 1)

Np(z)p(z′)(
√
z − 1)(

√
z′ − 1)(

√
z +

√
z′)

, (2.43)

leading to the skew-symmetric expression

⟨c†zc
†
z′⟩ = u(z, z′) = − i

N

√
z
√
z′

p(z)p(z′)(
√
z − 1)(

√
z′ − 1)

√
z −

√
z′

√
z
√
z′ − 1

. (2.44)

Finally, for the mixed contraction, one has

⟨cβc†z⟩ = u(β, z) = − 1

N

√
zp̂(β)

p(z)(
√
z − 1)(

√
β + 1)

√
z
√
β − 1√

β −
√
z
. (2.45)

The overlapping matrices Eq. (2.41), Eq. (2.44), Eq. (2.45) are the major results of this

subsection.

We now compute the contraction between the Γ0 and the fermion operators. We start

from contractions with cβ, and write

⟨cβΓ0⟩ =
i√
N

1−
∑

β′∈S+

gββ′

 . (2.46)
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To perform the sum, one needs the following summation rule

∑
i,j

1

η + yj

(
1

xi + yj

)−1

ji

= 1−
∏

i(η − xi)∏
j(η + yj)

, (2.47)

which can be obtained from Eq. (2.27) by taking the large ζ limit. Using this, one has∑
β′∈S+

(HT−1)ββ′ = 1− p(β) ,
∑

β′∈S+

(vTT−1)β′ =
i− 1

2
p(1) . (2.48)

This way, one obtains the crucial contraction

⟨cβΓ0⟩ =
i√
N

√
βp̂(β)

1 +
√
β
. (2.49)

In particular, for β = 1, one has the simple relation for the one-point function

⟨c1Γ0⟩ =
⟨ΩR|c1σx0 |ΩNS⟩

⟨ΩR|ΩNS⟩
= i . (2.50)

Similarly, the contraction with the b†z on the right side can also be computed

⟨Γ0c
†
z⟩ =

i√
N

(
− 1 +

∑
z′∈S−

ĝz′z̄

)
=

1√
N

1√
z − 1

1

p(z)
. (2.51)

We note that the results in the subsection have been verified by numerical evaluation of

W−1W ′, W ′W−1 and W−1 at various N .

As a by-product of the overlapping matrices, we can also compute the phase difference

ei(θ+−θ−) in Eq. (1.49). Using σz0 = −iΓ0Γ1 and the mode decomposition of Γ0 in terms of

cβ, c
†
β, Γ1 in terms of cz and c†z, one has

e−i(θ+−θ−) = −⟨ΩR|iΓ0Γ1|ΩNS⟩
⟨ΩR|ΩNS⟩

= −i
∑

β∈S+,z∈S−

φ(z)(W−1)zβ
φ(β)

β
. (2.52)

All the sums can still be performed using Eq. (2.27). To obtain 1√
β
in the denominator, one

can simply set ζ = 0. However, to obtain the
√
z in the numerator, one needs to expand

at large η to the second order

1

η + yj
=

1

η
− yj
η2

+O
(

1

η3

)
. (2.53)

At the end, one finds

e−i(θ+−θ−) = 1 . (2.54)

This guarantees that there will be no extra (−1)i in the matrix elements of σxi .
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Here we comment on the i in the one-point function Eq. (2.50). As the ground states

|ΩR⟩ and |ΩNS⟩ can be chosen purely real, this sign must due to the normalization of c1
and c†1. Let’s show this. In our convention, from Eq. (2.14) one has

c1 =
i

2
√
N

N−1∑
i=0

(Γ2i + iΓ2i+1) , c
†
1 =

−i
2
√
N

N−1∑
i=0

(Γ2i − iΓ2i+1) . (2.55)

Since the ground state |ΩR⟩ is annihilated by c1, one has

⟨ΩR|c1Γ0|ΩNS⟩ =
i√
N

⟨ΩR|
N−1∑
i=0

Γ2iΓ0|ΩNS⟩ . (2.56)

Then, since it is possible to have all the Γ2i and iΓ2i+1 purely real, the one-point function

in Eq. (2.50) indeed must be purely imaginary in our convention. Clearly, this i can be

traced back to the choice u = i in Eq. (1.19). The reason of making this choice is that it

allows the mode decompositions Eq. (1.34), Eq. (1.36) of Γ2i+1 to be expressed in terms of

the Teoplitz symbol C(z) without extra is.

2.2 The Wick contraction

In this subsection, given all the three overlapping matrices in Eq. (2.41), Eq. (2.44),

Eq. (2.45), and the contraction with Γ0 in Eq. (2.49), Eq. (2.51), we perform the Wick

contraction to obtain the main result Eq. (1.78) for the form factors. As a reminder, the

matrix elements in Eq. (1.53) are defined as

M2k+1,2l({βi}, {zj}) = M2k+1,2l = (−1)l⟨
2k+1∏
i=1

cβi
σ̂

2l∏
j=1

c†zj ⟩ . (2.57)

The extra factor of (−1)l can be achieved through the redefinition

c†z → −ic†z , cz → icz , (2.58)

The advantage of this redefinition is that it makes the contractions among the two sectors

more symmetric.

To perform the contraction, for the moment it is convenient to defined the following

modified leg functions

f+(β) =
p̂(β)√

N(1 +
√
β)

=
d(β)√
β
, (2.59)

f−(z) =

√
z√

N(
√
z − 1)p(z)

=
√
zd(z) . (2.60)

It is easy to check after the operator redefinition Eq. (2.58), in every contraction contribut-

ing to the M2k+1,2l, after factorizing out a product of all the f+(β) and f−(z)s, one obtains
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a (2k + 2l + 2)× (2k + 2l + 2) Pfaffian, whose entries are given by

A(β, β′) = i

√
β −

√
β′√

β
√
β′ − 1

, A(z, z′) = i

1√
z
− 1√

z′

1√
z

1√
z′
− 1

, (2.61)

A(β, σ) = −i
√
β

0− 1
, A(σ, z) = −i

0− 1√
z

−1
, (2.62)

A(β, z) = i

√
β − 1√

z√
β 1√

z
− 1

. (2.63)

Here, A(β, σ) and A(σ, z) denote the contractions with the spin field. As such, if we

introduce the following numbers

si =
√
βi , 1 ≤ i ≤ 2k + 1 ; s2k+2 = 0 ; s2k+2+j =

1
√
zj
, 1 ≤ j ≤ 2l , (2.64)

the matrix element can be expressed as

M2k+1,2l = −ik+l+1
∏

1≤i≤2k+1

f+(βi)
∏

1≤j≤2l

f−(zj)Pfaff

(
si − sj
sisj − 1

)
1≤i,j≤2k+2l+2

. (2.65)

Here, the factor ik+l+1 is due to the is in each term of the contraction, and the overall

minus sign is due to the sign flip for contractions with the s2k+2. The crucial determinant

formula is that for n ∈ Z≥1, one has

Pfaff

(
si − sj
sisj − 1

)
1≤i,j≤2n

=
∏

1≤i<j≤2n

si − sj
sisj − 1

. (2.66)

To show this, we can change variable as

si =
ti + 1

ti − 1
,
si − sj
sisj − 1

→ ti − tj
ti + tj

, (2.67)

and then the Eq. (2.66) becomes a Cauchy-type identity. Using Eq. (2.66), the contractions

with the spin operator leads to an extra −1 sign, as well as a product of the 1√
z
s from the

NS sector, and a product of the
√
βs from the R sector. These factors compensate the

overall minus sign, and the additional factors in f±. As such, one obtains

(−1)l⟨
2k+1∏
i=1

cβi
σ̂

2l∏
j=1

c†zj ⟩ = M2k+1,2l({βi}, {zj})

= ik+l+1
∏
i<i′

√
βi −

√
βj√

βi
√
βj − 1

∏
i,j

√
βi
√
zj − 1

√
βi −

√
zj

∏
j<j′

√
zj −

√
zj′

√
zj
√
zj′ − 1

×
∏
i

d(βi)
∏
j

d(zj) . (2.68)

This exactly the desired result Eq. (1.78).
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2.3 The vacuum overlap

As an application of the form factors, in this subsection we compute the overlap ⟨ΩR|ΩNS⟩
between the two ground states and prove the Eq. (1.79). First notice that for any two zi

and zj in S−, the quantity
√
zi−

√
zj√

zi
√
zj−1 is real. As such, the following spin-spin two point

correlator (σ(τ) = eHτσx0e
−Hτ ) in the imaginary time direction can be expressed as

e−∆E(N)τ ⟨ΩR|c1σ(τ)σ(0)c†1|ΩR⟩

= |⟨ΩR|ΩNS⟩|2 ×

N
2∑

k=0

1

(2k)!

∑
zi∈S−

∏
i

|d(zi)|2e−ϵ(zi)τ
∏
i<j

( √
zi −

√
zj√

zi
√
zj − 1

)2

. (2.69)

We can introduce the following N ×N skew-symmetric matrix

Kτ (z, z
′) =

|d(z)d(z′)|(
√
z −

√
z′)

(
√
z
√
z′ − 1)

e−
ϵ(z)+ϵ(z′)

2
τ , (2.70)

then using Eq. (2.66), one has

e−∆E(N)τ ⟨ΩR|c1σ(τ)σ(0)c†1|ΩR⟩ = |⟨ΩR|ΩNS⟩|2 det(1 +Kτ ) , (2.71)

where the 1 in such Fredholm determinants always means the identity operator. In partic-

ular, for τ = 0, since (σx0 )
2 = 1, one has

1 = |⟨ΩR|ΩNS⟩|2 det(1 +K0) , (2.72)

which allows the overlap between the two ground states to be computed as a Fredholm

determinant. However, one also has

det(1 +K0) = det(1 +W−1W ′) , (2.73)

where W and W ′ are defined in Eq. (2.17), and the matrix elements for ĝ = −W−1W ′ are

given explicitly in Eq. (2.43). To show that these determinants are the same, we choose

the following particular ordering for the z ∈ S−

z0 = ei
π
N , z1 = e−i π

N .... , z2k = ei
2k+1
N

π, z2k+2 = e−i 2k+1
N

π , 0 ≤ k ≤ N − 2

2
. (2.74)

In this ordering, we simply notice the following identity

Q−1(W−1W ′)Q = iK0Σ , Qz,z′ = δz,z′
√√

z , Σ = ⊗
N−2

2
i=0 σ1 . (2.75)

This can be proven using the identity Eq. (2.40) for p(z) and the fact that p(z) = e−
iπ
4 |p(z)|

when z ∈ S−. More precisely, multiplying Σ from the right switches z and z̄ in the columns
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in our ordering, while for z, z′ ∈ S−, one always has√√
z
√

− 1√
z′

√
z′

(
√
z − 1)(

√
z′ − 1)

=
−i

|(
√
z − 1)(

√
z′ − 1)|

, (2.76)

if all the square-roots are defined using the (0, 2π) branch. The above are sufficient to show

the identity Eq. (2.75). As such, one has

det(1 +W−1W ′) = det(1 + iK0Σ) . (2.77)

However, one also has

ΣK0Σ = −K0 . (2.78)

This is because the Eq. (2.40) implies that |p(z)(
√
z − 1)| = |p(z̄)(

√
z̄ − 1)|. Combining

Eq. (2.77) and Eq. (2.78) establishes the identity Eq. (2.73).

We now compute the determinant of 1 +W−1W ′ as

det(1 +W−1W ′) = detW−1 det(W +W ′) = det

(
2φz

β − z

)
det

(
φβ + φz

β − z

)−1

. (2.79)

For W , using the definition Eq. (2.17), the relations Eq. (2.25) and the crucial identity

Eq. (2.32), we can write

detW = det(T + |0⟩⟨v|) = detT (1 + ⟨v|T−1|0⟩) = (1 + i) detT . (2.80)

As such, one has

1 = |⟨ΩR|ΩNS⟩|2 ×
2N (−1)

N
2

1 + i
det

1

β − z
det

(
1√

β −
√
z

)−1

. (2.81)

Thus, it is now a ratio of two Cauchy determinants. We first consider the simple one, the

inverse of which read

T 0
βz =

1

β − z
, (T 0)−1

zβ = − 1

β − z

∏
z′∈S−

(β − z′)∏
β′ ̸=β(β − β′)

∏
β′∈S+

(z − β′)∏
z′ ̸=z(z − z′)

. (2.82)

We already encountered these products before when showing the Eq. (1.62)

∑
z′∈S−

ln

(
1− z′

β

)
= ln 2 ,

∑
β′∈S+,β′ ̸=β

ln

(
1− β′

β

)
= lnN , (2.83)

∑
β′∈S+

ln

(
1− β′

z

)
= ln 2 ,

∑
z′∈S−,z′ ̸=z

ln

(
1− z′

z

)
= lnN . (2.84)
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As such, one has

(T 0)−1
zβ = − 4

N2

βz

β − z
. (2.85)

From the inverse, the determinant can be easily extracted. Since the |⟨ΩR|ΩNS⟩|2 is posi-

tive, here we will not care two much about the signs

1

detT 0
= detT 0 ×

(
4

N2

)N

× (−1) , detT 0 = ±i
(
N

2

)N

. (2.86)

This determinant is very large. Now, it comes to the matrix T defined in Eq. (2.24). Using

the inversion formula Eq. (2.26), one can write

1

detT
=

detT

N2N

∏
β

√
β
∏
z

√
z
∏ p(β)

p(z)
= −idetT

N2N

∏ p(β)

p(z)
. (2.87)

Here, using the Eq. (1.74) and Eq. (1.73) we can further simplify

∏ p(β)

p(z)
=

√
2N exp

∑
β ̸=1

Γ̂N (β)−
∑
z∈S−

Γ̂N (z)

 = P > 0 , (2.88)

thus one has

detT 2 = iN2NP−1 , detT = ± 1√
2P

(1 + i)NN , (2.89)

leading to

det(1 +W−1W ′) =

√
2P

2
=

√
2

2
(2N)

1
4 × exp

1

2

∑
β ̸=1

Γ̂N (β)− 1

2

∑
z∈S−

Γ̂N (z)

 . (2.90)

This gives the following ground state overlap

∣∣∣∣⟨ΩR|ΩNS⟩
∣∣∣∣2 = ( 2

N

) 1
4

exp

1

2

∑
z∈S−

Γ̂N (z)− 1

2

∑
β∈S+, β ̸=1

Γ̂N (β)

 . (2.91)

This finalizes the derivation for the overlap in Eq. (1.79).

We now derive the integral representation Eq. (1.80) that allows to expand the overlap

to an arbitrary order in 1
N . We start from Eq. (1.74). Here the key observation is that for

β ∈ S+ and β ̸= 1, as well as for z ∈ S−, one always has Re(−i
√
z),Re(−i

√
β) > 0. As

such, it is convenient to introduce a Barnes representation in the variable −i
√
β. Denote
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the Barnes parameter as u, one has for Z = z, β

Γ̂N (Z) =

∫ 1

0
dt

∫
du

2πi

t−1−u
2 (1 + tu)

4 cos πu
2

ln
1− tN

1 + tN
(−i

√
Z)−u ,−1 < Re(u) < 1 . (2.92)

Now, as far as Z /∈ R+, the exponential decay in the Im(u) direction will be preserved and

the double integral is absolutely convergent. The t integral can be performed, leading to

Γ̂N (Z) = −
∫
du

4i

tan πu
4N

u cos πu
2

(−i
√
Z)−u . (2.93)

It is easy to perform the finite sums which are geometric and obtain

1

2

∑
z∈S−

Γ̂N (z)− 1

2

∑
β∈S+,β ̸=1

Γ̂N (β) = I =

∫
du

16iu

sin (N−1)πu
2N − sin πu

2

cos πu
2 cos2 πu

4N

. (2.94)

Now, to finally obtain the Eq. (1.80), we choose the integration path along the imaginary

axis u = ip

I = −
∫ ∞

−∞
dp

(
e

πp
2N − 1

)(
e

πp
2N + eπp

)
4p (eπp + 1)

(
e

πp
2N + 1

)2 = −
∫ ∞

0
dp

(
e

πp
2N − 1

)(
e

πp
2N + eπp

)
2p (eπp + 1)

(
e

πp
2N + 1

)2 . (2.95)

The second equality is because the integrand is symmetric under p → −p. Finally, we

change the variable to t = e−
πp
n and obtain

I =

∫ 1

0
dt
(1−

√
t)(tN +

√
t)

(1 +
√
t)2 (tN + 1)

1

2t ln t
, (2.96)

which is exactly Eq. (1.80). To perform the large N expansion, one can write∫ 1

0
dt
(1−

√
t)(tN +

√
t)

(1 +
√
t)2 (tN + 1)

1

2t ln t
=

∫ 1

0
dt

(1−
√
t)

(1 +
√
t)2

1

2
√
t ln t

−
∫ ∞

0
dt

tanh2 t
4N

2t(et + 1)
, (2.97)

where in the second term we changed the integration variable as t → e−
t
N . The N -

independent first term is the dominant contribution in the largeN limit. It can be evaluated

exactly as ∫ 1

0
dt

(1−
√
t)

(1 +
√
t)2

1

2
√
t ln t

= ln

(
π

1
4G(

1

2
)G(

3

2
)

)
≡ ln

(
2

1
12 (πe)

1
4

A3

)
, (2.98)

where A is the Glaisher constant. Eq. (2.98) will be shown in the Appendix. B. On the

other hand, the term with tanh2 t
4N represents the sub-leading corrections and can be easily

– 30 –



expanded to an arbitrary order in 1
N

−
∫ ∞

0
dt

tanh2 t
4N

2t(et + 1)
= − 1

32N2

∫ ∞

0

tdt

et + 1
+

1

768N4

∫ ∞

0

t3dt

et + 1
+O

(
1

N6

)
. (2.99)

Integrals here are elementary and can be integrate to ζ values at positive even integers. As

such, in the large N limit, one has the following large N expansion∣∣∣∣⟨ΩR|ΩNS⟩
∣∣∣∣2 = (2π

N

) 1
4

G

(
1

2

)
G

(
3

2

)
exp

(
−π2

384N2
+

7π4

92160N4
+O

(
π6

N6

))
, (2.100)

confirming the asymptotics Eq. (1.56). Notice that the 1
N corrections are quite small at

the first few orders, but will finally grow factorially. Still, the large N expansion is Borel

summable.

At the end of this subsection, we would like to address two issues. The first issue is

on the origin of the constant (π)
1
4G(12)G(

3
2). In the derivations above based on the exact

integral representation Eq. (1.80), this constant is due to the integral Eq. (2.98). However,

from the asymptotics Eq. (1.94) and the Binet’s integral Eq. (1.95), in the scaling region, the

Γ̂N (β) and Γ̂N (z) are all finite and allow simple expressions in terms of gamma functions.

Is the Glaisher constant purely due to the scaling region’s contribution to the sum? The

answer is yes. In fact, one can show that

∞∏
i=0

√
i+ 1

2

i+ 1

Γ(i+ 1)Γ(i+ 2)

Γ2(i+ 3
2)

= π
1
4G

(
1

2

)
G

(
3

2

)
. (2.101)

To show the product formula in Eq. (2.101), simplify notice that products of factorials can

be expressed through hyper-factorials H(n) =
∏n

i=1 i
i, whose large n asymptotics leads to

the Glaisher constant

n∑
i=1

ln i! = (n+ 1) lnn!− ln
n∏

i=1

ii = (n+ 1) lnn!− lnH(n) , (2.102)

lnH(n) →
(
n2 + n

2
+

1

12

)
lnn− n2

4
+ lnA . (2.103)

We should also mention that instead of using the Binet’s integral Eq. (1.95), if one perform

the sum in the Barnes representation Eq. (1.96), one can obtain the following Barnes

representation for the Glaisher constant∫
0<Re(z)<1

dz

2πi
(2− 2z)(2− 2−z)Γ(z)Γ(−z)ζ(z)ζ(−z) = ln

(
π

1
4G

(
1

2

)
G

(
3

2

))
. (2.104)
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Notice that the integrand is symmetric under z → −z. To be more precise, one first write

∞∑
i=0

(
b(π(2i+ 1))− b(2π(i+ 1))

)

=

∞∑
i=0

(
ln

√
i+

1

2
+ ln

Γ (i+ 1)

Γ(i+ 3
2)

− ln
√
i+ 1− ln

Γ
(
i+ 3

2

)
Γ(i+ 2)

)
= ln

(
π

1
4G

(
1

2

)
G

(
3

2

))
. (2.105)

where the b(α) is defined in Eq. (1.95), and we have used Eq. (2.101). Then, due to the

absolute convergence, we can sum under the Barnes integral Eq. (1.96). This leads to

∞∑
i=0

(
b(π(2i+ 1))− b(π(2i+ 2))

)
= −

∫
0<Re(u)<1

du

2πi

(
1− 1

2u+1

)
Γ(u)ζ(u+ 1)

cos πu
2

(2π)−u × (2u − 2)ζ(u) . (2.106)

Finally, we use the functional equation of the ζ function to change ζ(u+ 1) to ζ(−u) and
obtain Eq. (2.104). In Appendix. A, we will use this Barnes integral to find the small mass

expansion of a related crossover function.

The second issue we would like to address is the computation of the sub-leading cor-

rections. From the Eq. (1.94), one can expand the Γ̂N function in the scaling region to the

sub-leading orders

Γ̂N

(
ei

2πk
N

)
= b(2π|k|)− |k|π2

48N2
+

7π4|k|
(
1− 8k2

)
23040N4

+O
(

1

N6

)
. (2.107)

On the other hand, after summing over k ∈ Z and k ∈ Z + 1
2 , divergences are generated

in the subleading terms, even after taking the difference between the two sectors. It is

interesting to check, if the standard ζ-regularization work in this case. For this, we compute

− π2

48N2

 ∑
m∈Z≥0+

1
2

1

mu
−
∑

n∈Z≥1

1

nu

∣∣∣∣
u→−1

= − π2

384N2
, (2.108)

7π4

23040N4

( ∑
m∈Z≥0+

1
2

1− 8m2

mu
−
∑

n∈Z≥1

1− 8n2

nu

)∣∣∣∣
u→−1

=
7π4

92160N4
. (2.109)

The first two subleading corrections in Eq. (2.100) are exactly reproduced. It is reasonable

to expect that the ζ regularization works for higher order corrections as well.

2.4 Scaling limit of the two-point correlator

As the N → ∞, we have shown that the overlap between the two ground states approaches

0 at a very slow speed N− 1
4 controlled by the scaling dimension of the spin operator.
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The rescaled spin operator σ̂ in Eq. (1.52), on the other hand, allows the finite volume

scaling limit at the level of the form factors, given by the Eq. (1.106), Eq. (1.107) and

Eq. (1.108). Here we would like to show that the finite-volume scaling limit at the level of

the spin-spin two-point correlator also exists and leads to the standard CFT correlator on

a cylinder. More precisely, we first separate the two spin operators by an Euclidean time

like in Eq. (2.69), but within two NS ground states. Then, the finite volume scaling limit

means

τ → ∞ , N → ∞,
r

L
=

τ

N
= O(1) . (2.110)

We first show that the scaling limit of the form factor expansion can be taken under the

summation for the individual form factors. For this, first notice that the exponential factors

can be bounded uniformly by

e−τϵ(β) = e−
r
L
Nϵ(β) ≤ e−

πr|k|
L , β = e

2πik
N , |k| ≤ N

2
. (2.111)

Second, notice that if β, β′ ∈ S+, then∣∣∣∣ √β −
√
β′√

β
√
β′ − 1

∣∣∣∣ ≤ 1 , (2.112)

which allows to bound the two-particle products in the form factor expansions by one.

Finally, for the dressing functions, one needs just the simple bound

|d(β)| ≤ c, (2.113)

where c is an N -independent number. This way, after fixing r > 0, the finite-N form

factor expansion is uniformly bounded from the above by an absolutely summable infinity

sequence

N−1
2∑

k=0

1

(2k + 1)!

∑
βi∈S+

∏
i

e−ϵ(βi)τ |d(βi)|2
∏
i<j

( √
βi −

√
βj√

βi
√
βj − 1

)2

≤
∞∑
k=0

1

(2k + 1)!

(
c2

∞∑
k=−∞

e−
πr|k|
L

)2k+1

<∞ , (2.114)

allowing to take the scaling limit under the sum, due to the dominated convergence theorem.

After showing the convergence, we show that the rescaled two point correlator can

be expressed as the square of a Fredholm determinant. In fact, in the product formulas

Eq. (1.106), Eq. (1.107), there are no correlations between the left and right momentum.

As such, in the vacuum two point correlator, within each of the four possible even odd

parity assignment of the excitation numbers, the particle numbers in different L, R sectors
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can be summed independently, leading to

⟨ΩNS |σ̂(r)σ̂(0)|ΩNS⟩ = e−
πr
4L
(
2F+F− + F 2

+ + F 2
−
)
= e−

πr
4L (F+ + F−)

2 . (2.115)

Here, the e−
πr
4L is due to the ground state energy difference Eq. (1.40), while the F+, F−

are defined as

F+(w) =

∞∑
k=0

1

(2k)!

∑
{ni≥1}

2k∏
i=1

τ2(ni)w
ni
∏
i<j

(
ni − nj
ni + nj

)2

, (2.116)

F−(w) =
∞∑
k=0

1

(2k + 1)!

∑
{ni≥1}

2k+1∏
i=1

τ2(ni)w
ni
∏
i<j

(
ni − nj
ni + nj

)2

. (2.117)

Here, τ(n) is defined in Eq. (1.97), and we have introduced the notation

w = e−
2πr
L . (2.118)

Using the Cauchy determinant formula, it is nor hard to show that the F+ + F− can be

combined to a single Fredholm determinant

F+(w) + F−(w) = det(1 +Kij)1≤i,j≤∞ , Kij =
1

π

i

i+ j

Γ(i+ 1
2)Γ(j +

1
2)

Γ(i+ 1)Γ(j + 1)
wj . (2.119)

As such, one obtains the the following Fredholm determinant representation of the rescaled

correlator

⟨ΩNS |σ̂(r)σ̂(0)|ΩNS⟩ = e−
πr
4L det(1 +Kij)

2 . (2.120)

This is another major result of the work. Notice that after the similarity transformation

iwj →
√
ijw

i+j
2 , the operator K is clearly of trace-class when |w| < 1, and the Fredholm

determinant is well defined.

At small w, the Eq. (2.120) allows to expand the scaling function to any given order

in w. We have checked that up to w30, the expansion coefficients exactly agree with that

of the (1− w)−
1
8 :

det(1 +Kij) = 1 +
w

8
+

9w2

128
+

51w3

1024
+

1275w4

32768
+ ..... . (2.121)

It is very likely that this is an exact relation. Assuming this, one has then

⟨ΩNS |σ̂(r)σ̂(0)|ΩNS⟩ = e−
πr
4L

(
1− e−

2πr
L

)− 1
4
. (2.122)

This is exactly the standard CFT two-point correlator on an infinite cylinder [21, 22] and

generalizes the sum-rules in [21]. As such, after multiplying back the factor |⟨ΩR|ΩNS⟩|2,
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at small r ≪ L, one has then(
2π

N

) 1
4

×G

(
1

2

)
G

(
3

2

)
×
(
2πr

L

)− 1
4

→ 1

τ
1
4

G

(
1

2

)
G

(
3

2

)
,
τ

N
=
r

L
. (2.123)

This is exactly the large distance asymptotics of the infinite-volume critical chain. As such,

the simple fixed-point scaling scenario defined in [23] continues to hold in this example, if

one believes that det(1 +K) = (1− w)−
1
8 .

It should be note that it is also possible to locate the two spin operators at different

spatial positions, for example, one at (τ, i) and another at (0, 0), where 0 ≤ i ≤ N−1 is the

spatial position in the lattice unit. Then the scaling limit in the spatial direction amounts

to

i→ ∞, N → ∞,
i

N
≡ x

L
= O(1) . (2.124)

In this situation, it is not hard to show that one can introduce

w = e−
2π(r+ix)

L , w̄ = e−
2π(r−ix)

L , (2.125)

and generalizes the Fredholm determinant formula to the following factorized form

⟨ΩNS |σ̂(r, x)σ̂(0)|ΩNS⟩ = e−
πr
4L det(1 +Kij(w)) det(1 +Kij(w̄)) . (2.126)

This is again consistent with the standard CFT formula [21, 22].

3 Comparison with literature and further comments

Before finishing the work, let’s compare with the literature and make the following com-

ments.

First, in the introduction, we mentioned that the massless limits of the finite volume

massive form factors in [2] were rarely mentioned, so the first thing we would like to

comment are the leg functions in that reference. In the notation of [2], the function κ(θ)

reads

κ(θ) =

∫ ∞

−∞

dθ′

2π

1

cosh(θ − θ′)
ln

1− e−µL cosh θ′

1 + e−µL cosh θ′
, (3.1)

where µ ̸= 0 is the fermion mass. At any fixed θ, the µ→ 0 limit diverges logarithmically.

However, in order to reduce to the CFT limit, one must fix the quantization levels and the

radius, then send µ to zero, which means θ → ±∞ and suppresses the θ′ = O(1) region.

On the other hand, when θ′ − θ = O(1), then the denominator is no longer large, and the

µ in the exponential is also be compensated by the µL cosh θ′ ∼ µL cosh θ, which is O(1)

in the scaling limit. To magnify the θ′ − θ = O(1) region, we change the variable to the
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momentum space, and denote p = µ sinh θ, E = µ cosh θ

κ(EL, µL) =

∫ ∞

−∞

dk

2π
√
k2 + µ2

µ2

E
√
k2 + µ2 − pk

ln
1− e−L

√
k2+µ2

1 + e−L
√

k2+µ2

=

∫ ∞

µ

dE′

π
√
E′2 − µ2

EE′

E′2 + E2 − µ2
ln

1− e−LE′

1 + e−LE′ . (3.2)

The first line is essentially the integral given in [3], while in the second line, we have

averaged with the k → −k integrand and changed to E′ =
√
k2 + µ2. In this form, it

finally becomes transparent that there is a non-trivial µ→ 0 limit at fixed EL

κ(EL, 0) =

∫ ∞

0

dE′

π

E

E2 + E′2 ln
1− e−LE′

1 + e−LE′ =
EL

π

∫ ∞

0

dt

t2 + (EL)2
ln

1− e−t

1 + e−t
. (3.3)

This is exactly the Binet’s integral Eq. (1.95). As such, at the quantization levels EL =

2π|n| of the R sector, and at EL = 2π|m| (m ∈ Z + 1
2) for the NS sector, the leg functions

in [2] evaluate to

eκ(θn)√
µL cosh θn

→
Γ(n+ 1

2)√
2πΓ(n+ 1)

= τ(n) , (3.4)

e−κ(θm)

√
µL cosh θm

→
√
2πΓ(m+ 1)

2πmΓ(m+ 1
2)

= τ

(
m− 1

2

)
, (3.5)

where τ is given by Eq. (1.97). The above exactly reproduces the dressing functions in

Eq. (1.106) and Eq. (1.107). For the zero mode, instead one needs

κ(µL, µL) =
1

π

∫ ∞

1

dt

t
√
t2 − 1

ln
1− e−µLt

1 + e−µLt
=

1

2
lnµL+ o(1) , (3.6)

implying

eκ(0)√
µL

→ 1 , (3.7)

again consistent with the d(1) = 1. Two particle functions clearly simplify to the Π factors

in Eq. (1.106) and Eq. (1.107). Moreover, in Appendix. A, we show that normalization

function σ̄S(µL) of [2] has the following small µ expansion

σ̄S(µL) =

(
2π

L

) 1
8

exp

(
ln 2

2π
µL− ln2 2

4π2
(µL)2 − ζ3

16π3
(µL)3 +O((µL)4)

)
. (3.8)

Given this, we conclude that the massless limit of the massive matrix elements in [2], up to

overall phase factors, exactly reduce to
(
2π
L

) 1
8 multiplying our Eq. (1.106) and Eq. (1.107)

for σ̂. The normalization of [2] ensures the small-r limit of the massless two point correlator

to be r−
1
4 without extra factors.
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Second, in the introduction, we have mentioned that in [7], the authors have omitted

the g = 1 point in their discussions, but this does not rule out the possibility that the

results therein also applies at the g = 1 by taking limit. Let’s show that this is indeed the

case. The major quantity to check are the products of their leg function. In our notation,

the leg function in [7] reads

1

Nϵ(β)
e−η(β) =

1

Nϵ(β)

∏
β′∈S+

(ϵ(β) + ϵ(β′))∏
z′∈S−

(ϵ(β) + ϵ(z′))
, β ̸= 1 . (3.9)

For β = 1, if one start from the g > 1 region and then take the g → 1+ limit, then the

result is finite

1

Nϵ(1)
e−η(1) =

2

N

∏
β ̸=1 ϵ(β)∏
z∈S−

ϵ(z)
. (3.10)

Let’s see if they reproduces our |d(β)|2 and |d(1)|2 = 1. We first check β = 1. One has

2

N

∏
β ̸=1 ϵ(β)∏
z∈S−

ϵ(z)
=

2

N
× (−i)

∏
β ̸=1(1− β)∏
z∈S−

(1− z)

∏
z∈S−

√
z∏

β∈S+

√
β

=
2

N
(−i)N

2

(−1)
N
2

i(−1)
N−2

2

= 1 . (3.11)

Here, we have used the unrestricted products when showing the Eq. (1.62), and the products

in Eq. (1.4). As expected, the |d(1)|2 = 1 is reproduced. For β ̸= 1, notice

√
β +

√
β′ − 1√

β
− 1√

β′
=
(√

β +
√
β′
)(

1− 1√
β
√
β′

)
, (3.12)

and using the fact that
√

1
β = − 1√

β
in the (0, 2π) branch when β ̸= 1, one has

∏
β′∈S+

(ϵ(β) + ϵ(β′))∏
z′∈S−

(ϵ(β) + ϵ(z′))
=

√
β − 1√
β + 1

p(β)2 , (3.13)

1

Nϵ(β)
e−η(β) → i

√
βp(β)2

N(1 +
√
β)2

=

∣∣∣∣ √
βp(β)√

N(1 +
√
β)

∣∣∣∣2 = |d(β)|2 , (3.14)

where we have used the definitions of p(β) and d(β) in Eq. (1.58), Eq. (1.76), and the fact

that p(β) = e−
iπ
4 |p(β)|. On the other hand, for z ∈ S−, one can also compute

1

Nϵ(z)
eη(z) =

1

Nϵ(z)

∏
z′∈S−

(ϵ(z) + ϵ(z′))∏
β′∈S+

(ϵ(z) + ϵ(β′))
=

√
z

N(
√
z − 1)2

1

−ip(z)2
= |d(z)|2 , (3.15)

where we have again used p(z) = e−
iπ
4 |p(z)|, Eq. (1.60) and Eq. (1.77). As such, we have

found that all the leg functions of the g → 1+ limit in [7] agree with our results. For the

two-particle functions, it is also easy to check that they agree with our expressions. Finally,

for the overall normalization factor ξξT , notice that the ξ = (g2 − 1)
1
4 again cancels with

the (2ϵ(1))
1
4 in the denominator, and the g → 1+ limit is again finite. Moreover, using the
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relations above, one can compute

lim
g→1+

ξξT =

(
−
∏

z∈S−
(1−

√
z)2∏

β ̸=1(1−
√
β)2

p2(1)
∏ p2(z)

p2(β)

) 1
4

=

(
2

N

) 1
4

exp

(
1

2

∑
z∈S−

Γ̂N (z)− 1

2

∑
β∈S+,β ̸=1

Γ̂N (β)

)
= |⟨ΩR|ΩNS⟩|2 , (3.16)

where we have used the relation p(1)q(1) = −2i in Eq. (1.70). As such, all the form factor

squared in [7, 8], in the proper g → 1+ limit approached from the disordered side, agree

with the results derived directly at the critical point.

After comparing with the literature, we would like to make a few more comments on

possible future directions and generalizations.

1. First, we should emphasize that although we believe that the Fredholm determinant

Eq. (2.120) leads exactly to the CFT correlator through the formula

det(1 +K) = (1− w)−
1
8 , (3.17)

we have not yet verified this analytically. However, we have noticed that the expan-

sion of this determinant is similar to the infinite-volume form factor expansion [24]

of the Ising chain or diagonal Ising correlators away from the critical point, and at

zero or very small distances. For example, the first two terms in the expansion equal

to

1 + TrK = 1 +
∞∑
i=1

Γ2(i+ 1
2)

2πΓ2(i+ 1)
wi =

K(w)

π
+

1

2
, (3.18)

where K(w) is the complete Elliptic integral of the second Kind. The K(w)
π is exactly

half of the one particle form factor contribution f
(1)
0,0 (t) to the diagonal correlator at

zero separation [25]. If such relations could be established at high orders, then the

identity Eq. (3.17) becomes understandable: σ200 = 1, while the form factor expansion

in [25] contains an overall (1 − t)
1
4 . This implies that all the form factors at zero

separation must sum to (1− t)−
1
4 . It is also possible that differential equations in w

could be established, similar to the Painleve VI for the parameter derivatives [26].

2. Second, although in this work we only checked the two-point correlator, given the

finite-volume form-factors, it should be possible to show the convergence of the scaling

limit and establish determinantal representations for multi-point spin-correlators at

non-vanishing Euclidean time separations, in a way similar to the massive version in

the infinite volume [27, 28]. What remains not clear at the moment, is how to use

the form factor representations, to show the resulting correlators indeed agree with

the known CFT results.

On the other hand, it was proven recently that the spin correlators of the 2D Ising

model on a torus indeed converge to the CFT version [29], using more subtle methods
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that are not based on form factors. Meanwhile, finite-volume form factors of the

critical Ising model can be established in a similar way or in the formalism of [9] based

on elliptic Cauchy determinants, by noticing similar Cauchy property at the critical

point6. They are expected to converge to the same set of CFT matrix elements,

leading to identical form factor representations of rescaled correlators as obtained

from the Ising chain. As such, by comparing the form factor representations and the

known CFT results allows to establish many Fredholm determinant identities that

are not obvious at the first glance at all. Clearly, it is also interesting to see how

the form factors can be summed to the more general toroidal correlators at a finite

temperature.

3. Third, we comment that the finite volume form-factors are also known explicitly for

more general XY spin-chains in a transverse field [30] away from the critical points.

Either by taking the appropriate XX limit (κ = h = 0) or by deriving the finite-

volume form factors directly at that point which is technically possible, one should

be able to obtain form factors of certain vertex operators in the c = 1, β2 = 4π

Sine-Gordon CFT in the massless Dirac fermion basis.

4. Finally, we should mention that for integrable lattice models solved by the Algebraic

Bethe-Ansartz (ABA) such as the XXZ spin-chains, there are also discussions on

the large distance properties based on form-factors [31–35]. These discussions mostly

concern the infinite-volume limit at zero or non-zero temperatures, but the region

−1 ≤ ∆ < 1 with CFT-like asymptotics are covered.

It is interesting to see how to extract from the XXZ spin-chain, the CFT matrix

elements in more general c = 1 Sine-Gordon CFTs in the ABA-type massless basis,

by starting with a finite volume, then taking the finite-volume scaling limit. It could

be expected that going to a finite volume would simplify a bit the analysis aspects

(taking limits) of the massless form factors. Such matrix elements might also be

related to the finite temperature results in [35–37]. Showing the convergence to the

Cylindrical CFT correlators is expected to be more challenging than to obtain the

form factors.
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A The s → 0+ expansion of a crossover function

In this appendix, we compute analytically the small s→ 0+ expansion of the function gI(s)

of [38]. We start from the definition with s > 0

− fI(s) =
1

π

∫ ∞

0
dy ln

1− e−
√

y2+s2

1 + e−
√

y2+s2
, (A.1)

ln gI(s) =

∫ 1

s

ds′

s′

(
(f ′I(s

′))2 − 1

4

)
+

∫ ∞

1

ds′

s′
(f ′I(s))

2 . (A.2)

To perform the integral, it is convenient to use the following Mellin-Barnes representation

of f ′I(s)

− f ′I(s) =

∫
Re(u)>0

du

2πi
s−uM(u) , (A.3)

M(u) =

(
2u+1 − 1

)
Γ2
(
u+1
2

)
ζ(u+ 1)

2π
. (A.4)

The above can be established by expanding the logarithm into the Taylor series

ln
1− e−

√
y2+s2

1 + e−
√

y2+s2
= −2

∞∑
k=0

e−(2k+1)
√

y2+s2

2k + 1
, (A.5)

and Mellin-transform the individual terms. It is easy to see that

Res

(
M(u)

)
(u = 0) =

1

2
, (A.6)

consistent with the subtraction term −1
4 . Given the above, it is then straightforward to

establish the following double Barnes integral

ln gI(s) =

∫ ∫
Re(u)−1<Re(z)<0<Re(u)<1

dzdu

(2πi)2
s−z − 1

z
M(u)M(z − u)

+
1

2

∫
−1<Re(u)<0

du

2πi

s−u − 1

u
M(u) +

∫ ∫
0<Re(u)<Re(z)<1

dzdu

(2πi)2
M(u)M(z − u)

z
. (A.7)

Here, the first two terms are due to the integral in the (0, 1) region, while the last term is

due to the integral in the (1,∞) region. The −1
4 subtraction is achieved by appropriate

contour shifting. We now shift the z contour in the last term to the Re(z) < 0 region to

cancel the s independent terms. There are z = 0 and z = u two poles. Using the fact that

Res

(
M(u)

u

)
(u = 0) = 0 , (A.8)
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one finally obtains

ln gI(s) =

∫ ∫
Re(u)−1<Re(z)<0<Re(u)<1

dzdu

(2πi)2
s−z

z
M(u)M(z − u)

+
1

2

∫
−1<Re(u)<0

du

2πi

s−u

u
M(u) +

∫
0<Re(u)<1

du

2πi
M(u)M(−u) . (A.9)

Now, using the functional equation of the ζ function, it is straightforward to show that

M(u)M(−u) ≡ (2− 2u)
(
2− 2−u

)
Γ(u)Γ(−u)ζ(u)ζ(−u) . (A.10)

As such, the last term of Eq. (A.9) exactly leads to the Barnes-G product using the Barnes

integral Eq. (2.104). On the other hand, in the first two terms, one can shift the contours

to the left to perform systematically the small s expansion. The results of the expansion

up to the third order read

ln gI(s)

∣∣∣∣
s→0+

= ln

(
π

1
4G

(
1

2

)
G

(
3

2

))
+

ln 2

π
s− ln2 2

2π2
s2 − ζ3

8π3
s3 +O(s4) . (A.11)

In particular, the leading term exactly reproduces the constant C1 in [38] extracted nu-

merically. At higher orders, there will be ζ2k+1ζ2l+1 type terms. The expansion has a

convergence radius equals to π.

Given the expansion of ln gI(s), the expansion of the function S(µL) in [2] can also be

found using the relation

lnS(µL) =
1

2
ln gI (µL)−

1

8
lnµL , (A.12)

which is equivalent to Eq. (A13) of [2]. Especially, using the expansion Eq. (A.11), in the

massless limit the σ̄µ
1
8S(µL) is finite

lim
µ→0

µ
1
8 2

1
12 e−

1
8A

3
2S(µL) =

2
1
12 e−

1
8A

3
2

L
1
8

(πe)
1
8 2

1
24A− 3

2 =

(
2π

L

) 1
8

. (A.13)

Using the Eq. (2.15) of [2] and the massless limits of their leg functions discussed in Sec. 3,

this implies that the overall normalization of the spin operator in [2] is exactly
(
2π
L

) 1
8 times

our σ̂. In particular, at small r, the two point correlator approaches a simple power-law

r−
1
4 without extra factors.

B The integral Eq. (2.98)

In this appendix, we prove the integral formula Eq. (2.98). We first change the variable

from
√
t→ t, and introduce another integral representation for (1− t)(ln t)−1, leading to

I0 =
1

2

∫ 1

0

dt

ln t

1− t

(1 + t)2
= −1

2

∫ 1

0
dx

∫ 1

0
dt

tx

(1 + t)2
. (B.1)
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It convergences absolutely. The t integral can be integrated to a special case of the Gauss

Hypergeometric function and can be expressed in terms of the digamma function, leading

to ∫ 1

0
dt

tx

(1 + t)2
=

1

2
+
x

2

(
ψ

(
1 + x

2

)
− ψ

(
1 +

x

2

))
, (B.2)

I0 = −1

4
− 1

4

∫ 1

0
dxx

(
ψ

(
1 + x

2

)
− ψ

(
1 +

x

2

))
. (B.3)

The integral here is similar to that of the Ising connecting computation [39]. Using ψ(x) =

(ln Γ(x))′ and partial integrating as in [39], one has

I0 =
1

2
ln

Γ
(
1
2

)
Γ (1)

+ ln
Γ2
2(1)

Γ2

(
1
2

)
Γ2

(
3
2

) = ln

(
π

1
4G

(
1

2

)
G

(
3

2

))
. (B.4)

Here we have used the relation G(Z) = 1
Γ2(Z) between the Barnes G function and the

double gamma function Γ2(Z). This is exactly Eq. (2.98).
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