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Figure 11: Comparison of the logarithmic declines of the logistic and normal
distribution.
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Generating Calorimeter Showers as Point Clouds
Page 1

1

Since your NeurIPS title is included in your new title, why not update it
slightly? For example:
CaloPointFlow II: 
Improved Generation of Calorimeter Showers as Point Clouds

CaloPointFlow II
Page 1

2

Add ~ to forbid line break

General: 
- somewhere you need to discuss the ability of your model to be extended to
calorimeters with irregular cell geometries such as in the ATLAS dataset. Would
you still be able to quantize each point's location so that it aligns with a cell in this
case? How might the granularity of the calorimeter play in?
Textual: 
- paragraphs in this paper are on the short side, especially in section 5.
Sometimes it feels like they break up the body of text too much. Please try to join
pairs of paragraphs which share a common idea.

Page 1

3

detecting the cascade of secondary particles they produce
Page 2

4

This is a bit vague. Suggest: “by instigating a cascade of secondary particles
and absorbing their energy “

seconds per event
Page 2

5

More like minutes, no? Can you find a source?

complex detector geometries
Page 2

6

Not necessarily more complex, but more granular

However, conventional fast simulation frameworks, which are mostly based on
parametric models [5–14], often fail to capture subtle details of calorimeter
interactions

Page 2

7

Add positive statement about the fact that such models are already
successfully implemented in real experiments. Otherwise it sounds like a
failed project



di�usion models
Page 2

These models replicate the output of traditional simulations, such as Geant4, and are
designed to emulate the complex interactions of particles within calorimeters

Page 3

8

1. "These models aim to replicate "
2. They are designed to serve as “surrogate“ models, replicating the behavior

at a high level, but not by mimicking the microscopic behavior

Each voxel corresponds to a single calorimeter sensor.
Page 3

9

Not necessarily. “Voxel” and “cell” are not necessarily synonymous (e.g. in
dataset 1 of the calo challenge). If for datasets 2 and 3 "voxel" is synonymous
with "calorimeter cell", I would suggest stating that this is a special case.

hits
Page 3

10

Remove single quotes

additional energy component
Page 3

gated generative models based on point clouds [34,37,38,41,49,51–61]. Previous
research has also explored the use of these models for calorimeter simulations [34, 37,
38, 41, 49]

Page 3

11

Most of the citations are repeated

CaloPointFlow
Page 3

12

Move citation to right after the model name

modeling of point-to-point correlations
Page 3

13

With DeepSets it's not really point-to-point because you don't actually
compute any correlation between individual points, but only between each
point and the aggregated point representation. Please qualify this.



”multiple hit”
Page 3

14

Backwards quotes
you make it sound like the multiple hit problem a�ects all fast shower
generative models. Doesn’t it speci�cally a�ect point cloud based models?

They are described below
Page 3

line out
Page 3

15

outline

Each dataset consists of 200,000 showers initiated by electrons
Page 4

16

Is there a magnetic field?

equally divided fo
Page 4

17

Sounds like a train-test split of 50%. Please clarify

are simulated
Page 4

18

Somewhere you need to state that it’s simulated using GEANT4 and that
there is no electronic noise in the simulation.

detector
Page 4

19

calorimeter’s

detector
Page 4

20

Is it a detector or merely a calorimeter ?

1531]mm
Page 4

21

Math problem



voxels (readout cells)
Page 4

to two physical layers
Page 4

22

Why are two grouped into one? Isn’t the granularity twice this?

Model
Page 5

23

Please add a paragraph where you state (1) the number of parameters of
your model, (2) the number of epochs and/or training time as well as the GPU
that was used., (3) the learning rate (scheduler) and whether hyperparameter
optimization was performed.

Figure 1:
Page 5

24

weird asterisks in legend

First, the conditional variables Esum and nhits are generated.
Page 5

25

add: “using CondFlow”. Also, it would be clearer to write Esum and nhits
directly on the figure, by the arrow coming out of CondFlow

possible
Page 5

26

Not merely any possible showers, but showers lying in the true distribution.

the Evidence Lower Bound (ELBO) i
Page 5

27

Cite vAE paper

Eqφ(z|X) [ln pθ(z|C)]
Page 5

28

Doesn’t this assume that p(z|C) is normal?

pθ(X)
Page 5

29

p_\theta(z) , no?



locally
Page 5

30

What does it mean, “locally”?

this loss-function
Page 5

31

C not defined

DKL(qφ(z|X)||p(z|C))
Page 5

32

What is ||?

is transformed by the LatentFlow
Page 6

33

introduce f for the following equation

CondFlow
Page 6

34

What is CondFlow?

The conditional variables c
Page 6

35

How is small c related to big C?

CDF-Dequantization
Page 6

36

This section is not very concise, and it’s not clear what the relevance is of a
lot of the technical discussion. Neither is it clear to the non-expert how CDF-
quantitation goes beyond existing dequantization methods, or what exactly it
is about the calorimeter shower generation problem that necessitates this
development. Please try addressing these points and making the description
more efficient overall.

The application to discrete data, however, includes complexities.
Page 6

37

To help the non-expert reader, add a sentence explaining the dequantization
problem specifically in the context of calorimeter shower data. I.e. what
exactly is discrete in the features of a calorimeter shower?



For the new model we developed a novel method called CDF-Dequantization
Page 7

38

What dequantization did you use in the old CPF model? Can you argue why a
new approach is necessary to improve the model performance?

They proposed applying a logit transformation to the dequantized variables,
transforming the support from the interval [0, 1] to (−∞, ∞)

Page 7

39

It’s unclear why this step helps.

Φ−1 X (u) = inf{x|FX(x) ≥ u}
Page 7

40

It might be worth noting that inf refers to infimum 
What is F? The pdf of X?

one dimensional
Page 7

41

hyphen

distributions
Page 7

42

typo: distribution(s)

Figure 2: A schematic of the CDF-Dequantization
Page 8

43

Needs period.
please ensure the digits from separate numbers are not too close in the
middle plot. Perhaps you can drop the zero coming before the decimal.

Notably, Nielsen et al. [71] illustrated how variational autoencoders (VAEs),
normalizing �ows, and surjective mappings can be integrated into one uni�ed
framework

Page 8

44

Did you try using SurVAE? They seem to claim that their model can also
handle discrete variables. They use a simple UniformDequantization method
outlined in their appendix H.2. How does this compare with your CDF-
dequantization method?



We provide the algorithms for both directions of the CDF-Dequantization below
Page 9

45

No paragraph break

This dequantization strategy is universal.
Page 9

46

Please add some vertical space between the algorithm blocks and the
subsequent paragraph.

The new �ow architecture is able to capture the point-to-point correlations
Page 9

47

Missing period? Also it should probably be clarified that point-to-point
correlations in this approach are captured only at the level of the aggregated
point representations. It’s an improvement no doubt, but it clearly lacks the
local information exchange offered by self attention or message passing
approaches. Could you argue why such alternatives don’t fit this application
well or are perhaps too computationally expensive?

models
Page 9

48

Apostrophe

these are randomly added to the occupied α-positions
Page 10

49

How often does this spillover happen? If the generated points are intended to
represent cells with nonzero deposited energy in the calorimeter, why not
simply fix their spatial coordinates to the grid of cells? In this case, only the
energy of each cell needs to be modeled.

This is, of course, fundamentally incorrect. However, in our experiments, it improves
the modelling of the electron showers.

Page 10

50

If it’s fundamentally incorrect, why is this not captured in some metric?
Wouldn’t it be an obvious feature to discriminate between fast-sim and full-
sim showers?



Results
Page 10

51

Please add a quantitative statement somewhere about how fast CPF is.
the main contribution of your paper is the set of three algorithm
re�nements listed in the introduction. However, the claim that each of
them improves performance cannot be supported based on the results
shown, and thus there appears to be something missing in the scienti�c
investigation. This gap is partially addressed by the direct comparison of
CPF1 and CPF2 in Table 1. I recommend that you �nd a way to
demonstrate the individual improvements from CDFDequantization and
DeepSetFlow (the multiple hit workaround is probably less interesting).
One way to do this would be to perform an ablation study where you
drop each component individually in two model variants that are trained
from scratch identically to CPF2. The performance of the two variants can
then be shown alongside CPF2 and CPF1 in Table 1 and potentially also
in the �gures.

where the di�erence between the two distribu- tions is expressed as a ratio
Page 10

52

The subpanels are not ratios. They are relative residuals, I.e. (CPF - G4)/G4

Figure 3
Page 10

53

Why not write CPF2 or CPF II instead of CPF in the plot legends throughout?

This phenomenon is particularly pronounced in Dataset III, where the deviations
from the expected values are more pronounced in the tail regions.

Page 11

54

Could this be due to the random distribution in alpha of overflow points? I.e.
does it stem from the artifact seen in the high-number of hits distribution?

The energy-weighted covariance matrix Cik is then computed using the formula
Page 15

55

There needs to be a k index on the right hand side of this equation

The classi�er is applied ten times to each dataset and model
Page 15

56

Add: “with the objective of discriminating between Geant4 showers and CPF
showers.”



Table 1: CaloChallenge Classi�er Score for the CaloPointFlow I and CaloPointFlow
II model

Page 16

57

Spell out Jensen–Shannon divergence.
State that lower AUC is better (normally it's the other way around).

particle interactions in calorimeters
Page 16

58

"calorimeter showers" (I.e. you do not actually model the interactions of
secondary particles produced in EM shower).

The model exhibits an impressive balance between �delity in the simulation and the
computational demands, especially evident in the precise modeling of the spatial
structure and energy distributions within calorimeter showers.

Page 16

59

This sentence has too much of a Chat-GPT ring to it. I would suggest
rewording a bit.

In comparison to other models, CaloPointFlow II shows notable advancements,
particularly in terms of computational speed and accuracy

Page 16

60

This claim has not been demonstrated in the results of this paper

Furthermore,
Page 16

61

Suggest to combine this with preceding paragraph. Also, "further.
Furthermore" is slightly repetitive.

References
Page 17

62

There are some capitalization issues in the references such as "Hl-lhc",
"Survae"/"vae". Please check.

for i ฀ 1, ..., n
Page 23

63

You probably need to state that xi < xj for every i < j



(17)
Page 24

64

This is not a function because U=FX(x1) gets mapped to both x1 and x2.
There should probably be a strict inequality on the left or right. 
Also U should be u


